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Foreword: Making a Difference

Mary Catherine Bateson

Mary Catherine Bateson is
a cultural anthropologist
and author.

A volume of papers on human computation (HC) has been needed to lay the founda-
tion of a field and establish a framework in which researchers can effectively build
on each other’s work. It is also likely to set off alarm bells in many quarters. Yet
there is a possibility that the thinking collected here will constitute an important step
toward solving a fundamental ethical problem in human society, namely, the increas-
ingly widespread conviction that “nothing I can do will make any difference.”
Kant’s Categorical Imperative! was an attempt to solve the problem by eliminating
the question of scale and proposing that an action be evaluated as if it were univer-
sal, but this has not proved particularly effective in ever larger populations. The
problem of taking responsibility for individual and local actions is most severe at
the global level. Thus, for instance, individuals have difficulty believing that leaving
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an extra electric light burning in their suburban backyard is connected to the likeli-
hood of lethal storms thousands of miles away. Exactly the same kind of reasoning
discourages voters from going to the polls for local elections. How will people learn
that what they do “counts”? By counting.

We badly need models of interdependence and connectivity that will convey to
those who work with them the conviction that individual voices and actions count, a
message conveyed through many different modalities, both in science and in popular
culture. At the same time, the very term “human computation,” accompanied by fasci-
nating analogies to insect communities, may suggest a dystopic loss of individual
autonomy and value. Human computation for socially useful goals will depend on
giving individuals a sense of agency — a sense that they indeed can make a difference.

Agency has been the central issue for patient communities, so that enrolling
patients as active collaborators in research has been an important new model for
citizen science. One of the earliest examples of citizen science was the St. Louis
baby tooth collection organized by Barry Commoner, in which scientists “took over
the tooth fairy”? to demonstrate the dangers of nuclear testing in the atmosphere.
The demonstration that Strontium 90 was being transferred in mothers’ milk was a
significant element in the banning of atmospheric testing, but so no doubt was the
engagement it evoked in the parents.

There is a long history, going back to the Greeks and Romans, of attempting to
use voting (an early form of human computation), with various modifications, to
create a sense of agency that supports responsibility, and some of the hazards are
known. Experience suggests, for instance, that plebiscites are easily manipulated by
autocrats (as in the rise of fascism), so that it makes more sense to vote for individu-
als who are then able to deliberate together about issues and act systemically as
surrogate decision makers in a second round of voting than it does to decide policy
by majority popular vote. Other variations such as proportional representation also
attempt to avoid the dangers of simple majority rule. Voter initiatives may appear to
increase democracy but when overused may lock in dysfunctional policies. And at
the same time, voters are increasingly taking the libertarian position that all legisla-
tion and regulation is pernicious. A central promise of human computation, already
partially realized, is the possibility of creating an awareness of the vast number of
decisions we all make every day, including the decision involved in where attention
is focused from minute to minute,® along with information about the aggregate
effect of those decisions and how they are shifting.

At the same time, information about new ideas and emerging patterns needs to
be accessible and individual voices need to be audible. Human computation may
run the risk of simply reinforcing existing trends, which may be negative, by facili-
tating conformity. The popularity of SUVs and violent movies and games tends to
be self-reinforcing, and the most popular restaurant in town may not be the most
pleasant place to go on a Saturday night. Thus, simply waiting to see what “goes
viral” on YouTube or Twitter is not sufficient. A noteworthy variation on regenera-
tive feedback, however, is Kickstarter.com, which works like a chain letter to raise
funds for nonprofit projects.
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A significant effort related to human computation is the effort to create interac-
tive contexts for the expression of greater diversity of knowledge and imagination.
Interdisciplinary conferences (such as the Macy conferences on Cybernetics and on
Group Process after World War II) can be seen as an example of taking a group of
individuals and turning them into a thinking system, a kind of superorganism.* With
the decline in support for exploratory interdisciplinary work, there has been a rise in
designs for interactive processes, such as America Speaks, the 21st Century Town
Hall Meeting format devised by Carolyn Lukensmeyer,> and Laura Chasin’s Public
Conversations Project,® as well as research on conflict resolution and mediation’
simultaneously alas with the steady increase in what Deborah Tannen calls the
Argument Culture, in which issues are approached antagonistically.® Such innova-
tive techniques can be regarded as forms of computation.

Human beings change in response to their habitual interactions, and there is
already concern about deleterious effects of electronic communication, which will
play a major role in human computation as we move forward. Much of human com-
putation depends on persuading large numbers of individuals, acting separately, to
contribute personal information, which is then combined, both processes facilitated
by electronic technology. But it is important to notice that the implicit message of
such an operation is membership in a larger whole. Any living system processes
quantities of material and information, in ways that affect the state of that system
and other systems to which it is connected, and attending to such processes poten-
tially creates a sense of unity and an awareness of the reality of interdependence.

We know today that our entire planet can be looked at as a living system® with
some capacity for self-regulation, and that the circulation of water and atmospheric
gases is such that disruption or pollution in one place on the planet has measurable
effects elsewhere. Indeed, earth systems are far more closely integrated than the
present human capacity to respond to them, even in the preparation for and response
to major disasters. The emphasis on individual autonomy that underlies American
culture is a product of the circumstances under which Europeans settled the North
American continent, but it is descriptively inaccurate for the human condition and
inhibits effective cooperation in problem solving and humanitarian relief as we
experience and attempt to mitigate the global effects of climate disruption. Arguably,
then, if increased reliance on human computation shifts attitudes away from the
fetish of individual autonomy and teaches us, by implication, to recognize that we
are connected parts of a larger whole, this is a goal to be pursued. Perhaps too, the
awareness of inescapably “making a difference,” for better or for worse, by our
individual choices will come to be seen as an essential aspect of human dignity.

Mary Catherine Bateson



viii Foreword: Making a Difference

Notes

1. “There is, therefore, only one categorical imperative. It is: Act only according to that maxim by
which you can at the same time will that it should become universal law.” Kant I, Foundations
of the metaphysics of morals (trans: Beck LW, ed: Wolff RP, section 2, p. 44.

2. Bateson MC (1972) Our own metaphor: a personal account of a conference on conscious pur-
pose and human adaptation. New York: Alfred A. Knopf, pp 140-141.

3. Jackson M (2009) Distraction: the erosion of attention and the coming dark age. Amherst:
Prometheus Books.

4. Heims SJ (1991) The cybernetics group. Cambridge, MA: MIT Press.

5. Lukensmeyer C (2007) The change handbook: the definitive resource on today’s best methods
for engaging whole systems. San Francisco: Burrett-Koehler.

6. Fostering dialogue across divides: a nuts and bolts approach. www.publicconversations.org/
docs/resources/Jams_website.pdf

7. Fisher R (1991) Getting to yes: negotiating agreement without giving in. New York: Penguin
Books.

8. Tannen D (1998) The argument culture: moving from debate to dialogue. New York: Random
House.

9. Lovelock J (1995) A new look at life on earth. Oxford/New York: Oxford University Press.


http://www.publicconversations.org/docs/resources/Jams_website.pdf
http://www.publicconversations.org/docs/resources/Jams_website.pdf

Preface

In all of your deliberations in the Confederate Council, in your
efforts at law making, in all your official acts, self-interest shall
be cast into oblivion. Cast not over your shoulder behind you
the warnings of the nephews and nieces should they chide you
for any error or wrong you may do, but return to the way of the
Great Law which is just and right. Look and listen for the
welfare of the whole people and have always in view not only
the present but also the coming generations, even those whose
faces are yet beneath the surface of the ground — the unborn of
the future Nation.

— Great Law of the Haudenosaunee'

Why a Book About Human Computation?

In the new techno-culture of buffered sociality, in which young people spend more
time wearing earbuds and texting frenetically than having real live conversations in
a café, we consider the mounting existential challenges that our children and subse-
quent generations will face. Though human computation may not be a panacea, it
does represent an opportunity for us to draw together more effectively as a global
people to address such challenges. However, there is a practical issue.

The problem that exists today is that human computation (HC) research is frag-
mented across isolated communities. That is, HC is developed and implemented in
multifarious ways across diverse fields of inquiry and application; yet each of these
efforts occurs as an offshoot of some other discipline or as a novel method in some

'The Haudenosaunee league of Native American nations is known in Western culture as the
Iroquois. However, “Iroquois” is a French transliteration of a derogatory name used historically by
a competing tribe. The correct and proper name, “Haudenosaunee,” means “people of the long-
house,” which implies that member nations should live together as families in the same longhouse
(Wikipedia 2013).

ix
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applied domain. But there is very little cross-fertilization, due to typical aversions to
crossing community boundaries, philosophical differences, and terminology confu-
sion. One even gleans cultural differences, such as an emphasis in Eastern cultures
on systems that support collective rather than individual stakeholders. Thus, this
book responds to the need for a clear, comprehensive, current, and interdisciplinary
treatment of HC.

Rather than just reporting on the state of practice, we have challenged the
confines of our conceptual comfort zones and engaged in bold analysis and risky
ideation — something humans still do much better than machines. Ultimately, we
have sought to collectively assess the state of the art and anticipate future directions,
presenting the combination as a foundation and inspiration for future work and
unlikely collaborations.

The Collaboration Has Already Begun

It has been both a tremendous honor and an exercise in humility to collaborate with
such a talented, globally distributed (see Fig. 1), and remarkably genuine community
of over 115 authors and editors. Perhaps it is the promise of human computation that
draws out the humanity in us, that somehow echoes the mantra “we want to own our
destiny.” Indeed, the goals of this book have already begun to be realized as a conse-
quence of its very development. Authors have formed new, respectful cross-disci-
plinary relationships, spawning new ideas, many of which appear on the pages of this
book. From this chrysalis, we hope to nurture the emergence of human computation
as a formal discipline, a charter for which is conveyed in the final chapter of the book.

Austria « Belgium « Canada + Columbia » France » Germany « Israel « Italy » Japan * Mexico « Netherlands
New Zealand + Norway + Qatar » Slovenia « United Kingdom + United States of America

Fig. 1 Geographic representation of handbook contributors
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Introduction

A more descriptive title for this book would have been “The application, design,
infrastructure, and analysis of heterogeneous multi-agent distributed information
processing systems and their political, societal, and ethical implications,” but as brev-
ity is the soul of wit, I decided to go with simply Handbook of Human Computation.

Human computation means different things to different people. To some, it
means using a computer to combine answers from many people into a single best
answer. To others, it means taking a problem that is too big for any one person and
splitting it into smaller, more manageable pieces that can be delegated to many
people. Human computation can be the analysis of human behavior in a social net-
work to better understand the spread of ideas or to predict outcomes on the world
stage. And possibly it even represents an opportunity to recognize or engineer a new
life-form with superhuman intelligence. Regardless of which of these things human
computation might be, they all involve interconnected humans and machines that
process information as a system, and they all serve a purpose.

What This Book Is Not

Though you will find much discussion of crowdsourcing herein, this is not a hand-
book of crowdsourcing. Crowdsourcing does not require computation; the term
derives simply from “outsourcing to crowds.” The individual contribution of each
crowd member need not be computational nor give rise to computational analysis or
output. Crowdsourcing is, however, a common method for engaging many partici-
pants in human computation; so they often coincide.

Nor is this a handbook of social computing. Social computing is defined as the
intersection of social behavior and computational systems (Wikipedia 2013).
However, social behavior is not a prerequisite for human computation. In fact, a
workflow process may elicit human input, transform that input, and then pass the
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result to another human, in a pipeline that involves no social behavior or interaction
whatsoever, yet is very much a manifestation of human computation. Thus, human
computation subsumes social computing.

Then What Do We Mean by Human Computation?

To answer that question, we must first consider what we mean by “computa-
tion.” Computation in this context refers not just to numerical calculations or the
implementation of an algorithm. Computation refers more generally to informa-
tion processing. This definition intentionally embraces the broader spectrum of
“computational” contributions that can be made by humans, including creativ-
ity, intuition, symbolic and logical reasoning (though we humans suffer so
poorly in that regard), abstraction, pattern recognition, and other forms of cog-
nitive processing. As computers themselves have become more capable over the
years due to advances in artificial intelligence and machine learning techniques,
we have broadened the definition of computation to accommodate those capa-
bilities. Now, as we extend the notion of computing systems to include human
agents, we similarly extend the notion of computation to include a broader and
more complex set of capabilities.

With this understanding of computation, we can further generalize our notion of
human computation to encompass not only computation by an individual human but
also machine-mediated computation by groups of individuals (e.g., pipelined prob-
lem solving systems), aggregate analytic results by groups that result from individual
information processing (e.g., prediction markets), distributed networks of human sen-
sors (e.g., mash-ups), and many other varieties of information processing that derive
from the computational involvement of humans in simple or complex systems.

While this is what is meant by human computation for the purpose of establish-
ing conceptual guideposts for this handbook, it is itself among the directives of the
handbook to not only formally define this space of research and practice but to
explore the past, present, and future scope of this frontier.

Why Is Human Computation Important?

Each of this book’s many contributors may have a distinct answer to this question.
My short answer is the following. As a species, we face multifarious challenges
stemming directly and indirectly from our use of technology, and many of these
challenges pose an existential threat to humanity. I believe that one promising ave-
nue of recourse is to use technology to help us cooperate more effectively to solve
the problems we have created. Thus, I believe our very survival depends upon the
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rapid advancement of human computation as a theoretical and applied science, to
help us mitigate the effects of climate change, cure disease, end world hunger, pro-
tect human rights, and resolve conflicts.

Synopsis of Sections

Though the high-level structure of the book is ordinal by design, the following sec-
tion synopsis will help point the reader who has specific areas of interest to the sec-
tion of most immediate relevance. For the armchair reader, you may embark on a
guided tour of human computation by beginning at page one. But if you happen to
have a mercurial spirit, just open the book to a random chapter and see where that
might lead you.

Foundations

The foundations section, edited by Matthew Blumberg, seeks to cast new light on
the subject matter by asking basic questions, like “What is thinking?” “What is
information?” and even “What is mental disease?”” Answers come in novel forms
that recast the interrelationship of foundational disciplines toward a deeper under-
standing of human computation.

Applications

The applications section, edited by Haym Hirsh, seeks to convey the value proposi-
tion of human computation by examining recent examples of how people have been
brought together in new ways to achieve desired outcomes. This section surveys a
broad range of human computation applications, in domains such as disaster relief,
archaeology, medicine, science, education, literature, finance, innovation, business
management, and others.

Techniques and Modalities

This section, edited by Kshanti A. Greene, catalogs an expansive and growing list of
human computation techniques — that is, repeatable methods defined jointly by their
applications, interaction paradigms, and/or computational methods. It is essentially
a set of “design patterns” for human computation that facilitates modeling a new
HC system on prior work.
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Infrastructure and Architecture

The infrastructure and architecture section, edited by Michael Witbrock, seeks to
balance the logistics of humans as computational resources with goals of actualiza-
tion and empowerment. Thus, it covers the broad space of computational structures
such as state space, communication protocols, human device drivers, reward struc-
ture programmability, as well as HC-specific interaction modeling techniques that
are sensitive to the quality of human experience.

Algorithms

This section, coedited by Remco Chang and Caroline Ziemkiewicz, describes a
variety of “systematic and general ways to treat humans as computational units” as
well as new methods for formalizing the properties of human computation algo-
rithms. Thus, this section may be useful for assessing, identifying, and constructing
algorithms to fit specific use cases.

Participation

This section, edited by Winter Mason, explores a range of factors and associated
techniques that influence the decision to participate in human computation activi-
ties. Importantly, it also considers dynamics that affect the quality of participation.

Analysis

This section, edited by Kristina Lerman, considers several analytic methods that can
be used to predict emergent collective behavior and to inform the design of future
human computation systems. These analytic methods are also considered in the
context of quality control and performance assessment.

Policy and Security

This section, edited by Dan Thomsen, examines near-term ethical, regulatory, and
economic considerations relevant to the emergence and growing prevalence of
human computation and associated labor markets. It also delves into security and
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privacy issues germane to HC systems, along with relevant technical and
policy-based solutions.

Impact

The impact section, which I had the privilege of editing, is a collection of forward-
thinking essays on the near- and long-term implications of human computation on
individuals, society, and the human condition. It asks hard questions and considers
carefully the potential risks and rewards associated with the advancement of this
new technology. It attempts to characterize a future with pervasive human computa-
tion and considers how we might prepare for it.

Bon Voyage!

Whatever your interest in human computation might be, by reading from this book
you will hear from a coalescent community of communities and perhaps begin to
understand our place in the world in a new way.

Fairfax, VA, USA Pietro Michelucci

Reference

Wikipedia (2013) Social computing. In: Wikipedia, the free encyclopedia. Retrieved from http://
en.wikipedia.org/w/index.php?title=Social_computing&oldid=553413728
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Foundations in Human Computation

Matthew Blumberg

The current state-of-the art in Human Computing all too often involves large batches
of some mundane but nevertheless computationally intractable problem (find the
blue dot; read the words; fit the puzzle pieces); and is undertaken by a developer
who realizes that large numbers of people might by various means be induced to
each perform modest numbers of these tasks before getting bored and moving on to
something else. And if enough people can do enough of these tasks useful things
can be accomplished.

But this section—and this Handbook generally—seeks to encourage thinking
beyond such a “Virtual Sweatshop” model; and to replace it with the aspiration to
create massively large scale thinking systems, systems which might some day be
used to address problems at an order of complexity beyond the competence of any
individual person.

Moving in this direction—opening this avenue of investigation—involves giving
thought to some basic ideas: what is computing? What is thinking? What is infor-
mation? This direction benefits from ideas about the nature of communication;
about complex systems and the emergent properties of such systems; about control
of complex systems. Ideas about networks, about collaboration, about minds, about
ecosystems, about culture—and a great many other topics.

In many of these instances, the best and deepest thought has been done in domains
which might on their face seem distant from software development: Epistemology,
Psychology, Cybernetics, Biology, Anthropology, Economics, and so on.

This chapter is not in any sense a comprehensive collection of “Foundational”
concepts; it is more a diverse set of interesting tidbits, a taste. We aspire to continue
an ongoing flow of such illuminating ideas as a regular feature in a forthcoming
Human Computation journal. But the chapters that follow embody some introduc-
tory discussions:

M. Blumberg (<)
GridRepublic, USA
e-mail: mblumberg @picador.net
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Patterns of Connection (Matthew Blumberg)—Drawing on ideas from Marvin
Minsky, this chapter explores the nature of Mind, and the extent to which Mind
emerges from particular patterns of connection. This is used to illustrate the concept of
“Cognitive Architecture”, which is proposed as a central concept in Human Computing.

The History of Human Computation (David Alan Grier)—The idea of organiz-
ing groups of people to perform cognitive work precedes computers and the Internet.
This fascinating chapter traces the origins of these ideas back to Charles Babbage’s
early analysis of factories at the dawn of the industrial era.

Biological Networks as Models for Human Computation (Melanie Moses,
Tatiana P. Flanagan, Kenneth Letendre, G. Matthew Fricke)—Notions of Mind
have traditionally reflected to the technology of the day; advancing technology has
lead, curiously, to ever more powerful metaphors. At various points, the mind was a
garden, a factory, a computer. Recent trends return to biology: this chapter explores
biological networks as an instructive model.

From Neural to Human Communication (Linda Larson-Prior)—If one wants to
learn to organize a thinking system, a natural place to look to for guidance is the
brain. This chapter considers both neural and human communication in order to bet-
ter understand the potential for computation as an emergent behavior of a system.

Pathology in Information Systems (Pietro Michelucci, Matthew Blumberg)—
Mental Illness in Humans can be viewed as a specific case of the more general
phenomena of pathology in information systems. Thus Human Computing sys-
tems—and groups of people generally—may become pathological: large scale
political failures like the Inquisition or Fascism being an example; as potentially are
smaller scale systems like dysfunctional families. This chapter speculatively
explores these issues, proposing this as a domain for future inquiry, so as to develop
means to prevent, diagnose, and repair such systemic pathologies—i.e., to develop
means to debug complex systems.

Information Theoretic Analysis and Human Computation (Carlos
Gershenson)—This chapter introduces concepts of Information Theory in the con-
text of Human Computing systems. What is Information? What is Computing? How
does one talk about Networks?

Epistemological Issues in Human Computation (Helmut Nechansky)—The
field of Epistemology brings to bear centuries of thought about the nature of
Knowledge. This chapter takes as a start the view of Knowledge as “an individual
model of an external world”, and explores the use of such models for decision-
making. Implications for Human Computing are considered.

Synthesis and Taxonomy of Human Computation (Pietro Michelucci)—As this
Foundations section demonstrates, a wide range of fields contribute to the growing
body of work in human computation. Each field, though, has its own set of concepts
and associated words (e.g., social computing, distributed thinking, crowdsourcing,
etc.) This chapter draws from these various disciplines—and from the diverse con-
tributions found in this volume—in an effort to organize the concepts and provide a
common conceptual framework.



Patterns of Connection

Matthew Blumberg

Background

My interest in Human Computation— described here as “Distributed Thinking”—
dates back to 2008 and the FIFA World Cup final. The truth is (being American)
I didn’t watch. I only read about it the next day. It was quite a match, apparently—
eventually won 1-0, on a 73rd-minute goal by Wayne Rooney of Manchester United.
But what was most notable in the coverage— to me— was the comment that the match
had been watched, live, by 700 million people.

A soccer game being about 90 min long, this amounts to more than a billion
hours of human attention— focused on a bouncing ball. That’s about 120,000 person-
years of attention— compressed into 90 min.

Which raised the question: what could be done with all that cognition? Could it
be harnessed for constructive purposes? What knowledge and tools and methods
would be required?

Crowdsourcing

A number of web-based projects have emerged which draw on the aggregated intel-
lectual skills of large numbers of people over the Internet. These projects represent
the “state of the art” in Human Computation—exciting efforts to harness many
minds in order to do intellectual work that would otherwise be impossible. A few
key examples follow (there are of course many others):

M. Blumberg (<)
GridRepublic, USA
e-mail: www.gridrepublic.org

P. Michelucci (ed.), Handbook of Human Computation, 5
DOI 10.1007/978-1-4614-8806-4_2, © Springer Science+Business Media New York 2013
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Clickworkers (2001 )—People were shown images of the surface of Mars, and
asked to help map it by drawing circles around the craters. (Computers aren’t
good at this sort of pattern recognition, but people are.")

Stardust@home (2006)—A NASA probe dragged a volume of gel through the
tail of a comet; the comet particles were quite few and small, and searching for
them in the large volume of gel was a challenge. The Stardust team posted nearly
a million images of small sections of the volume online, and people were asked
to search through these and to find characteristic tracks of particles. This collec-
tive effort considerably accelerated the search for the “needles” in the
“haystack”

Galaxy Zoo (2007)—People are shown images of galaxies, and asked to catego-
rize them by visual features: spiral, disk, etc.; the goal is to build a celestial
almanac. (As above, computers aren’t good at this sort of image analysis.)

ESP Game (2003)—Pairs of people are shown an image at the same time, and
each starts typing descriptive words. When both have entered the same word,
they “win” (and the system presumes to have learned a useful “tag” for use in
categorizing the image).

Ushahidi (2008)—People in and around crisis situations submit reports by web
and mobile phones. These are aggregated (and organized temporally and geospa-
tially), to give an accurate and unmediated view of the emerging situation.”
eBird (2002 )—Bird watchers throughout the world submit observations, creating
a real-time database of bird distribution and abundance.

Iowa Electronic Market (1995)—People buy and sell “contracts” in a (not-for-
profit) Futures market, as a tool for predicting outcomes of elections, Hollywood
box office returns, and other cultural phenomena.

Foldlt (2008)—People solve 3D visual puzzles, as a means to solve problems in
protein structure prediction.

Phylo (2010)—People search for matching patterns in sequences of DNA, repre-
sented as strings of colored blocks.

EteRNA (2010)—People solve visual puzzles related to the folding of RNA
molecules

The above represents a fairly wide range of objectives and activities—thought it

may be observed that all follow a certain pattern, one which is presently character-
istic of what is commonly referred to as Crowdsourcing:

In each project above, all users perform the same task repetitively (i.e., all users
draw circles to mark craters, or place a pin to mark traces of comet, or find
matching patterns in strings of colored blocks.)

In most cases, the task is quite simple; it is the vast quantity that must be slogged
through which requires the crowd input.

Possibly of interest: see article in this volume by Jordan Crouser and Remco Change, discussing
relative strengths of humans vs computers.

2Possibly of interest: See article in this volume on crowdsourcing disaster relief by Ushahidi
founder Patrick Meier. Human Computation for Disaster Response.
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» Tasks are single-user: interaction among participants while performing the work
is not required.’

e There is no parceling of task-type based on user expertise (At most, users of
measured skill—ie users who have returned validated results—might get harder
versions of the task at hand.)

In sum, with these tasks, there is no “higher level” thinking being done by the
“Crowdsourcing” system. All of the tasks completed by the public (individually and
collectively) could plausibly have been done by the project organizers—in most
cases better.* The projects are really a means of collecting and applying large quan-
tities of unskilled labor. This of course is useful; but much more is possible.

The discussion below seeks to make the case that it is possible to create
“Thinking” systems—systems created of many minds, and capable of sophisticated
problem solving....

Distributed Thinking

In order to contemplate what a large scale thinking system might look like, it is
useful to have a notion of what Thinking is.

As a point of reference, consider the model proposed by Marvin Minsky in
Society of Mind (1988). In Minsky’s model “minds are built from mindless stuff”.

Minsky hypothesizes that a Mind—that thinking—is made up of many small
processes (which he calls “agents”); that these are simple; that they are not espe-
cially intelligent in and of themselves—And that it is the way that these things are
connected that creates intelligence, as a sort of emergent property of the “thinking”
system.

Picking Up a Cup of Tea

For example, if one wanted to pick up a cup of tea there might be several processes
involved (several “agents”):

* Your GRASPING agents want to keep hold of the cup

* Your BALANCING agents want to keep the tea from spilling
* Your THIRST agents want you to drink the tea

* Your MOVING agents want to get the cup to your lips

SESP game is an exception here; sort of.

4 A notable exception is FoldIt: In the case of FoldIt, it turned out that a public participant was
unusually good at the task, better than subject area experts. This fact alone highlights the sophisti-
cation of that project. L.e., Foldlt serves to demonstrate the example that when projects are suffi-
ciently advanced, they may draw in “savants”, persons unusually good at the particular task—better
in some cases than the project organizers themselves. And/or, projects may empower novel com-
binations of intellectual skills of persons otherwise unknown the project organizers.
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... These would all be independent processes, performed in parallel, competing
for resources in various ways—and collectively producing the behavior of picking
up and drinking the cup of tea.

Stacking Blocks

Another illustration, a slightly more complicated cognitive problem— Imagine you
had a pile of blocks, and you wanted to pile them up in a stack. You might hypoth-
esize the existence of a “mental program” to do this, call it “Builder” (Fig. 1):

Fig. 1 BUILDER

In the Minsky view of the mind, this program would be composed of smaller
applications, for instance (Fig. 2):

Fig. 2 BUILDER

/ I
BEGIN ADD END

And each of these “programs” or “agents” would themselves be composed of
smaller functions. And each of these, of possibly smaller... Until you got down to
some list basic “primitive” functions from which all the others are built (Fig. 3):

Fig. 3 ADD
|
FIND GET PUT
/ /N /N
SEE GRASP  MOVE  RELEASE
/1IN /1IN /1IN /1IN
- PRIMITIVES --

What’s interesting about this approach is that if you took from the previous chart
describing “Builder” only the list of the Agents themselves, you wouldn’t know
anything about what the Builder does. It’s only when you put the things into a struc-
ture that it becomes possible to contemplate that they might do something useful
(Fig. 4):
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AGENTS BY THEMSELVES AGENTS IN A SOCIETY
ADD GRASP BUILDER
SEE FIND i
PUT GET BEGIN ADD END
MOVE  RELEASE |
FIND GET PUT
/ / 0\ / 0\
SEE GRASP MOVE  RELEASE
/ I\ / I\ /1N /1N

Fig. 4

This brings us to the first essential point of this essay: Intelligence is created not
from intellectual skill, but from the patterns within which intellectual skills are
connected.

The Minsky “Society of Mind” model is but one example; in general, patterns of
organization which result in emergent “intelligent” behavior may be referred to as
“Cognitive Architectures”.

From Crowdsourcing to Intelligent Systems

With an eye towards imagining a system which has a higher level of intelligence
than its individual participants, and following Minsky’s Cognitive Architecture—it’s
perhaps interesting to imagine what the set of “primitives” (the basic, unintelligent
functions from which more complicated processes might be built) could be. Perhaps:

e Pattern Matching/Difference Identification
* Categorizing/Tagging/Naming

* Sorting

* Remembering

* Observing

* Questioning

e Simulating/Predicting

e Optimizing

* Making Analogies

* Acquiring New Processes

...This is not meant as a comprehensive list, just some illustrative examples.
Note that none of these functions are especially complicated in and of themselves
(though several are to varying degrees computationally intractable). Most are, in a
wide range of contexts, quite parallelizable.



10 M. Blumberg

As food for thought, consider that many of the previously listed crowdsourcing
projects provide quite nice templates for several of these very activities:

¢ Pattern Matching/Difference Identification—As noted, in Clickworkers, par-
ticipants identified circles in a database of images; in Stardust@home, partici-
pants identified characteristic traces of comet dust in a database of images; in a
range of other projects participants mark features on satellite images to generate
or enrich maps, etc.

e Categorizing—In Galaxy Zoo, participants are shown images of galaxies, and
asked to categorize them, by visual features: spiral, disk, etc.—and this is used to
build up a structured database of astronomical objects.

* Tagging/Naming—In ESP Game participants create useful tags for image search
(*In fact the system was licensed by Google to improve their image-search
functionality).

e Observing—In Ushahidi, in eBird, and many other projects, distributed obser-
vations are entered into a shared central database

¢ Simulating/Predicting—In lowa Electronic Market, and a wide range of
subsequent “Prediction Markets”, participants engage in a process which has
been shown to effectively predict the outcome of a range of events.

* Optimizing—In Foldlt participants are asked to optimize the shape of an object
according to certain parameters.

* Etc...

Following the earlier discussion, while it may be the case that any individual one
of these systems is useful and interesting, it is the potential of putting these things
together into systems— into intelligent patterns, into Cognitive Architectures— where
really interesting things may become possible.

A Speculative Example

Imagine creating a drug discovery pipeline using Distributed Thinking —

By way of context, note that one method of drug discovery is {1} to identify a
mutant or malformed protein which has been implicated in a specific pathology.
And then {2} to find some other protein that binds to this deviant but nothing else—
this is akin to sticking a monkey wrench into a running machine: the goal is to muck
up the works, to cause that process to fail. And this can be quite effective.

Given a target identified by lab work, one could imagine subsequently breaking
the process of discovering such “monkey-wrench” proteins into a sequence of
steps— like, “docking” to see what candidate proteins stick to your target; “similarity
analysis” to see which proteins are like which other proteins (to find alternative
avenues of exploration); “optimizing” (to improve marginally useful candidates);
“cross screening” (to see if a candidate has side effects, by checking whether it
docks with anything it’s not supposed to); and so on... (Fig. 5).
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Fig. 5

All of these individual steps/processes could be imagined in terms of systems on
par with existing crowdsourcing applications. And one could imagine linking these
functions—these agents— into a fairly elaborate workflow,® the collective function
of which would be to seek out and create promising drug candidates.®

Summary

A great deal has been done with Crowdsourcing. Current examples share a number
of features however, most notably insofar as each supports only a single type of
task. The discussion presents the idea of “Cognitive Architectures”—patterns into
which individual systems, each performing specific (and potentially mundane)
tasks, might be interconnected to collectively create a higher level of cognition.

5 A small but important step in the evolution from current-generation Crowdsourcing to Distributed
Thinking would be adoption of a standard means to integrate individual projects (individual func-
tions) into more complex workflows. It is hoped that developers of such projects—and especially
developers of middleware like BOSSA and PyBOSSA—will provide APIs that enable others to
submit inputs and collect outputs, so the output of one project might be used as the input for
another. For instance, a Phylo-style DNA project might input sequences into a Foldlt style struc-
ture prediction application.

°Of course there are numerous technical reasons why these steps are incomplete or may be imprac-
tical or infeasible at the moment. As noted it is a speculative example, a broad-stroke illustration.
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The goal is to raise the prospect that “Apollo Project” challenges might be met
by the application of sufficient attention, properly structured—It’s all a matter of the
patterns by which we connect ourselves and our information.
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Websites

Clickworkers: Originally http://clickworkers.arc.nasa.gov/top. Later revised to http://clickwork-
ers.arc.nasa.gov/hirise. Current version: http://beamartian.jpl.nasa.gov/welcome

Stardust@home: http://stardustathome.ssl.berkeley.edu

Galaxy Zoo: www.galaxyz00.0rg

ESP Game: originally: http://www.espgame.org; subsequently included in images.google.com

Ushahidi: www.ushahidi.com

eBird: ebird.org

lowa Electronic Markets—tippie.uiowa.edu/iem

Foldlt—fold.it

Phylo—phylo.cs.mcgill.ca/eng

EteRNA—eterna.cmu.edu/
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Human Computation and Divided Labor

The Precursors of Modern Crowdsourcing

David Alan Grier

Nature of Crowdsourcing

Though it is often to be a new phenomenon, one that is deeply tied to new technology.
Jeff Howe, who identified and named the phenomena, claimed that it was a revolu-
tion “intertwined with the internet.” (Howe 2008) However, it is actually a very old
idea, one that has many historical antecendents in the twentieth, nineteenth and even
eighteenth century. To understand crowdsourcing, we need to go back to Charles
Babbage, the early nineteenth century mathematician.

Babbage was perhaps the first to understand that computation of any form was
merely a form of divided labor. Babbage, of course, was not the first to discover
divided labor. The concept of divided labor opens Adam Smith’s 1776 book, The
Wealth of Nations. “The greatest improvements in the productive powers of labour,”
Smith wrote in his first chapter, “and the greater part of the skill, dexterity, and judg-
ment, with which it is anywhere directed, or applied, seem to have been the effects
of the division of labour.”(Smith 1776)

However, crowdsourcing is not merely any form of divided labor but the single
form of divided labor that is untouched by modern information technology, the divi-
sion of work by skill. Traditionally, economists have identified five ways of dividing
labor. Any task can be divided by time, place, person, object and skill. You can
create tasks by identifying the time when it must be done, the place where it must
be done, the people with whom it must be done, the object on which the work is
done and finally, the skill needed for the task.(Barnard 1936) Of those five methods,
the first four can be mediated by modern information processing technology.

This technology can used to move work so that it need not be done at a specific
time or place. It can move data, the object on which the work must be done, from
one place to another. Finally, it can also be used to establish communications
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between any team of people on any part of the globe. The one thing that it cannot
do is to change the skill of individual workers, though it can connect workers with
different skills to work on the same project.

Crowdsourcing moves beyond the mere division of labor by skill and looks at the
problem of how to combine best the skills of workers with the capabilities of infor-
mation technology. It considers how to divide work and assign some tasks in order
to get the right skills doing the right pieces of the job. As such, it is an example of
what production managers call “refactoring work.” The current forms of work that
we identify as crowdsourcing are merely ways of refactoring work in a way that can
use workers flexibly and that gets the right skills to the right part of a production.
Charles Babbage was among the first scholars to look at this problem and certainly
prepared the foundation for crowdsourcing.

Babbage and the First Scholar of Crowdsourcing

As a starting point for the study of crowdsourcing, Babbage has a much better
perspective than Smith. Smith wrote at the start of the industrial era and focused on
the four forms of divided labor that are easily handled by information technology:
the division of labor by time, place, person, and object. Furthermore, he had a
limited understanding of the potential of machines. He wrote of machines as tools.
“A great part of the machines made use of in those manufactures in which labour is
most subdivided, were originally the invention of common workmen, who, being
each of them employed in some very simple operation, naturally turned their thoughts
towards finding out easier and readier methods of performing it.” (Smith 1776)

Writing more than 50 years after Smith, Babbage had a better understanding of
the division of labor by skill and the role that machines might have in such a divi-
sion. Babbage is generally remembered as a nineteenth century mathematician who
designed computing machines.(Hyman 1982) In fact, Babbage is a much broader
scholar, who was interested in chemistry, astronomy, and economics as well as
mathematics. Perhaps the best way to understand Babbage is to recognize that he
identified himself as an “analytical mathematician™ during his years at Cambridge
University and formed a club called the Analytical Society. (Grier 2010)

By labeling himself as an Analytical, Babbage was first identifying with a school
of European mathematicians, such as Leonhard Euler or Joseph Louis Lagrange,
who approached the study of calculus in a certain way. However, Babbage broadened
his definition to analysis to include almost any activity that divided work into small
pieces, create a symbol for those pieces and manipulated those symbols mechani-
cally. (He named his second computing machine the “Analytical Engine” because it
was capable of manipulating mathematical symbols in such a way.) (Grier 2011)

Because of his analytical background and his interest in machinery, Babbage
studied the organization of factories and production. The result of this work he
published, On the Economy of Machinery and Manufacturers, in 1831. The book
combines broad principles of industrial organization with surprisingly detailed
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comments on industrial tasks. He gives principles of using machinery and mixes
them with comments on cutting glass and splitting wood. In it, he builds upon
Smith’s work and moves beyond the division of labor by time, place, object and
person to the division of labor by skill.

In considering the division of labor, Babbage realized that the division of labor
by skill had more economic impact than the other four forms of divided labor. “That
the master manufacturer, by dividing the work to be executed into different pro-
cesses, each requiring different degrees of skill or of force,” he wrote can purchase
exactly that precise quantity of both which is necessary for each process”(Babbage
1831) He argued that if you did not divide work by skill, the manufacture would
have to hire people who had all the skills necessary for the job. Such individuals, he
observed, would be unlikely to perform all skills equally well and would be more
expensive than workers who had only a single skill. This observation is generally
known now as Babbage Rule. (Braverman 1975)

The Progenitor to Crowdsourcing: Dividing Mental Labor

In the Economy of Machinery and Manufacturers, Babbage applied the ides of
divided labor to clerical tasks and calculation, categories of work that he identified
as mental labor. It may, he wrote, “appear paradoxical to some of our readers that
the division of labour can be applied with equal success to mental as to mechanical
operations.” He argued that not only was such work governed by the principles of
Adam Smith but that showed that it showed that manufacturing was “founded on
principles of deeper root than may have been supposed.”’(Babbage 1831)

At the time, both Great Britain and France did scientific calculation, one of
Babbage’s forms of mental labor, with methods that were quite similar to modern
crowdsourcing. Beginning in 1767, British Nautical Almanac used freelance workers
to prepare its annual volume of astronomical tables. These workers were generally
teachers or clerics in the British Isles, though at least one worker was the widow of a
cleric and the other was a teacher who lived in North America and communicated with
the Almanac office through the slow and irregular North Atlantic mails. (Grier 2005)

The workers for the Almanac would get their assignments in much the way that
crowd workers would get their assigns from the markets at oDesk or eLance. The
director of the Almanac would determine which charts needed to be calculated and
describe the nature of the calculations. He offered these calculations to anyone who
was qualified and willing to do them. The workers would accept the tasks and do
them at their homes. Most used this job to supplement their income. (Grier 2005)

In writing about calculation, Babbage argued that since it was governed by the
same economic laws as physical labor, it would be pulled into the same forms of
production as had word working or pottery. He noted that economic forces “causes
large capitals to be embarked in extensive factories.” In a crude way, this argue
presages the argument, made 100 years later by Ronald Coase, for the existence of
organized companies. “The main reason,” argued Coase, “why it is profitable to
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establish a firm would seem to be there is a cost” to making all decisions in the
market. (Coase 1937)

Indeed, in 1831, the Nautical Almanac was in the process of moving its produc-
tion into a single office and eliminating freelance computation. Babbage had been
on the committee that had reviewed the Almanac and had recommended the new
computing factory model. He also watched as a second computing office, that at the
Royal Observatory at Greenwich, also adopted factory models for its calculation.
(Grier 2005)

Babbage got many of his ideas about mental labor, the organized processing of
information by studying the computing office of the French civil surveying office,
or Bureau Cadastre. By any measure, the Bureau Cadastre followed factory pre-
cepts. It operated a single computing office in Paris and employed no freelancers.
However, it served as a model for later efforts that were much closer to crowdsourcing
and it also taught Babbage about the division of labor by skill and how to utilize
machinery to minimize costs. (Grier 2005)

The Bureau Cadastre operated a computing office from 1791 to about 1795
under the direction of the engineer, Gaspard de Prony. The Revolutionary French
Government had assigned this office the task of creating trigonometric tables for
surveying and navigation. In particular, they wanted these tables based not on the
standard units that divided a circle into 360° but a new division that divided each
quarter circle into 100 grads. (Daston 1994) (Rogel 2010)

De Prony divided the calculations by skill. He created three groups of workers.
The first group was a small office of well-trained mathematicians. The Author de
Roegel argues that this group may have had about six individuals, including the
mathematician Andrien-Marie Legendre. It identified the equations that would
be used in the calculation. The second group was less skilled than the first. It took
the equations and used them to compute some of the basic values of the trigonomet-
ric functions. This group was called calculateurs. The third group was the least
skilled. They took the basic values from the calculateurs and interpolated intermedi-
ate values between them. De Roegel notes that this group was the largest of the
three. It had at least 15 workers and might have had as many as 60. De Prony once
claimed that it had 150 workers. (Rogel 2010)

In writing about the Bureau Cadastre, Babbage was primarily interested in the
problem of refactorization, of dividing labor and utilizing machines for some of the
tasks. The “possibility of performing arithmetical calculations by machinery may
appear to non-mathematical readers to be rather too large a postulate,” he explained.
However he would “remove a small portion of the veil which covers that apparent
mystery.”(Babbage 1831) He argued that his first computing machine, the Difference
Engine could do exactly the kind of interpolation that was done at the Bureau
Cadastre. “The ease and precision with which it works leave no room to doubt its
success,” he added. (Babbage 1831)

The Bureau Cadastre operated for only 3 years before it was disbanded. “The
division of labour cannot be successfully practiced unless there exists a great demand
for its” products, Babbage noted, “and it requires a large capital to be employed in
those arts in which it is used.”(Babbage 1831) Indeed, few organizations could afford
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to support any information processing office, much less a scientific computing office.
During the rest of the nineteenth century, most of the scientific computing was done
on a small scale. A single scientist would do the work, aided by a student, a child, or
a spouse. The few large computing organizations, such as the American Nautical
Almanac or the Harvard Observatory, tended to build computing factories because
they were able to do more work with their resources. They also tended to look closely
at how they could substitute machinery for labor. None tried to build a complex
computing machine like Babbage’s Difference Engine. However, many of them
were able to expand their capacity by using small, mass produced adding machines.
(Grier 2005)

Resurrection of the Bureau Cadastre as a Crowdsourced
Organization

In 1938, the American Government created a computing organization that was
based on the model of the Bureau Cadastre and used methods that were much closer
to those of modern crowdsourcing. This organization, called the Mathematical
Tables Project, followed the outlines of the Bureau Cadastre. It had three divisions.
The first were senior mathematicians who identified the calculations. The second
was a planning committee who created worksheets to guide the work. The third was
group of clerks who completed the worksheets. In general, the members of this last
group had limited mathematical skills. They were usually asked only to do addition
or subtraction. (Grier 2005)

Unlike the Bureau Cadastre, the Mathematical Tables Project used market
mechanisms to manage its workers. It hired senior mathematicians as freelancers to
identify the calculations. It used a two-stage market to engage the clerks in the third
group. Unlike modern crowdsourcing operations, it was restricted only to a crowd
that lived close to its base of operations in New York City. Still, within the limits of
the communications technology of the time, it operated much as a complex crowd-
sourcing company of the twenty first century. (Grier 2005)

At its founding, the Mathematical Tables Project represented a retreat from the
practices of its day. Most organizations wanted long term relationships with clerical
employees. They wanted the employees to learn more about the organization, gain
skill in their job and become more efficient. The most prominent expert on organiz-
ing office work in that age was William Henry Leffingwell, whose book, A Textbook
of Office Management, was widely read by office directors. In it he argued that
office workers needed to be permanent members of the staff. If large numbers of
workers were leaving their jobs after a short time, they represented “a serious loss.”
(Leffingwell 1932)

Leffingwell was a student of Frederick Winslow Taylor, the mechanical engineer
who invented the concept of scientific management. Taylor’s system involved divid-
ing work into small tasks, analyzing these tasks and setting goals for the workers
and using a task market to pay the workers. The workers would be rewarded for
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each task completed. However, Taylor did not want the workers to gain control of
production through the task market. He was often critical of factories that used a
task market and didn’t attempt to set standards for production. In reviewing one fac-
tory, he argued that “The workmen together had carefully planned just how fast each
job should be done, and they had set a pace for each machine throughout the shop.”
(Taylor 1911)

Yet 1938 was not the easiest year in which to apply the ideas of scientific
management. The United States had been in a depression for 9 years and had
recently seen a sharp rise in unemployment. The Administration of Franklin
Roosevelt had set the goal of getting jobs for workers. “Our greatest primary task is
to put people to work,” Roosevelt had explained to the nation. He wanted to find
jobs for people even if the work was not always profitable. “The joy, the moral
stimulation of work,” he added, “no longer must be forgotten in the mad chase of
evanescent profits.” (Roosevelt 1933)

The Mathematical Tables Project was therefore organized as a work relief effort.
It had to be flexible. It had to make use of workers when they were available and be
ready to train new workers when they arrived. To do this, it used a two-stage market.
It used one market to get workers. That market was run by the Works Progress
Administration, the financier of the project. Each day, the project would tell the
main Works Progress Administration how many workers it could use and accepted
the workers that came from that office. (Grier 2005)

The Project operated a second market within its office. This market was
represented by a rack of worksheets. Each worker would take sheets from the rack,
complete the calculations and return the sheets to the rack. They had to complete a
minimal number of worksheets each day to be paid. (Grier 2005)

Though the project followed the crowdsourcing model, it pushed to refactor labor
and move towards a factory model, much as Charles Babbage had observed 100 years
before. The leaders pushed to acquire calculating machines and punched card equip-
ment, arguing that these devices made the group more efficient. The manager of the
organization, Arnold Lowan, argued that such machinery allowed handicapped work-
ers to do more. It “has been found from actual work records over an extended period of
time,” explained one report, “that one armed operated using the new Frieden calculator
was able to produce 40 % more work an unimpaired worker using a calculator which
is not fully automatic.” (Grier 2005)

Lowan also reduced the size of the organization and strived to retain workers.
He was motivated partially by ambition and partially by rising labor costs. He des-
perately wanted the organization to be accepted by American scientific institutions.
For the first 2 or 3 years of operation, he regularly wrote to university scientists and
begged them to give him something to compute. Rarely did he receive a reply much
less a problem. Furthermore, the nation’s scientific leadership was skeptical of the
group. They argued that the unemployed were not prepared to do scientific work and
so the Mathematical Tables Project could not be expected to produce valid results.
(Grier 2005)

However, by 1941, Lowen felt the pressure of rising labor costs more than desire
to build a respectable organization. The preparation for the second world war
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required large numbers of workers and had raised the cost of labor. Lowan, who
once could rely on a large pool of inexpensive workers, now had to try to keep every
worker he could find. As Leffingwell argued, he tried to keep workers and give them
an opportunity to build skill. By the start of the war, he was offering mathematics
classes to his workers in order to keep them engaged in the process. (Grier 2005)

Shortly after Pearl Harbor, the group split in two. The Navy took one group and
had them prepare navigation charts. The Office of Scientific research and develop-
ment took the other and had them to general-purpose scientific calculation. This
second group was the most active computing organization of the war. Still, the com-
bined size of the two was a small fraction of the original organization. The Navy
group had roughly 50 workers while the other group had 25. At its inception, the
project had 450 workers. (Grier 2005)

During the war, both parts of the Mathematical Tables Project worked to system-
atize their operations and move away from a management model that resembled
crowdsourcing. The Naval Section of the project moved quickly towards this goal.
It produced only one kind of calculation, navigation tables for the new LORAN
radio navigation system. The leader of the section, the mathematician Milton
Abramowitz, devoted a great deal of time to studying the algorithm that produced
the tables. He discovered a way of reusing information and several steps that could be
simplified. Finally, as Babbage had done 100 and 10 years before, he explored ways
of substituting machine work for human labor. He first introduced adding machines
into the process and later, found a way to do a substantial fraction of the calculations
with punched card machines. The punched card machines actually used a more
complicated algorithm than the hand computation, but it produced results that
required substantially less review for errors. (Grier 2005)

The other section of the Mathematical Tables Project also worked to simply
operations, remove market management techniques and substitute machines for
human labor. As it was a general purpose computing office, it was driven less by a
single, repeated calculation than by the need to be able to address many different
kinds of problems in a short period of time. The mathematical leader, Gertrude
Blanch, found that the project received many requests that simply required too
much effort to prepare for the large group of modestly skilled clerks. (Grier 2005)

Initially, Blanch tended to do many of these special jobs herself, spending an
extra evening or weekend had her adding machine. However, by the fall of 1942 or
the winter of 1943, she received too many requests to be able to handle them herself.
As others had before he, she worked to improve the skills of her workers and extend
their capacity through adding machines. In this work, she was added by the mathe-
matician Cornelius Lanczos, who had once served as Albert Einstein’s research
assistant. Blanch and Lanczos ran a series of classes to train the workers. These
classes began with the basic properties of arithmetic and ended with college level
course on numerical analysis. (Grier 2005)

Even though Blanch moved her office away form crowdsourced management
methods during the war, she still occasionally used the methods of crowdsourcing
for sensitive or secret calculations. Both the Office of Scientific Research and
Development and the U. S. Army regularly asked for computations that it wished to
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keep secret. These calculations included radar tables, bombing plans, shock wave
propagations, and, most famously, a serious of calculations for the plutonium bomb
being designed at Los Alamitos. (Grier 2005)

The Office of Scientific Research and Development considered the staff of the
Mathematical to be a security risk. Many of them came from social groups that
the Army considered to be unreliable or had had had dubious associations during
the 1930s. Blanch, for example, lived with a sister who recruited for the Communist
Party. For these calculations, Blanch would receive the request from mathemati-
cians outside of the project. These requests would have no reference to the physical
problem behind the calculation or any hint of the physical units of the various
elements. Blanch would convert these requests to worksheets which further obscured
the calculations. (Grier 2005)

Other War Time Crowdsourcing Efforts

Though the Mathematical Tables Project moved away from crowdsourcing during
the war, other organizations embraced methods for raising funds or producing
goods. In some ways, the second world war was a war of amateurs, a war that asked
people to undertake roles that they had not done before. Women moved into facto-
ries, shop stewards became factory managers, factory managers became entrepre-
neurs. In this environment, organizations regularly turned to their employees for
innovation in much the same way that companies turn to crowds for the same ideas.
(Grier 2005)

The methods of crowdsourced innovation in the 1940s were called “suggestion
systems” and these processes were symbolized by the suggestion box. Though such
systems fell into disfavor during the 1950s, they were a common practice in the 1930s
and 1940s. They had been developed during the first world war by the National Cash
Register Company and had been promoted during the 1920s by the National
Association for Suggestion Systems. Among the organizations that used suggestion
systems were Swift Meats, United Airlines, People’s gas and Light, Firestone Rubber
and Westinghouse. (National Association for Suggestion Systems 1944)

The National Association for Suggestion Systems published books that described
how to design and operate such systems. The theory behind these books was quite
similar to the theories of open innovation. It posited that the employees of a company
had untapped knowledge about the company’s products and production methods.
It presented ways of soliciting ideas from employees, curating and developing those
ideas, testing the ideas in practice and rewarding the ideas. (National Association
for Suggestion Systems 1944)

During the war, many, many organizations also used ideas that were similar to
the modern idea of crowdfunding. These organizations ranged from the Federal
government, which sold low value War Bonds, to local Community Chests, which
raised funds for families with soldiers oversees. Of course, the idea of passing the
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hat and raising funds from small contributions is probably as old as the monetary
economy itself. However, the process had been developed into a carefully designed
system during the 1938s, when the National Foundation for Infantile Paralysis
looked for ways of raising large amounts of money for polio research. He developed
an idea that became known as the “March of Dimes.” (Helfand et al. 2001)

The March of Dimes swept through a social network in much the way that
crowdfunding attempts to harness a social network. It restricted contributions to a
small amount, ten cents, and began building a social network to gather funds. They
started with the supporters of President Roosevelt, who had suffered from this
disease, and urged them to collect money from their families and then move to
friends and neighbors. The campaign quickly acquired the name ‘“March of Dimes.”
(Helfand et al. 2001)

Though many organizations used methods that resembled modern crowdsourcing,
at least one organized argued that crowdsourcing techniques, especially those tech-
niques that used crowds to gather information, were inferior to more systematic
methods. That organization, American Public Opinion, was promoting statistical
surveys and random sampling techniques as a means of gathering information. Prior
to the mid-1930s, many commercial and government organizations had used crowd-
sourcing as a means of collecting information. They would distribute penny post-
cards to the crowd and ask the members of the crowd to send them certain information
or pass the card to someone who could. During the first world war, this method had
been heavily used by the U. S. Food Administration to gather information on food
prices, local crop production, and farm labor. Mass market periodicals used the
technique to gather consumer information from their readers. (Robinson 1932)

Many private and governmental organizations continued to use the penny postcards
to gather information through the 1940s even though the American Public Opinion
Company had decisively demonstrated the values of such methods during the 1936
election. The statistical techniques required expertise that was not commonly found
in many organizations. They were also expensive to conduct. By contrast, a penny
postcard effort could be managed by a couple of clerks. To promote the new statistical
techniques, the U. S. Government published several books and pamphlets on sam-
pling and distributed them widely. (Hansen and Demming 1932)

Crowdsourcing After the War

The end of the war not only ended the conflict it also ended many of the production
methods that we compare to crowdsourcing techniques. Writers as diverse as John
Kenneth Galbraith, William Whyte and Peter Drucker pointed a society that desired
economic stability and feared the return of the depression, just as the recession of
1922 had followed the first world war. However, a few organizations, such as the
Mathematical Tables Project, continued to explore crowdsourced methods. The
Federal government reunited the two parts of the project into a single office under
the management of the National Bureau of Standards. For 3 years, the bureau
debated the fate of the organization. Many scientists argued that the new electronic
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computer made the group obsolete. Others, including John von Neumann, argued
that the group might be useful for a decade or so. He noted that the leaders knew a
great deal about organizing computation and about identifying errors in calculation.
(Grier 2005)

In the end, the Bureau shut the Mathematical Tables Project office in New York
and transferred about 25 members of the group to a new office in Washington DC.
This group joined a new Applied Mathematics Laboratory and served as a general
computing group. As all the members of this group were highly skilled in computa-
tion, they abandoned their old methods that resembled crowdsourced microtasks.

In 1952, the new Applied Mathematics Office returned to crowdsourced
techniques, though in form that differed substantially from their 1930s operations.
At the urging of MIT mathematician Philip Davis, the office started to write a new
handbook for hand computation. For nearly 5 years, Davis had been arguing that
electronic computers would not be readily available to ordinary scientists and engi-
neers for two decades. To bridge this gap, he wanted a handbook that would present
the best methods for computation. (Grier 2005)

The veterans of the Mathematical Tables Project created the handbook through a
partial crowdsourcing technique. It developed a list of prospective chapters and
circulated that list among the former members of the project and people who have
been in contact with the group. In a few cases, the editor, Milton Abramowitz, had
to pressure a former member to agree to do a chapter. In all, the bulk of the book was
written by members of the book. A few chapters were written by individuals
who had been part of the Applied Mathematics Laboratory after the war. The book
was published in 1964 as the Handbook of Mathematical Functions.

Summary

We should not be surprised that we can find historical antecedents to crowdsourcing.
If anything, we should be surprised if we could not find them. Afterall, the current
concepts of employment have been shaped by things such as the vertically struc-
tured corporation, mass production, mass distribution and mass consumption, all of
which have relatively short histories. (Chandler 1977) (Benniger 1986) Even at the
start of the industrial age, we can find examples of self-organized crowd labor that
resembles the self-organized crowds of the Red Balloon Challenge. (Montgomery 1987)
(Tang et al. 2011)

In reviewing the history of organizations that use crowdsourcing techniques, we
can see patters that reflect the cost of labor and tolerance of risk. In general, organi-
zations are more interested in using these techniques when the cost of labor is low
and economic conditions make it risky to create a large permanent organization.
These same organizations move start building more permanent organizations when
the cost of labor starts to increase and when they start to feel that they have invested
in their workers and don’t wish to lose them.
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Finally, we can also see that many of the concepts of crowdsourcing were
discussed by Charles Babbage in his analysis of scientific computation and mental
labor. Babbage foresee the modern internet any more than he foresaw the modern
computer. His second computing machine, the Analytical Engine, is closer to a pro-
grammable calculator than a modern computer. Still he saw that any data processing
activity could be divided into small tasks, that these tasks could be priced according
to the skill required for each task, and that they could be offered to workers in a way
that got the right skills into the right part of that activity. Babbage is one of the key
forbearers of computation. He is also a forbearer of crowdsourcing as well.
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Ant Colonies as a Model of Human
Computation

Melanie Moses, Tatiana Flanagan, Kenneth Letendre, and Matthew Fricke

Organisms process information in order to survive and reproduce. Biological com-
putation is often distributed across multiple interacting agents, and is more adaptive,
robust and scalable than traditional computation that relies on a central processing
unit to schedule and allocate resources. In this chapter we highlight key features of
computation in living systems, particularly focusing on the distributed computation
of ant colonies as a model for collaborative human computation.

Natural computation is necessarily robust because sensory inputs are noisy and
error prone, and appropriate behavioral responses are contingent on dynamic and
unpredictable environments. For example, plant and animal cells extract informa-
tion from the dynamic chemical soup in which they exist and convert that informa-
tion into actions. Cells transmit information from the cell membrane via signal
transduction pathways throughout the cell. These signals interact with molecules
and structures built by the cell according to instructions encoded in DNA. Cellular
computation is distributed across a Byzantine set of chemical reactions that are
robust to individual component failures (Bray 1990, 1995). There is no central con-
troller in the cell; instead myriad processes act in parallel and the interaction among
processes give rise to behavior.

The immune system is another information storage and computational system in
multi-cellular animals. The cells that comprise the immune system collectively
distinguish self from other and remember previously encountered pathogens
(Von Boehmer 1990). Immune cells respond only to local information but collec-
tively mount a coherent global response to infection. The tolerance of T cells to
“self” proteins exemplifies this process: T cells that bind to an animal’s own healthy
cells are eliminated in the thymus, thus all remaining T cells can safely attack cells
to which they bind without checking any central authority. Immune cells release and
respond to chemical signals such as chemokines that direct cell movement in space
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and cytokines that regulate cellular activity (Rossi and Zlotnik 2000). Cells move
and react based on random sampling combined with positive and negative reinforce-
ment from chemical intermediaries, enabling the immune system to self-regulate
without central control (Moses and Banerjee 2011).

The brain is a more obvious computing machine than a cell or an immune sys-
tem, but similar computation occurs through the interaction of billions of individual
neurons each responding to thousands of inputs using a redundant and distributed
network of neural pathways. Animals are computing systems that integrate immune
systems, brains, sensory input and other organ systems, each made up of individual
cells carrying out local tasks.

Superorganisms, such as ants, and bees are groups of individual organisms in
which natural selection acts primarily on a colony’s collective behavior. The compu-
tational capabilities of colonies emerge from interactions among individuals (Greene
and Gordon 2003). These interactions range from direct antennal contacts between
ants to communication via stigmergy, such as laying chemical pheromones in the
environment where they are sensed, responded to, and sometimes reinforced by
other ants. Colonies demonstrate how cooperative computation can be organized
among autonomous agents, each individually capable of its own local computation.

Each of these biological systems—cells, brains, and ant colonies have inspired
successful computational algorithms and heuristics. The behavior of cells inspired
the development of cellular automata (Von Neumann and Burks 1966) and more
recently, membrane computing (Berry and Boudol 1992; Cardelli 2005). Neural net-
works, first developed as models of the neuron, were quickly incorporated into the
first computers (McCulloch and Pitts 1943), and have since become ubiquitous tools
for solving classification problems which require generalization and plasticity.
Artificial immune systems are algorithms and architectures that mimic biological
immune systems in order to secure computers (Bersini and Varela 1991; Forrest and
Perelson 1991). The recognition that evolution itself is a powerful computational
process led to the field of Genetic Algorithms (Holland 1975; Mitchell 2006;
Schwefel 1965), which have taken a central place along with neural networks to
solve a vast array of optimization problems. The collective computational abilities of
ants inspired Ant Colony Optimization (ACO) algorithms that mimic ant chemical
communication via pheromones to focus computational resources on successful par-
tial problem solutions (Dorigo 1992). ACO have been successful in a wide variety of
problem domains, particularly in scheduling and routing tasks (Dorigo and Stiitzle
2010). ACO are also a key component of the field of Swarm Intelligence, which
examines how collective computation can emerge from interactions among local
agents, for example in swarm robotics (Hecker et al. 2012; Brambilla et al. 2012).

A recent response to the need for scalable, adaptable and robust computing that
more closely mimics natural systems is the Movable Feast Machine (MFM, Ackley
et al. 2013). A MFM is composed of relatively simple computational modules con-
taining a processor, memory, and input/output ports; the computational power of the
MEM comes from spatial interactions among the components that maintain a sort of
computational homeostasis that is resilient to disturbance from hardware failure or
malicious attack. In much the same way that multiple ants in a colony contribute to
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a collective goal while minimizing the propagation of individual mistakes, the MFM
combines multiple processors into a distributed scalable system in which the com-
putation of the system is more robust than that of its individual components.

In this chapter we transcend specific classes of algorithms like ACO and explore
ant colonies more generally as complex systems capable of computation. We
describe the manner in which ants, seen as simple agents, are able to use local infor-
mation and behavior to produce colony wide behavior that is robust and adaptive.
Ant colonies are particularly suitable models for distributed human computation
because they demonstrate how individuals can collaborate in order to perform quali-
tatively different computations from those any individual agent could perform in
isolation. This feature of ant colonies has led them to become extraordinarily suc-
cessful foragers, dominating ecosystems across the globe for tens of millions of
years. While there are key differences between ant colonies and collections of
human agents, the nascent field of human computation can learn from the myriad
strategies that ants have evolved for successful cooperation.

Colony Computation

Colony computation is distributed, adaptive, robust and scalable to large numbers of
ants. Colony computation includes, for example, processes of collective decision-
making (Franks et al. 2006; Marshall et al. 2009), task allocation (Gordon 2002;
Pacala et al. 1996), and regulation of activities such as selecting new nest sites and
foraging (Beverly et al. 2009; Franks and Deneubourg 1997; Gordon 2010; Mailleux
et al. 2003). Here we focus on foraging behavior as a collective process in which
individual ants react to local environmental conditions and information, including
information produced by other ants, without central control (Bonabeau et al. 1999,
1997; Camazine et al. 2001).

Foraging ants exploit spatial information without building maps, balance explo-
ration and exploitation without explicit planning or centrally directed task assign-
ments, and leverage noise and stochasticity to improve search. Communication
among ants is embodied in physical signals that are inherently local, decentralized,
and used only when needed. Foraging is achieved without centralized coordination.
Ant behavioral responses to local information regulate colony behavior; thus, the
collective behavior of the colony emerges from local interactions (Gordon 2010;
Pinter-Wollman et al. 2011; Prabhakar et al. 2012). The resulting colony dynamics
are adaptive, robust and scalable, similar to other complex distributed biological
systems such as immune systems (Moses and Banerjee 2011).

Colony computation is adaptive: Ant colonies adapt their foraging strategy as they
sense features of the surrounding environment. For example, foraging behaviors
change in response to incoming cues that reduce uncertainty about the location and
availability of food. Pheromones, direct physical contact between ants, and food
sharing are all examples of interactions that communicate information about food
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locations. Cues can be conveyed to the colony with the discovery of each food
source, and the colony can respond with a strategy appropriate to the average
availability and distribution of food in that species’ environment (Flanagan et al.
2011).

Ants adjust collective and individual behaviors in response to the availability
and distribution of food. Colonies increase activity when resources are more abun-
dant (Crist and MacMahon 1992; Davidson 1997). Group foragers tend to focus on
high-density resources, with distinct trails forming to rich resource patches
(Davidson 1977), which become increasingly longer with decreasing resource den-
sity in the environment (Bernstein, 1975), providing an efficient search strategy for
dispersed resources and greater energetic return for the colony. Ants can commu-
nicate food locations by laying chemical pheromone trails that other ants follow
and reinforce if they successfully lead to food (Wilson 1965). Pheromones exem-
plify how colonies incorporate the physical environment (in this case, the ground)
and stochastic interactions into their computation. In this system, the chance
encounters of foragers with physically embodied pheromone signals balances
exploration with exploitation: ants that happen not to encounter pheromones will
explore for other resource locations, while ants that follow pheromones reinforce
exploitation of known resources. Trails allow the colony to adjust the number of
foragers to form stronger trails towards more abundant food (Detrain et al. 1999).
The Argentine ant Iridomyrmex humilis makes extensive use of pheromone trails
to recruit other ants to newly discovered food sources (Aron et al. 1989). New
World leafcutter ants (Atta and Acromyrmex spp.) create large visible trunk trails
in order to harvest massive quantities of leaves clumped on individual trees (Wilson
and Osborne 1971).

Pheromones are not the only form of communication. For example, in
Pogonomyrmex seed harvesters, foragers are stimulated to leave the nest by the
return of successful foragers: the probability of beginning a new foraging trip
increases as the encounter rate with foragers returning with seeds increases.
This positive feedback mediated by the simple encounter rate among ants enables
the colony to increase foraging activity in response to currently available food
(Schafer et al. 20006).

Colony computation is robust: Workers of ant colonies face a variety of predators,
parasites (Whitford and Bryant 1979) and adverse environmental conditions that
impose mortality risks (Whitford and Ettershank 1975). Sometimes, whole-colony
disturbances can disrupt colony tasks (Backen et al. 2000). Two particular features
of colonies lead to robustness: the absence of central control or communication
prevents single points of failure, and the ability of many individuals to perform the
same task provides the flexibility necessary to tolerate disturbances and loss of col-
ony members. While the redundancy required to respond to changing needs may
appear inefficient, when integrated over long time periods and dynamic and unpre-
dictable environments, such robustness may actually optimize performance of tasks
such as food collection. For example, in a redundant work-force, individual ants are
able to take risks because similar ants are available to compensate for mistakes.
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Additionally, small individual differences among ants may cause slight variations in
foraging behaviours which may be useful in unpredictable and dynamic environ-
ments. Successful behaviours can be reinforced through recruitment.

While some colonies have a few morphologically distinct castes, most ants are
arranged in much more flexible task groups, often with individuals cycling through
different tasks as they age (Gordon 1999). Ants respond to changes in demand for a
particular task by reacting to local cues and switching to a task when that task is
completed at a slower rate compared to other tasks. For example, in Leptothorax ant
colonies, after a disturbance, each individual reacts independently, returning quickly
to its work zone and resuming the disrupted task (Backen et al. 2000). This decen-
tralized task allocation provides the colony flexibility and responsiveness to internal
and external changes without reliance on any centralized authority (Bourke and
Franks 1995). Thus, robustness arises from this independent action of individuals
combined with the redundancy of individuals that can tackle a task concurrently or
easily switch tasks. Similar to the “c-factor” which predicts success at collective
tasks in groups with high social sensitivity and equity (Woolley et al. 2010), the
ability of ants to simultaneously communicate effectively and substitute the actions
of one ant for another may contribute to colony success.

Colony computation is scalable: Colonies range in size from dozens to millions of
ants (Beckers et al. 1989). Distributed communication and lack of central control lead
to colony computation being highly scalable. When communication and actions are
executed locally, each ant can respond quickly regardless of the size of the colony.

However, foraging presents a particular challenge to scalability. Central place
foraging may incur substantial travel costs for each ant when the foraging area is
large. As ants transport resources between a central place and the space of the terri-
tory, the work a colony must do to acquire food increases faster than the number of
foragers (Moses 2005). Thus, colonies experience diminishing returns as the indi-
vidual cost of transport increases with colony size.

To achieve efficiency at scale, each forager can react to local cues and interact
within a small local range with others, forming large information-sharing networks
linked by individual interactions and pheromone trails (Holldobler and Wilson
1990). These structures particularly improve foraging efficiency in large colonies
that have more workers to acquire information to make effective group decisions
and mobilize a large, fast response (Anderson and McShea 2001; Aron et al. 1989).

Polydomous ant colonies have evolved multiple interconnected nests which
decentralize foraging in space and increase scalability. In Myrmicaria opaciventris
(Kenne and Dejean 1999) and the invasive Argentine ant, Linepith the exploitation of
a foraging area is transformed into an additional nest site, enabling reduction of the
transport cost in colonies with a large number of foragers (Debout et al. 2007). The
wide-ranging trail and dispersed nest system of the polydomous Argentine ant
includes dynamic, flexible foraging trails (Fig. 1a) that grow and contract seasonally
(Heller and Gordon 2006) and in synchrony with the availability of food sources.
Dynamic local recruitment of ants from trails rather than from more distant nests
further reduces individual travel costs (Fig. 1b) (Flanagan et al. 2013).
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Fig.1 (a) Argentine ants form dynamic trail and nest systems that grow and contract according to
availability of food sources. Trails to ephemeral food sources are short-lived, disappearing once
the food is no longer available. Trails to stable food sources become more permanent and may give
way to other branches. Circles are nests, solid lines are permanent trails to permanent food sources
(blue stars). Dotted lines are transient trails to ephemeral food sources (orange stars) (b) the box-
plot shows round trip transport time from bait to the trail versus the round trip time from the bait
to the closest nest. Mean travel time is significantly reduced (p<0.001) by recruiting from the
nearest trail instead of the nest (Data from Flanagan et al. 2013)

The Argentine ant strategy of recruitment from trails suggests a solution to
a common engineering problem, that of collecting or distributing resources in
“the last mile” where infrastructure networks connect to individual consumers.
In biological and engineered networks, the dynamics in the last mile can set the pace
of the entire system (Banavar et al. 2010). The last mile presents a challenge,
because if a network delivers or collects resources in a large area, the majority of
the network wires may be in the many short-distance low-capacity links that fill the
last mile.

Wireless networks make coverage of the last mile less difficult. Just as cell phone
towers maintain links only when a phone is active, the ephemeral recruitment trails
of invasive Argentine ants appear and disappear as needed, allowing ants to gather
dispersed resources without the infrastructure costs of permanant trails. Ants that
discover new food, and go to the trail to communicate that discovery to nearby ants,
act as relays that efficiently route ants to ephemeral food. The network exists only
when it is needed—when the resource is exhausted, the network can disappear so
that effort can be invested elsewhere. The ability of Argentine ants to cover the last
mile with ephemeral trails is yet another example of a solution to a search and com-
munication problem evolved by ants that mirror or inspire approaches used by engi-
neers (Dorigo et al. 2006; Prabhakar et al. 2012).

There are tradeoffs inherent in the adaptive, robust and scalable computing
strategies used by ants. For example, ant colonies balance the costs and benefits
of private individual information versus communicated social information. The
location of food may be stored in individual memory (Czaczkes et al. 2011) or com-
municated via pheromone trails (MacGregor 1947; Wilson and Osborne 1971). An
individual ant can forage efficiently by making repeated trips from the nest to a
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known foraging site, without recruiting other foragers to the effort (Letendre and
Moses 2013), a behavior known as site fidelity (Holldobler 1976). If a forager dis-
covers a particularly good foraging site, whole-colony foraging success may be
improved by communicating the location to its nestmates. However, too much
communication can reduce foraging success if too many foragers are recruited to a
site; that overshoot leaves foragers searching an area depleted of seeds (Wilson
1962). Thus, ants must balance the use of private and social information in their
foraging (Griiter et al. 2011; Letendre and Moses 2013).

In order to gain insights into how ants make this trade-off, we have used genetic
algorithms (GAs) to find the optimal balance of site fidelity and recruitment to max-
imize seed collection rates by colonies of simulated ants (Flanagan et al. 2011,
2012; Letendre and Moses 2013). We select for solutions that maximize food col-
lection at the level of the colony, even though simulated ants can only perceive and
communicate locally. The GA selects individual behaviors that are adaptive in
obtaining a whole colony solution.

Ants make decisions based on local knowledge of a foraging site: when to recruit
other ants to the site; when to continue foraging at the known site; or when to aban-
don a known site and instead follow recruitment trails to a new site. Because an
individual ant knows food availability on only a small portion of the colony’s terri-
tory, it cannot know with certainty if other ants have discovered better foraging sites
than its own. The group level selection in our model results in ants with behavioral
responses to local conditions which produce, on average, optimal colony-level
responses to a particular food distribution, and the repeated interaction of the ants
and repeated sampling of the environment tends to overcome individual errors in
decision-making. In colonies evolved by GAs, ants recruit to sites where the avail-
ability of food outweighs the problem of overshoot and ants continue to forage at
sites until the availability of food is reduced to the point that, on average, it would
be more beneficial to follow a pheromone trail to a new site. We hypothesize that
natural selection acts similarly, balancing an individual’s reliance on its own com-
putation (its own local sensory information or memory) and communicated infor-
mation (by pheromones, interaction rates or other forms of communication). Thus,
each individual’s behavior improves collective function on average for that species
and its particular foraging ecology.

We have illustrated the potential benefits of individual memory and social infor-
mation in simulations in which ants may use site fidelity or recruitment alone, or both
together, and compared their performance at food collection to models in which ant
use no information and search at random (Letendre and Moses 2013). We found that
in an environment which food is power-law distributed spatially—a random scatter-
ing of seeds, many small piles, and a few large, dense piles of seeds—site fidelity and
recruitment increase foraging rate by 35 % and 19 % respectively (Fig. 2). For these
simulated ants, individual memory appears to be generally of more benefit than
social information when the two are isolated. However, combining the two forms of
information further increases foraging rate to 48 % over colonies of ants that use no
information. Differences in foraging success are even more pronounced when ants
are foraging on foods more patchily distributed in the environment.
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Fig. 2 Foraging success of simulated ants selected by a genetic algorithm to maximize collective
foraging success. Colonies of 100 ants forage for power-law distributed seeds using site fidelity,
recruitment, both together, or neither, for 10,000 time steps (Letendre and Moses 2013, in press)

Our analysis illustrates a synergy between private and social information. This
synergy is especially remarkable in light of the fact that after the optimal balance is
struck by the GA between site fidelity and recruitment, 98 % of foraging trips begin
with site fidelity compared with only 2 % that begin by following a recruitment trail
to a foraging site. The small number of trips that begin following a recruitment trail
provide an out-sized benefit by bringing ants to new foraging sites where thereafter
they can return to the site using individual memory. The two behaviors are also
synergistic in the sense that ants foraging with site fidelity are more successful if
they are foraging at a high quality patch to which they have previously been
recruited. Additionally, pheromone trails are more useful when they can be limited
to very high quality sites because seeds from smaller patches can be collected using
site fidelity (Fig. 3). Thus site fidelity can allow recruitment to work more effec-
tively and vice versa.

The combination of individual memory and local computation with communica-
tion expands the behavioral repertoire of responses to varying quality of foraging
sites. Ants can use site fidelity to effectively collect seeds from small patches and
pheromones to collect seeds from large patches. Optimization schemes might simi-
larly be applied in human computation to balance the use of communication versus
independent action.
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Fig.3 Frequency that simulated ants using recruitment successfully find a seed at the site to which
they have been recruited, and frequency that ants using site fidelity successfully find a seed at a site
to which they have returned based on individual memory. The addition of site fidelity to recruit-
ment improves the success rate of recruitment trips; and the addition of recruitment to site fidelity
improves the success rate of trips based on site fidelity

Conclusions

The adaptive, robust and scalable computation achieved by ant colonies serves as a
model for human computation. The features of social computing in ants have been
tuned by natural selection for millions of years to accomplish a wide variety of tasks
in a wide variety of environments. Social computing in ants demonstrates that indi-
vidual behaviors can be selected to maximize collective performance, even when the
individuals are unaware of the global goal. Ants act locally, but colonies act globally.

Ant colonies offer several suggestions for how human computation can strive for
more than connecting many humans together to gain additive benefit from each
human. Ultimately, as in the emergent computation of ant colonies, the sum of
human computation should be greater than the individual contributions of each indi-
vidual. Ants demonstrate the feasibility of collective coherent behavior, even when
individuals have only a narrow local perspective. By tuning the rules of interaction,
individual behaviors can be rewarded to maximize collective benefit.

It is worth contrasting colony computation with market economies, another com-
plex system in which collective function emerges from interactions among indi-
vidual agents. While economies and colonies are collective entities whose properties
emerge from the interactions of individual agents, colonies largely avoid a pitfall of
market economies—the tragedy of the commons in which individuals acting in their
own short term best interests deplete shared resources, diminishing the long term
interests of the group. While ants in a colony and humans in an economy both
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respond to locally perceived information, human agents in an economy are rewarded
based on their own self-interest; in contrast, ants are rewarded based on collective
colony interests. Colonies demonstrate how interaction rules can be designed to
maximize collective performance rather than individual performance, even when
individuals respond only to local information.

The mechanisms by which cooperation emerges in colonies are in some sense
unique to the particular physiology of ants. Pheromone communication is useful for
animals with highly sensitive smell; ants may react to encounter rates with other ants
simply because they are incapable of integrating more complex information. Humans
are obviously capable of vastly more sophisticated computation, learning and inno-
vation. Technology allows humans to communicate at any distance. Further, humans
can, potentially, choose among numerous biological behaviors to imitate and adapt
to their own needs.

Regardless of whether the actual mechanisms for cooperation are the same, suc-
cessful cooperation in both systems may rest on similar principles. The cooperative
behaviors of ants reflect not just the particular physiology of these insects, but also
more general principles for cooperative computation that form a foundation for
human computation. Like ant colonies, human computational systems should:

* Balance reliance on local verses communicated information

* Decide when successful individuals should guide others and when individuals
should explore independently

e Trade-off an individual’s attention to a task with the cost of switching to new
tasks

» Reinforce good solutions while being robust to local errors

The proper balance of these tradeoffs in individuals results in a synergy at the
collective level that balances exploitation of what is already known with exploration
for novel solutions. In ants, natural selection has developed an incentive structure
that rewards individuals who balance this tradeoff to maximize contributions to
global rather than individual goals. Human computational systems will have to
engineer incentives to individuals to create the right balance of behaviors for collec-
tive computational goals.
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Parallels in Neural and Human
Communication Networks

L.J. Larson-Prior

Introduction

This chapter seeks to explore functional characteristics held in common by neurons
in the brain and humans in society. A better understanding of the commonalities
between brain network computation and human social network function may pro-
vide a framework for better understanding the potential for human computation as
an emergent behavior. Establishing a mechanism by which differences and similari-
ties in the computational potential of brain and human social networks can be evalu-
ated could provide a basis by which human computation may be operationalized.
Natural systems are complex and dynamic, characteristics that make accurate
prediction of their behaviors over time difficult if not impossible. This property is
held in common by both physical systems such as the weather and the movement of
the earth’s crust and biological systems from genetics to ecosystems. Further, these
are adaptive systems that have evolved over time to optimize their ability to survive
in the face of changing environmental conditions at a range of time scales.
Complex systems are distinguished from complicated systems not on the basis of
the number of constituent elements but on the potential to predict system output
based upon an understanding of behavior of each element and its position in the
system. The requisite characteristic of a complex system is the presence a large
number of interacting non-linear elements, be they neurons or humans. The relevant
property of complex systems for our purposes here is that they exhibit emergent
properties; that is, macroscopic behaviors emerge from the interaction of constitu-
ent elements rather than being dictated by some controlling source (Chialvo 2010).
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A hallmark of complex dynamic systems is the presence of abrupt transitions
from one physical or behavioral state to another that are termed phase transitions.
Examples of such behavior include such everyday occurrences as the transition of
water from a liquid to a solid state, or of liquid water to a gas when boiled. Such
transitions also characterize biological systems with a common state transition seen,
for example, in the alternations between wake and sleep.

A final property common to complex dynamic systems is their organization into
interlinked networks. Systems are, by definition, composed of interconnected ele-
ments or components that act together to process a set of inputs and produce some
behavioral output. Network theory provides a powerful tool by which to describe and
analyze the interactions of complex and dynamic systems and has been used in the
analysis of brain (Bassett and Bullmore 2006; He et al. 2007), human social (Brown
et al. 2007; Gulati et al. 2012) and technical (Barabdsi et al. 2000; Wang and Chen
2003) systems. Further, network theory offers a common framework within which to
understand both the similarities and differences in the computational potential of
both neural and human communication systems that is the goal of this chapter.

This chapter will provide overviews of both neural and human social system
composition and communication together with the network theory view of their
global operations as complex, non-linear dynamic systems. Within that framework
we will then move to commonalities in the processing mechanisms of both systems,
followed by a short discussion of their differences. A more speculative section con-
cerning the potential for human computation will finalize the chapter.

The Brain as a Complex Dynamic System

The brain is a complex adaptive system that controls organismal behavior to environ-
mental stimuli. Accurate assessment of the context in which a behavioral response
will be generated is essential to successful performance and, in many instances, to
organismal survival. To achieve appropriate responses to environmental stimuli, the
brain must be both sufficiently stable as to estimate the consequences of a response,
and sufficiently flexible to respond to completely novel or unexpected stimuli.

The brain is composed of a large set of interacting complex cellular elements, the
majority of which fall into the two categories of neurons and glia. Brain processing
of both external and internal environmental stimuli involves a complex and incom-
pletely characterized set of interactions between these cellular elements and their
extracellular milieu. That said, as the neuronal elements generate the system output
structure, the vast majority of studies have focused on the neuron as a central pro-
cessing element of the brain and it will be on this element that we also will focus.

Neurons, and as is becoming increasingly clear, the glial elements with which
they interact, communicate both individually and within circuits that enable dynamic
aggregation of processing-specific populations. The system is hierarchical in the
sense that circuits themselves interact to form increasingly complex circuits, lead-
ing to the identification of processing modules with distinctly different processing
parameters (Felleman and Van Essen 1991; Meunier et al. 2010; Zhou et al. 2006).
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An example of one such distinct hierarchical module is the retina of the eye, a com-
plex and hierarchical network of interacting elements that receives light from the
external environment, processes that input to provide information on both pattern
and color in the external environment and transmits that highly processed informa-
tion to multiple different circuits in the brain to not only enable the organism to
“see” the external world, but also to inform other brain circuits as to the level of
light in the external world as a separate input.

Human Social Organization Is a Complex Dynamic System

Human social systems are also adaptive, complex dynamic systems. Human social
organization, like that of other social organisms, provides the system as a whole
with an adaptive capacity that improves survival and viability. Social systems pro-
vide a stable organization in which each individual can operate with established
rules by which flexible, adaptive responses may occur. Moreover, social systems
undergo phase transitions at both local and global scales, from abrupt shifts in orga-
nizational leadership to political or social revolutions that dramatically reorder the
social hierarchy (Garmestani et al. 2009; Holling 2001; Wilkinson 2002).

Individual humans are the basic processing element of human social systems.
Each individual is unique and complex, and highly connected to other individuals in
the society. Social organization begins with connections between individuals
(Davidsen et al. 2002) which networks are then embedded in larger network(s).
Communication in its multiple forms provides individual members of a society with
information required to update experiential data used in decision-making and the
guidance of appropriate responses to environmental stimuli.

Human social organization is hierarchical, and each individual is embedded in a
complex network that includes family, friends, professional associates and acquain-
tances (for further discussion, see Analysis Section, this volume). This intricate
extended network is clearly seen in the use of social networking sites such as
Facebook, Twitter and LinkedIn, where individuals form communication links to
others based on personal or professional affiliations. Such linkages extend beyond
the individual through organizational behaviors and organizations, and at larger-
scale to the behavior of the polity whether local, national, inter-national, or global.

Neural Communication Structures

Although neuronal morphology varies greatly, a characteristic structure can be
defined that informs our understanding of the processing capabilities of single brain
elements. Neurons are composed of a cell body, the soma, from which extend two
different types of processes: the dendrites with are electrically conductive but his-
torically considered passive, and the axon which actively transmits electrical sig-
nals. Classically, the dendrites are receptive cellular processes that act to pass
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information to the cell soma, which acts as the cellular processing element. While
recent data points to dendritic processing capability (Spruston 2008) information
flow to the soma remains fundamentally characteristic. The soma has a highly com-
plex internal structure that provides substrates for information processing, plastic
remodeling of cellular morphology and molecular biology, and health maintenance,
which can be considered the complex internal structure of the basic brain processing
element and not discussed further. From the soma, information is transmitted to
other brain cellular elements via the axon. The receptive elements of the neuron are
the receptors, which are proteins embedded in, and capable of movement within, the
neuronal membrane. Receptors are found predominantly on dendritic membranes,
but also exist on the soma.

The neuron is an electrically excitable element, with electrical current generated
by the passage of ions across the cell membrane. As noted above, information is trans-
ferred between elements via specialized protein complexes known as receptors. The
classical neuronal receptors are activated by chemicals synthesized in the neural soma
and released based on the voltage potential of the somal membrane, providing the
electro-chemical communication system of the brain. As these chemicals and their
receptors are found in the brain they are termed neurotransmitters and neurotransmit-
ter receptors. A large number of neurotransmitters exist, most of which bind to spe-
cific receptor proteins, acting to change the protein complex conformation and either
open ionic channels through the cell membrane or initiate complex intracellular bio-
chemical cascades to affect behavioral changes in the receiving cell. The process of
electro-chemical neurotransmission occurs at a specialized region of contact between
two cells known as the synaptic cleft. The synaptic cleft is an area of directed cell-to-
cell communication, i.e., information is passed from one cell (the presynaptic cell) to
another (the postsynaptic cell) unidirectionally. However, there may be more than one
synaptic cleft present between two cells, providing for bidirectional information
transfer. The presynaptic element is specialized for the release of neurotransmitter
into the synaptic cleft. Once released into the synaptic cleft, neurotransmitters diffuse
passively across this narrow gap between cell membranes (~ 20 nm). The postsynap-
tic cell membrane is rich in neurotransmitter receptors capable of binding the released
neurochemical. Termination of signaling is accomplished by several mechanisms
including reuptake into the presynaptic cell, diffusion out of the synaptic cleft, or
enzymatic degradation, creating rapid, point-to-point communication.

While neurochemical communication is rapid, electrical synapses communicate
between cells almost instantaneously. Signaling in this type of synaptic contact
takes place through specialized transmembrane proteins called connexins that
directly couple the presynaptic and postsynaptic membranes, allowing for rapid
exchange of ions and metabolites between cells (Nagy et al. 2004; Scemes et al.
2007). This type of cellular communication mechanism has been found to link neu-
ronal and glial elements (Nagy et al. 2004), to provide synchronized activity in glial
elements (Theis and Giaume 2012), and to be important in state transitions in the
brain (Haas and Landisman 2012).

In addition to rapid, point-to-point communication, less compartmentalized
forms of communication are demonstrated by extrasynaptic (volumetric) release
of neurotransmitters that act via receptor complexes outside of the synaptic cleft
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(Vizi et al. 2010). Such interactions may occur through activation of peri-synaptic
receptors that lie outside of the synaptic cleft but spatially close to it (Oldh et al.
2009; Vizi et al. 2010), or via distant receptors (Fuxe et al. 2013). This communica-
tion channel is slower than the point-to-point mechanisms described above (seconds-
minutes) and takes place over distances as great as | mm from the release site. Thus,
the effector region of this type of communication is sufficient to modulate circuit
behaviors in a manner analogous to that described in invertebrate systems (DeLong
and Nusbaum 2010).

The cellular elements of the brain communicate on different time scales using a
wide variety of neurotransmitters whose effects are magnified by their interaction at
a large number of receptors with different structures and postsynaptic actions. The
fundamental processing unit of the brain is the neural circuit—aggregates of cellu-
lar elements and their synaptic and extra-synaptic contacts. Such circuits are formed
at multiple levels of complexity, but fundamentally form dense inter-circuit connec-
tions with a smaller number of connections to other circuits with which they com-
municate resulting in the hierarchical architecture noted above for neural systems.
To characterize a neural circuit fully would include a full description of the circuit
wiring diagram and the neural elements embedded within that structural web, a full
understanding of the neurochemical systems by which information was transferred
and the time-frame on which such interactions depended together with a compre-
hensive description of the input—output function of that circuit under the recognition
that its behavior is highly likely to be non-linear. Thus, a full description of even a
‘simple’ neural circuit has not yet been achieved; although a number of models and
research studies have pointed to the complex behaviors such circuits are capable of
producing (Ahrens et al. 2013; Guertin 2012; Kaneko 2013).

The hierarchical structure of the brain leads us beyond the ‘simple’ neural circuit,
to the complex of circuits that together form the large-scale networks described
using neuroimaging methods such as functional magnetic resonance (fMRI) and
positron emission tomography (Barch et al. 2000; Dosenbach et al. 2007; Just et al.
2007). Using these methods provides a global view of brain connections during
behavior in which interactions encompassing large brain areas connected over long
distances can be linked to cognitive behaviors such as learning, memory and atten-
tion. Recently, a new area of research into large-scale brain connectivity has been
developed based upon imaging of active brain circuitry when the subject is not per-
forming any task, a condition termed ‘the resting state’ (Biswal et al. 1995; Cohen
et al. 2008; Fox et al. 2005; Mennes et al. 2010). The linkage of brain structural
connectivity to the functional organization definable during the resting state pro-
vides a new window on the organization and function of the brain (Deco et al. 2013).

Human Social Communication

Human communication structures exist at multiple scales, from small groups where
contact is frequent, to increasingly distributed interactions where contact is less
frequent. Humans transmit information in the form of both oral interactions and via
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the more permanent and globally accessible forms of written communication.
Particularly in oral communication, transmitted information content is often modu-
lated by emotional content or non-verbal communication in the form of body-
language cues. While visual modulatory cues are not present in written
communication, they are often inferred by the reader.

Human social groups cluster at multiple levels, with small groups (cliques, clans,
tribes, etc.) having high degrees of internal communication but little communication
with other groups (Bryden et al. 2011), an organization termed community structure
(Girven and Newman 2002). This organization, described for many aspects of
human social interactions, imparts a modular structure to the large-scale network in
which communities are richly interconnected locally, but only sparsely connected to
other communities in the global networks (Gulati et al. 2012).

Studies examining social network behavior in organizations note that highly
local and isolated networks tend toward a homogeneous knowledge and decision
base, making it desirable to seek outside contact to drive creativity and innovation
(Gulati et al. 2012). The current emphasis on knowledge as a commodity in modern
society has led to an increased interest in better understanding the means by which
knowledge is disseminated in human social networks (Dupouét and Yildizoglu
2006; Morone and Taylor 2004). Human actors can accumulate knowledge by indi-
vidual learning or through processes of interactive learning, processes that can be
carried out both under formal learning conditions such as educational institutions or
under informal conditions. An interesting result of simulation studies suggests that
widely divergent levels of knowledge within a network tends to lead to a gap in
knowledge dissemination, leading to community divisions into a highly knowledge-
able, a group that is attaining greater knowledge at a slower rate, and a marginalized
group that could be considered ignorant (Morone and Taylor 2004). Moreover, this
division does not arise from community structure per se, as communities in which
knowledge levels are not highly variable tend to disseminate knowledge efficiently
and more equitably (Morone and Taylor 2004).

A sea change in human communication mechanisms was driven by the global
introduction of computer-enhanced methods such as email, communication plat-
forms such as Facebook and Twitter, and the interactive informational ‘blogger-
sphere’. An important feature of social communication networks is the
interrelationships between them—such that the network of friends, colleagues, and
trade-partners influence responses of any individual agent to all networks to which
that agent belongs (Szell et al. 2010). While social media can be seen to provide an
unprecedented mechanism for the global exchange of knowledge, information, and
opinion, to fully comprehend its reach requires a much fuller understanding of these
complex inter-relationships.

As is true of the brain, the hierarchical and dynamic properties of human social—
and, by extension, economical, technological and political—interactions lead to
unpredictable emergent behaviors at multiple levels. Network theory provides a
method by which such complexities may be evaluated in both space and time.
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Network Theory Links Neural and Social
Communication Systems

We have seen that the brain is a complex dynamic system (Amaral et al. 2004) con-
sisting of on the order of 10" neurons and 10" synaptic connections (Sporns et al.
2005). In common with other complex dynamic systems, the brain exhibits critical
dynamics (Chialvo 2010; Poil et al. 2008) and scale-free behavior (as explained
below). Human social systems are also complex dynamic systems, with a global
population of approximately 7x 10° human beings according to the US Census
Bureau (www.census.gov).

Complex systems exhibit non-random linkages over multiple temporal and spa-
tial scales, a relationship captured by the popular ‘six degrees of freedom’ concept
(Watts 2004). Although not without controversy, many such systems are described
as scale-free or scale-invariant and follow power law distributions (Kello et al.
2010). Scale-free systems are characterized by the property of criticality; that is,
they sit on the cusp between completely predictable (rigid) and completely unpre-
dictable (chaotic) behavior. This is precisely the state we noted above as useful for
a system that needs to be both highly adaptive and yet stable; these properties have
been described in brain networks at multiple scales, from local and large-scale cir-
cuits (Fiete et al. 2010; Kitzbichler et al. 2009; Rubinov et al. 2011) to cognitive
behaviors as complex as language (Kello et al. 2010; Steyvers and Tenenbaum
2005), online collaborative interactions (Woolley and Hashmi 2013—this volume),
and the phase shifts from wake to sleep (Bedard et al. 2006; Zempel et al. 2012).

Scale-free systems share a common architecture described in the seminal paper
of Watts and Strogatz (1998) as a small world network. In this architecture, network
elements (termed nodes) are linked by connections (termed edges) such that the
majority of connections are local while there are only sparse linkages between dis-
tant elements (Butts 2009; Watts and Strogatz 1998). This architecture confers sev-
eral important properties to the system, and points to interesting system behaviors.
As it is this architecture that links human social organization and behavior to that of
the brain network, a brief description of some of these properties will be provided
along with references for those interested in learning more.

A characteristic of small world networks is the presence of hub elements—ele-
ments that are richly connected to other network elements—while the majority of
elements are more sparsely connected (Eguiluz et al. 2005). This organizational
feature has been shown to be present in the brain for both structural and functional
linkages (Collin et al. 2013; van den Heuvel et al. 2012), and has formed the basis
for designation of a set of linking hubs labeled as ‘rich club’ elements. The same
feature has been shown to be critical to human social interactions, from dissemina-
tion of information via communication (Opsahl et al. 2008; van den Heuvel et al.
2012; Vaquero and Cebrian 2013) to the diffusion of disease epidemics (Christakis
and Fowler 2008; Pastor-Satorras and Vespignani 2001; Zhang et al. 2011).
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These hub elements are critical to communication in small world networks as
they provide the links between modules or communities in the global network.
While many studies have relied upon analysis of network interactions in stable peri-
ods, the interactions described are dynamic, with both the structure of local com-
munities and the links that bind them in flux on multiple time scales. No single
node, whether human or neural, is embedded in only a single community, so that its
behaviors are the result of both its structural embedding and the multirelational
networks in which it operates.

The Computational Power of Human Social Communication

The concept of harnessing human elements for computation is not new (Grier 2005),
and the practice of using humans as computational elements can be found as early
as the eighteenth century. Modern computing has been argued to have developed
from the intersection of scientific problem solving, technological innovation, and
the social practice of computing teams (Rall 2006). Human computers calculated
solutions to problems, often using pen and pencil but in later periods augmented
with simple adding machines. In some instances, the human computers were well
trained, but this was not always the case (Grier 1998, 2005; Rall 2006). While the
period of human computers focused on calculating solutions to problems, as has
been noted by others, the modern view of human computation rests on a partnership
between electronic—or perhaps quantum—computers and humans in which each
provides a unique skill set (Heylighen 2013).

One similarity remains as essential to the new view of human computation as it
was to earlier views and that is the need to clearly and carefully define the problem
at hand and the solution space within which it resides. While crowd-sourcing and
citizen science are clear paths toward social modes of computation, they do not erase
the need for expert knowledge and successful implementation of human computation
will require a solid understanding of the social interrelationships needed to interleave
expert and unskilled team members. This is not to suggest that, for example, all such
teams are comprised of non-expert members—teams may also be composed of teams
of interlinked experts in different arenas. However, regardless of the team composi-
tion, from the sheer number of individuals and computers involved to the skill sets
of individual agents, social interaction and cultural biases must be understood to
optimize any solution. Network analysis is one tool that may aid in this endeavor.
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The Psychopathology of Information
Processing Systems

Matthew Blumberg and Pietro Michelucci

Introduction

If we organize human participants into systems modeled loosely on cognitive archi-
tectures (see Blumberg (2013), Heylighen (2013), Pavlic and Pratt (2013), all this
volume), it is conceivable that such systems will exhibit dysfunction, just as
humans do. And it therefore will be necessary to develop methods of thinking about,
diagnosing, and treating (e.g. debugging) such issues.

Two approaches will be explored: the first views mental illness from the stand-
point of communications theory and logical structure—essentially viewing mental
illness as failure in information processing. The second views mental dysfunction
from the standpoint of brain chemistry. Each maps somewhat differently to informa-
tion processing systems—suggesting different modes of analysis and means of
intervention.

The goal of this chapter is to discuss the nature of such systemic pathologies
speculatively—we aim not to provide a rigorous analysis, but rather to begin a
conversation.
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Part I: Interaction Dysfunction

Schizophrenia in Persons

What Is Schizophrenia?

Gregory Bateson describes a Schizophrenic as “a person who does not know what
kind of message a message is.” (Bateson et al. 1956). In broad terms, this means
understanding the condition as being rooted in a failure to discern context; more
rigorously it means understanding the condition as a specific patterned failure to
keep straight the “logical type” of messages. From this perspective, what manifests
as mental illness is at root a pathology of information processing.

The “Theory of Logical Types” (Whitehead and Russell 1927) is a formal way to
describe what one might intuitively describe as “levels of abstraction” within a set of
information. In this formalization, each item of a set is a member of a “‘class”. A critical
distinction is that a class cannot be a member of itself; nor can one of the members of
the class be the class itself. That is, a “class” represents a higher level of abstraction—a
higher logical type—than its “members”. In other words: information is hierarchical.

A few examples illustrate this idea of “logical types” (Bateson 1979):

e The name is not the thing named but is of different logical type, higher than the
thing named.

* The injunctions issued by, or control emanating from, the bias of a house thermo-
stat is of higher logical type than the control issued by the thermometer. (The
bias is the device on the wall that can be set to determine the temperature around
which the temperature of the house will vary.)

e The word tumbleweed is of the same logical type as bush or tree: It is not the
name of a species or genus of plants; rather, it is the name of a class of plants
whose members share a particular style of growth and dissemination.

e Acceleration is of a higher logical type than velocity.

The use of Logical Typing can be seen to be fundamental to human communica-
tion. “Play”, “non-play”, “fantasy”, “sacrament”, “humor”, “irony”, and “learning”
are all examples of classes of communication. In all these cases, proper interpreta-
tion of a specific message! depends upon proper identification of the Logical Type
to which it belongs—i.e., proper identification of the context of the message.

By way of example, children may “Play” at fighting. While such activity may
have many of the outward markers of “real” fighting, the participants can neverthe-
less engage without anger or malice. But if a participant for some reason comes to
see the context of such interaction as “real” fighting, the meaning of events changes,

and the actions may degrade to harmful violence.

'Note that “message” here is used in a general way: including verbal utterance, non-verbal action,
absence of utterance or action, etc. Anything that can or should be taken as being of consequence
in a social interaction.
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Returning to our thesis, Bateson defines a schizophrenic as one who (a) has dif-
ficulty in assigning the correct communicational mode to the messages he receives
from other persons; (b) has difficulty in assigning the correct communicational
mode to those messages which he himself utters or emits nonverbally; and/or (c) has
difficulty in assigning the correct communicational mode to his own thoughts, sen-
sations, and percepts. Most generally—“He has special difficulty in handling sig-
nals of that class whose members assign Logical Types to other signals.”

In “Toward A Theory Of Schizophrenia”, Bateson looks specifically at the role
“Double Binds”, situations in which messages implicit at different levels of com-
munication conflict with one another. These experiences can be very difficult for
affected persons to define, because conflict exists between different levels of the
same interaction. For instance,

A young man who had fairly well recovered from an acute schizophrenic episode was vis-
ited in the hospital by his mother. He was glad to see her and impulsively put his arm around
her shoulders, whereupon she stiffened. He withdrew his arm and she asked, ‘Don’t you
love me anymore?’ He then blushed, and she said, ‘Dear you must not be so easily embar-
rassed and afraid of your feelings.’” (Bateson et al. 1956)

Le., in this example the young man can become confused by the conflict between
meanings implicit at different levels of the same interaction: the mother on the one
hand stiffening when hugged, while at same time asking “don’t you love me any-
more?”’; and this is made worse when the mother provides the young man with an
incorrect attribution for his inner confusion (“Dear, you must not be so easily
embarrassed by your feelings.”)

The means by which such apparently small communication issues can lead to
large scale pathology is in some sense analogous to how the flow if a river creates a
canyon: not by brute force, but by the slow and persistent effect of the water’s fric-
tion over time. Thus in the above example, imagine that young man, growing up,
has been subject to millions of similarly muddled communications over his life—
always in the vital emotional context of a parent-child relationship. The young man,
seeking to make sense of the world, may thus learn to muddle the logical type of
messages—as a means to adapt, to make sense of things. (It is, in a sense, a perfectly
rational response to an irrational environment). And the child, having so learned,
may take these interpretative habits into secondary relationships as well (including
his relationship with himself).

Schizophrenia in Social Groups

In the above view, certain patterned failures in communication and interpretation lead
to behavioral dysfunction. We wish to introduce, speculatively, the notion that similar
patterns of communication within social groups will lead to similar dysfunction—at
the group level. Le., that there exist pathologies of information systems generally,
which can be exhibited at multiple scales, individual or group.
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From the point of view described earlier, {1} Schizophrenia in an individual is
understood to be rooted in the individual’s inability “to know what kind of message
amessage is”; and {2} that this confusion is often related to repeated experience of
double-binds. With this in mind, consider:

A characteristic feature of contemporary media has been the blending of news
and entertainment; of advertising and news; of opinion and fact, of expert and ama-
teur. That is: one who turns to media for information about the world literally does
not know what kind of messages he is getting.

Similarly, American political discourse is frequently characterized by double-
binds, often with each of the two primary political parties articulating conflicting
messages about the nature of reality. For instance, a terrorist attack creates a bind,
putting into conflict essential principles civil liberties with the desire for security.

The increasing unreliability of information type (is it news? entertainment?
advertising?), frequently experienced with particular acuteness around issues pre-
sented by institutional parties as double-binds (ex the requirements of civil liberties
vs security), can thus be recognized as a communications pattern very much like
that experienced by the individual schizophrenic. And so it is perhaps not surprising
that the adventurous cultural analyst might perceive comparable symptoms to be
exhibited at the cultural level. L.e., one might consider contemporary culture to be
exhibiting certain “schizophrenic” patterns—for instance: pervasive belief in con-
spiracy theories? (i.e. paranoia); a government with reduced capacity to take consis-
tent action; economic dysfunction.

As problems from this point of view are understood to be rooted in deficiencies
in communications, interventions would be similarly focused. Examples might
include actions to strengthen the journalistic establishment; to alter forms of politi-
cal discourse, especially to either minimize or explicitly recognize the double-binds;
and perhaps to introduce “therapeutic”” double-binds, the resolution of which would
require denial of one or another element of a larger bind.

Part II: Organismal Dysfunction

Next we apply an organismic view to complex, distributed information-processing
systems, endowing them with agency, such as goal-directed behavior, and a ten-
dency toward homeostasis—an equilibrium state. This view permits us to adapt
extant pharmacological treatment models of human behavioral dysfunction to neu-
rosis in these distributed systems.

2“About half the American public endorses at least one kind of conspiratorial narrative”—
“Conspiracy Theories, Magical Thinking, and the Paranoid Style(s) of Mass Opinion”. J. Eric
Oliver and Thomas J. Wood, Working Paper Series, University of Chicago, 2012.
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An Associative View

In general, thought-processes in humans are influenced heavily by fundamental
drives. According to drive theory (Seward 1956), any disturbance to the equilibrium
state in a person drives the person to engage in thought processes leading to behav-
iors that restore homeostasis, to ensure survival. For example, dehydration gives rise
to thirst, which drives a person to seek water (the goal state). This leads to a series
of thoughts about how to obtain water that might involve planning and decision-
making (see Busemeyer and Townsend 1993). Though drive theory is oft criticized
for not addressing secondary reinforcers (such as money), it is still a useful general
framework for this discussion because it provides a context for understanding the
role of stress in reinforcing thought processes.

When an organism’s equilibrium is disrupted, the distance between the current
state and goal state increases, which causes stress. Stress places an organism into
a heightened state of arousal, which can increase associative learning by causing
connections between neurons to form more easily. This is generally considered
adaptive because it enables more rapid experiential learning for lessons most
relevant to survival.

Post-Traumatic Stress Disorder (PTSD)

However, extreme stress due to trauma and the consequent sudden and heightened
learning can have deleterious effects, such as post-traumatic stress disorder (PTSD).
In such cases, the brain states that coincided with the trauma are formed indelibly.
The resultant associations are so strong that if those brain states or similar ones are
reproduced by other means (external or internal), it can trigger an association to the
traumatic event that stimulates a stress response comparable to the original experi-
ence. This stress response then further reinforces the association of the trigger event
to the traumatic event and may even cause new associations to form that are unre-
lated to the original event. This self-perpetuating cycle creates an associative “grav-
ity well” that can eventually link so many aspects of daily experience to stress that
a person becomes effectively paralyzed by anxiety.

Consider, for example, a person who is mugged at gunpoint by someone wearing
a ski mask. Subsequently, when the victim is approached in a new context by an
actual skier wearing a ski mask that resembles the one worn by the mugger, he
experiences tremendous anxiety. And since the post-traumatic anxiety is experi-
enced in the novel context of ski slopes, the victim creates new stress associations
to that context and, consequently, avoids skiing.

Fear Circuits

The networks of association between brain states and stress response are sometimes
referred to as “fear circuits”. These may be phylogenetic in origin, such as the innate
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fear of seeing one’s own blood, or ontogenetic, such as the learned fear of hospitals
(Bracha 2006). Importantly, these associations are generated by and apply to per-
ceptual states, regardless of whether they correspond to an external world state, a
dream state, or wakeful thought processes. Indeed, the Ancient Greek philosopher
Epictetus (2004) made the prescient observation that “what bothers people is not
what happens, but what they think of it.””?

Obsessive-Compulsive Disorder (OCD)

While PTSD has a multi-faceted clinical presentation, including such symptoms as
blackouts (memory loss), it is the manifestation of persistent, intrusive thoughts, or
“obsessions” that is most germane to this discussion. Obsessive-compulsive disorder*
(OCD) is often the diagnosis given to the presentation of such chronic rumination.
The same notion of fear circuits attributed to PTSD applies also to OCD, but does not
require a traumatic precursor event, and may involve more abstract concepts.

For example, the perception that a country is moving toward civil war could
generate anxiety in a person that leads to obsession. The increased level of stress
induces hyper-associative learning, such that any new thoughts would be more
likely to be connected to the concept of civil war. For example, a typical shortage of
food at the grocery store could be misconstrued as a sign of stockpiling in anticipa-
tion of a food shortage due to war.> This might link any food-related concepts to
civil war such that any future meal preparation would activate the civil war fear
circuit. Furthermore, food preparation itself would be incorporated into an expand-
ing and self-reinforcing civil war fear circuit.

Treating OCD in Persons

Today, there are two accepted treatments for OCD: a behavioral treatment called
cognitive-behavioral therapy ®(CBT) and pharmacological treatment. Herein, we
focus on the latter. The most effective drugs for treating OCD are serotonin reuptake
inhibitors (Simpson 2010), suggesting that a serotonin deficiency may be responsi-
ble for obsessive behavior. Serotonin is a neurotransmitter, a chemical messenger
that supports communication among neurons in the brain. What is most relevant here
is that these drugs are used in the treatment of all anxiety disorders, not just OCD.

3 Special thanks to Ernesto Michelucci for re-popularizing this simple quote, which has deep impli-
cations for the human condition.

4Not to be confused with clinical perfectionism, which is sometimes referred to as obsessive-
compulsive personality disorder (OCPD).

*Indeed, according to the Batesonian model described above, this could be described as simply
another example of context misinterpretation.

¢CBT involves overt associative remapping via exposure and response prevention.
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Though the specific mechanism by which serotonin alleviates OCD symptoms is
not well-understood, it is the conjecture of this author that reducing anxiety attenu-
ates the hyper-associative growth and reinforcement of fear circuits, thereby dis-
rupting the rumination cycle. Without constant reinforcement, the fear circuits
diminish over time at a normal rate of memorial decay. This interpretation suggests
a computational proxy, discussed below, that might be effective for treating obses-
sion in distributed cognitive systems.

A Problem-Solving Superorganism

A superorganism in its most general definition is simply an organism consisting of
many organisms. The present discussion, however, is interested in superorganisms
consisting of a technology-mediated collective of human (and possibly machine)
agents, functioning collectively as a distributed information processing system. We
also assume for this discussion that this system, like all organisms, seeks homeosta-
tis. Thus, it has drives related to maintaining an equilibrium state and engages in
goal-directed behaviors resulting from those drives. One example of such a system
would be a massively distributed problem solving (Michelucci 2009) system in
which very large numbers of people contribute to solving complex problems that
exist in the real world (see Greene and Young (2013), this volume).

Let’s further consider that communication among humans in this superorganism
is mediated by a software-based workflow or cognitive architecture. Thus, the qual-
ity and quantity of information that flows among information processing agents is
both monitored and influenced by the automated control system. Presuming the
control system more heavily weights factors that lead most directly to a solution
state, associations relevant to those factors would be reinforced most heavily.

Obsession in Superorganisms

So how would OCD manifest in such a superorganism. Consider that in such a
problem-solving system ‘“‘stress” would be characterized by a systemic assessment
of distance between the current state and solution state for whatever problems are
being addressed. For example, if the solution state is a stable earth climate, then the
level of stress in the superorganism might correspond to the perceived distance
between the current state and solution state. Thus, if agents within the system per-
petuate the belief that industrial carbon dioxide emissions are causing climate
change, the system would strengthen the association of carbon dioxide emissions to
stress, leading to increased activity around solving the sub-problem of carbon diox-
ide emissions.

It is easy to imagine how such an association could then lead to further associa-
tions to carbon-dioxide emission such as human respiration, which itself could sub-
sequently lead to the more general observation that all animal respiration adds the
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“stress” of climate change. While this association may be valid in terms of first-
order effects, it would ignore systemic effects. And if the associations were made
too strongly due to the perceived influence of carbon dioxide emissions on climate
change-related stress in the system, the problem-solving resources of the system
could become pathologically overcommitted to resolving that carbon dioxide sub-
problem. In other words, the system could be obsessed with reducing carbon diox-
ide emissions to the negligence of a more holistic solution that takes a more balanced
view of the multifaceted nature of the problem.

Treating OCD in Superorganisms

Indeed, such group-based obsession occurs also in natural social systems, as
described in Part I, though in such cases, the only recourse may be behavioral—that
is, policy-based. Engineered systems, however, afford a recourse that might not oth-
erwise exist. Access to the controlling software would make it possible to both
observe and adjust the rules that govern the strengths of associations among indi-
vidual agents in the distributed problem solving system. Decreasing the extent to
which systemic stress influences collaborative activities among agents could help
restore balance to distributed thought processes. Indeed, it is conceivable that just as
with humans, whereby minor changes in neurotransmitter levels can give rise to sig-
nificant changes in behavior, small calibrations to parameters that govern association
strength in distributed problem solving algorithms could resolve obsessive behavior
in superorganisms. Whether agents within the system acting would make such cali-
brations as implementers of an executive function, by a completely automated
homeostatic algorithm, or by some external “superorganism psychiatrist” depends
upon the evolution of these systems and the co-development of treatment models.

When Superorganisms Are Not Organisms

We should not ignore the possibility that other sorts of pathology may exist in super-
organisms that don’t in humans because superorganisms are fundamentally differ-
ent than humans—they are themselves composed of interconnected highly complex
organisms. Indeed, superorganisms are a different logical type than humans.
A superorganism is a system of complex systems, which could give rise to entirely
new and unprecedented classes of behavior dysfunction. Since we do not know
what to look for, we may not at first be cognizant of the emergence of such dysfunc-
tion. And once we do become aware, we may need to develop new treatment models
and methods specific to those needs. Given the potential impact of such dysfunc-
tion, it would behoove us to minimize the potential for disruptive surprise by devel-
oping our understanding of superorganismic behavioral pathology in close parallel
with the development of superorganisms themselves.
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Conclusion

The reader may or may not accept various portions of the above speculation, or may
consider the discussion far too incomplete in its presentation for serious consider-
ation. The point we hope will nevertheless be of interest, however, is that at an
individual level, mental pathology can be seen to result from patterned defects in
communication and learning; and that similar defects within a culture or future
engineered social system may result in similar behavioral patterns at the larger
group level. Indeed, the latter may contribute significantly to the former.

If true, one may aspire to develop means to identify and diagnose such informa-
tion processing defects; and to develop interventions to prevent, minimize, or elimi-
nate the defects or their symptoms.
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Information and Computation

Carlos Gershenson

Introduction

Before delving into the role of information theory as a descriptive tool for human
computation (von Ahn 2009), we have to agree on at least two things: what is
human, and what is computation, as human computation is at its most general level
computation performed by humans. It might be difficult to define what makes us
human, but for practical purposes we can take an “I-know-it-when-I-see-it” stance.
For computation, on the other hand, there are formal definitions, tools and methods
that have been useful in the development of digital computers and can also be useful
in the study of human computation.

Information

Information has had a long and interesting history (Gleick 2011). It was Claude
Shannon (1948) who developed mathematically the basis of what we now know
as information theory (Ash 1990). Shannon was interested in particular on how a
message could be transmitted reliably across a noisy channel. This is very relevant
for telecommunications. Still, information theory has proven to be useful beyond
engineering (von Baeyer 2005), as anything can be described in terms of
information (Gershenson 2012).
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A brief technical introduction to Shannon information H is given in Appendix A.
The main idea behind this measure is that messages will carry more information if
they reduce uncertainty. Thus, if some data is very regular, i.e. already certain, more
data will bring few or no new information, so H will be low, i.e. few or no new
information. If data is irregular or close to random, then more data will be informa-
tive and H will be high, since this new data could not have been expected from
previous data.

Shannon information assumes that the meaning or decoding is fixed, and this is
generally so for information theory. The study of meaning has been made by semi-
otics (Peirce 1991; Eco 1979). The study of the evolution of language (Christiansen
and Kirby 2003) has also dealt with how meaning is acquired by natural or artificial
systems (Steels 1997).

Information theory can be useful for different aspects of human computation.
It can be used to measure, among other properties: the information transmitted
between people, novelty, dependence, and complexity (Prokopenko et al. 2009;
Gershenson and Ferndndez 2012). For a deeper treatment of information theory, the
reader is referred to the textbook by Cover and Thomas (2006).

Computation

Having a most general view, computation can be seen simply as the transformation
of information (Gershenson 2012). If anything can be described in terms of infor-
mation, then anything humans do could be said to be human computation. However,
this notion is too broad to be useful.

A formal definition of computation was proposed by Alan Turing (1936). He
defined an abstract “machine” (a Turing machine) and defined “computable func-
tions” as those which the machine could calculate in finite time. This notion is per-
haps too narrow to be useful, as Turing machines are cumbersome to program and
it is actually debated whether Turing machines can model all human behav-
ior (Edmonds and Gershenson 2012).

An intermediate and more practical notion of computation is the transformation
of information by means of an algorithm or program. This notion on the one hand
tractable, and on the other hand is not limited to abstract machines.

In this view of computation, the algorithm or program (which can be run by a
machine or animal) defines rules by which information will change. By studying at
a general level what happens when the information introduced to a program (input)
is changed, or how the computation (output) changes when the program is modified
(for the same input), different types of dynamics of information can be identified:

» Static. Information is not transformed. For example, a crystal has a pattern which
does not change in observable time.

e Periodic. Information is transformed following a regular pattern. For example,
planets have regular cycles which in which information measured is repeated
every period.
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* Chaotic. Information is very sensitive to changes to itself or the program, it is
difficult to find patterns. For example, small changes in temperature or pressure
can lead to very different meteorological futures, a fact which limits the preci-
sion of weather prediction.

e Complex. Also called critical, it is regular enough to preserve information
but allows enough flexibility to make changes. It balances robustness and adapt-
ability (Langton 1990). Living systems would fall in this category.

Wolfram (2002) conjectured that there are only two types of computation: uni-
versal or regular. In other words, programs are either able to perform any possible
computation (universal), or they are simple and limited (regular). This is still an
open question and the theory of computation is an active research area.

Computing Networks

Computing networks (CNs) are a formalism proposed to compare different types of
computing structures (Gershenson 2010). CNs will be used to compare neural com-
putation (information transformed by neurons), machine distributed computation
(information transformed by networked computers), and human computation.

In computing networks, nodes can process information (compute) and exchange
information through their edges, each of which connects the output of node with the
input of another node. A computing network is defined as a set of nodes N linked by
a set of edges K used by an algorithm a to compute a function f (Gershenson 2010).
Nodes and edges can have internal variables that determine their state, and functions
that determine how their state changes. CNs can be stochastic or deterministic,
synchronous or asynchronous, discrete or continuous.

In a CN description of a neural network (NN) model, nodes represent neurons.
Each neuron i has a continuous state (output) determined by a function y; which is
composed by two other functions: the weighted sum S; of its inputs X, and an acti-
vation function A;, usually a sigmoid. Directed edges i j represent synapses, relating
outputs y; of neurons i to inputs x; of neurons j, as well as external inputs and outputs
with the network. Edges have a continuous state w;; (weight) that relates the states
of neurons. The function f may be given by the states of a subset of N (outputs y ),
or by the complete set N. NNs usually have two dynamical scales: a “fast” scale
where the network function f is calculated by the functional composition of the
function y; of each neuron i, and a “slow” scale where a learning algorithm a adjusts
the weights w; ; (states) of edges. There is a broad diversity of algorithms a used to
update weights in different types of NN. Figure 1 illustrates NNs as CNs.

Digital machines carrying out distributed computation (DC) can also be repre-
sented as CNs. Nodes represent computers while edges represent network connec-
tions between them. Each computer i has information H; which is modified by a
program P,(H,). Physically, both H; and P; are stored in the computer memory, while
the information transformation is carried out by a processor. Computers can share
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information H;; across edges using a communication protocol. The function f of the
DC will be determined by the output of P,(H;) of some or all of the nodes, which can
be seen as a “fast” scale. Usually there is an algorithm a working at a “slower” scale,
determining and modifying the interactions between computers, i.e. the network
topology. Figure 2 shows a diagram of DC as a CN.

Human computation (HC) can be described as a CN in a very similar way than
DC. People are represented as nodes and their interactions as edges. People within
a HC system transform information H; following a program P,(H;). In many cases,
the information shared between people H;; is transmitted using digital computers,
e.g. in social networks, wikis, forums, etc. In other cases, e.g. crowd dynamics,
information H;; is shared through the environment: acustically, visually (Moussaid
et al. 2011), stigmergically (Doyle and Marsh 2013), etc. The function f of a HC
system can be difficult to define, since in many cases the outcome is observed and
described only a posteriori. Still, we can say that fis a combination of the computa-
tion carried out by people. An algorithm a would determine how the social links
change in time. Depending on the system, a can be slower than f or vice versa.

In DC, the algorithm a is centrally determined by a designer, while in most HC
systems, the a is determined and executed by people (nodes) themselves.
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Using information theory, we can measure how much information H;; is trans-
mitted between people, how much each person receives and produces, and how
much the entire system receives and produces. In many cases, machines enable this
transmission and thus also facilitate its measurement. Comparing the history of
information transfers and current information flows can be used to measure the
novelty in current information.

Examples

Social Networks

A straightforward example of human computation can be given with online social
networks. There are key differences, e.g. links are bidirectional in Facebook (my
friends also have me as their friend) and unidirectional in Twitter (the people I fol-
low do not necessarily follow me, I do not necessarily follow my followers). People
and organizations are represented with their accounts in the system as nodes, and
they receive information through their incoming links, They can share this informa-
tion with their outgoing links and also produce novel information that their links
may receive. People can decide how to create or eliminate social links, i.e. a is
decided by individuals.

These simple rules of the information dynamics on social networks are able to pro-
duce very interesting features of human computation (Lerman and Ghosh 2010),
which can be described as functions f. For example, non-official news can spread very
quickly through social networks, challenging mass media dominated by some govern-
ments. On the other hand, false rumors can also spread very quickly, potentially lead-
ing to collective misbelief. Nevertheless, it has been found that the dynamics of false
rumors spreading is different from that of verifiable information (Castillo et al. 2011).

Describing social networks as CNs is useful because interactions are stated
explicitly. Moreover, one can relate different scales with the same model: local scale
(nodes), global scale (networks), and meso scales (modules); and also temporal
scales: fast (f) and slow (a). Information theory can be used to detect novelty in
social interactions (high H values in edges), imitation (low H values in edges),
unusual patterns (“fake” information), correlations (with mutual information), and
communities (modules (Newman 2010)).

Wikipedia

Wikipedia gives a clear example of the power of human computation. Millions of
people (nodes) from all over the world have collaboratively built the most extensive
encyclopedia ever. The sharing of information is made through editable webpages
on a specific topic. Since these pages can potentially link more than two people
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(editing the webpage), the links can be represented as those of a hypernet-
work (Johnson 2009), where edges can link more than two nodes (as in usual net-
works). The information in pages (hyperedges) can be measured, as it changes over
time with the editing made by people linked to them. The information content deliv-
ered by different authors can be measured with H. When this is increased, it implies
novelty. The complexity of the webpages, edits, and user interactions can also be
measured, seen as a balance between maximum information (noise) and minimum
information (stasis) (Fernandez et al. 2013).

The function f of Wikipedia is its own creation, growth, and refinement: the
pages themselves are the output of the system. Again, people decide which pages to
edit, so the algorithm a is also decided by individuals.

Traditionally, Wikipedia—Ilike any set of webpages—is described as a network
of pages with directional edges from pages that link to other pages. This is a useful
description to study the structure of Wikipedia itself, but it might not be the most
appropriate in the context of human computation, as no humans are represented.
Describing Wikipedia as a CN, the relationships between humans and the informa-
tion they produce collaboratively is explicit, providing a better understanding of this
collective phenomenon.

Conclusions

Concepts related to information and computation can be applied to any system, as
anything can be described in terms of information (Gershenson 2012). Thus, HC
can also benefit from the formalisms and descriptions related to information and
computation.

CNs are general, so they can be used to describe and compare any HC system.
For example, it is straightforward to represent online social networks such as
Facebook, Twitter, LinkedIn, Google+, Instagram, etc. as CNs. As such, their struc-
ture, functions, and algorithms can be contrasted, and their local and global infor-
mation dynamics can be measured. The properties of each of these online social
networks could be compared with other HC systems, such as Wikipedia.

Moreover, CNs and Information Theory can be used to design and self-monitor
HC systems (Gershenson 2007). For example, information overload should be
avoided in HC systems. The formalisms presented in this chapter and in the cited
material can be used to measure information inputs, transfers, and outputs to avoid
not only information overload, but also information poverty (Bateson 1972).

In our age where data is overflowing, we require appropriate measures and tools
to be able to make sense out of “big data”. Information and computation provide
some of these measures and tools. There are still several challenges and opportuni-
ties ahead, but what has been achieved so far is very promising and invites us to
continue exploring appropriate descriptions of HC systems.
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Appendix
Shannon Information

Given a string X, composed by a sequence of values x which follow a probability
distribution P(x), information (according to Shannon) is defined as:

H ==Y P(x)log P(x). (D

For binary strings, the most commonly used in ICT systems, the logarithm is usually

taken with base two. For example, if the probability of receiving ones is maximal
(P(1) = 1) and the probability of receiving zeros is minimal (P(0) = 0), the informa-
tion is minimal, i.e. H = 0, since we know beforehand that the future value of x will
be 1. Information is zero because future values of x do not add anything new, i.e. the
values are known beforehand. If we have no knowledge about the future value of x,
as with a fair coin toss, then P(0) = P(1) = 0.5. In this case, information will be maxi-
mal, i.e. H = 1, because a future observation will give us all the relevant information,
which is also independent of previous values. Equation 1 is plotted in Fig. 3. Shannon
information can be seen also as a measure of uncertainty. If there is absolute certainty
about the future of x, be it zero (P(0) = 1) or one (P(1) = 1), then the information
received will be zero. If there is no certainty due to the probability distribution
(P(0) = P(1)=0.5), then the information received will be maximal. Shannon used
the letter H because equation 1 is equivalent to Boltzmann’s entropy in thermody-
namics, which is also defined as H. The unit of information is the bit. One bit repre-
sents the information gained when a binary random variable becomes known.
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A more detailed explanation of information theory, as well as measures of com-
plexity, emergence, self-organization, homeostasis, and autopoiesis based on infor-
mation theory can be found in Ferndndez et al. (2013).
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Epistemological Issues in Human
Computation

Helmut Nechansky

Defining Epistemology

Traditional Epistemology is the branch of philosophy concerned with individual
human knowledge, its base, its content and its validity. The focus on the individual
results from the fact that there is no knowledge without an individual carrier.

There is no unequivocal definition of knowledge yet, but there is some shared
understanding that knowledge is determined by the following four aspects: (1) The
human senses and the human mind form its structural base; This base determines (2)
what can become its possible content; (3) This content may or may not amount to a
representational model corresponding to the world external to the individual carrier;
(4) If the content does amount to a valid representational model can be confirmed
by repeated observation of a correspondence with the external world, by observa-
tion of predicted states, and by goal-orientated actions leading towards predicted
goal-states.

Social epistemology adds that the knowledge of any single individual depends on
and is interrelated with the knowledge of other individuals, since any human is born,
brought up and mostly lives in a social world. Therefore individual knowledge can-
not be studied alone.

There are many other branches of epistemology we cannot mention here due to
limitations of scope and space. The Internet Encyclopedia of Philosophy (2013) and
the Stanford Encyclopedia of Philosophy (2013) offer the easiest access to this wide
field, while Goldman (1999) offers an interesting discussion. However, this chapter
provides a context sufficient for understanding the role of epistemology in human
computation.
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The Role of Epistemology

Epistemology as a branch of philosophy may seem outdated in a time of ‘knowl-
edge society’, of cloud computing, and human computation. But this is not the case,
since we do not yet have an unequivocal, agreed on, scientific definition what actu-
ally constitutes ‘knowledge’. So any dealing with knowledge is ultimately still a
philosophic endeavor.

And knowledge is the base of all our actions. Questions about this base arise
often: How do we know? What can we know? Is this knowledge valid? Is it com-
plete, i.e. sufficient to reach a goal? These are epistemological questions at the core
of all human endeavors. Usually they do not get the attention they would deserve.
And the more complex the systems, on which we rely, become, the more important
become answers to these questions.

A Cybernetic Approach to Main Aspects of Epistemology

Cybernetics is the general theory of control in technical, biological and sociological
systems. Control is pursuing and maintaining a goal-value, i.e. a certain physical
state, against a changing environment, i.e. against physical influences disturbing
that state. The process of control consists of (a) observing the environment with
sensors, (b) comparing the sensor data with a goal-value and (c) deciding for an
action to achieve that goal. Standard example for that process is a temperature con-
troller, which aims at a desired room temperature as goal-value; to achieve that it (a)
observes the current temperature, (b) compares it with the desired room temperature
and (c) decides between the actions “heating” or “cooling” to achieve that.

In the following we will consider humans as complex controller structures. Here
the brain has in principle controller functions similar to a temperature controller, but
in much larger numbers and much more complex forms. Primarily the brain has to
enable survival by maintaining some existential goal-values (necessary air, water
and food supply; the body temperature). To achieve that it has (a) to observe the
state of the environment, (b) to compare if that state serves the existential goal-
vales, and (c) to decide for actions to enable that. Secondarily the brain has addi-
tional controller functions, which enable making a model of the environment, and,
based on that, making predictions, concepts and setting long-term and short-term
goal-values. To realize these future goal-values the brain again carries out the con-
troller functions of (a) observing the environment, (b) checking if it corresponds to
the goals and (c) deciding for actions to make it so.

Of course, the preceding description of brain functions is a crude simplification
(for some important underlying complexities see Nechansky 2012a, b, 2013a, b),
but we do maintain that the brain has primarily controller functions. For reasons of
brevity we consider here just a few of these controller functions, each illustrating an
epistemological problem. We will first describe these controller functions for indi-
viduals (illustrating the core problems of traditional epistemology) and then analyze
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how they work when two individuals interact (illustrating the core problems of
social epistemology). Then we equip these two individuals with connected comput-
ers and discuss the resulting options. And this will be the base to finally place human
computation within epistemology.

Epistemological Aspects of the Individual

To illustrate basic epistemological aspects of human reasoning we present here a
complex controller structure (see Fig. 1): Here sensors provide input data used to
model aspects of the environment, which are relevant to the given goal-values. Then
these models are used for two purposes: internally, occasionally, to modify the goal-
values and externally, continuously, to make decisions for goal-orientated actions.
In more detail this structure carries out the following functions:

Sensor Inputs: Sensors allow the observation of certain physical aspects of the
environment, and turn these into internal sensor data, which somehow represent and
map them.

Modeling Decisions: Under this heading we summarize all decisions that have to
do with sensor data. This includes what is usually called ‘learning’, but goes
beyond that.

Primarily modeling decisions are about what to ignore. Humans are permanently
confronted with more stimuli than they can observe. So they have to decide to pay
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Fig. 1 Epistemological aspects of the individual: the external loop with modeling decisions and
decisions for actions and the internal loop with decisions for goal-values
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attention to some, and to ignore others considered irrelevant in relation to their goal-
values (see below). And from the stimuli humans pay attention to they produce
permanently more sensor data than they can use for active data processing. So they
have to ignore sensor data considered irrelevant.

Secondarily modeling decisions are about what do to with the data considered to
be relevant. These decisions are about (a) storing actual sensor data; (b) retrieving
stored data for comparison with actual sensor data for pattern recognition; (c) con-
necting actual and stored sensor data to patterns, sequences and more complex models
(see below) representing aspects of the environment considered relevant in relation to
goal-values; (d) replacing partial or whole models that did not serve the realization of
goal-values (the last two points form the core of ‘learning’); (¢) using models to make
predictions of possible future states and events; (f) starting to make new models in
relation to newly set long term or short term goal-values.

The decisive point here is that sensor inputs alone are of no value for the indi-
vidual. Active decisions are required to use them. In these decisions the sensor
inputs are evaluated in relation to goal-values (see below), i.e. how valuable the data
are to pursue certain goals.

Goal-values: All decision processes we discuss here aim at what we call summariz-
ing ‘goal-values’. These are all the objectives, which humans partly have to main-
tain and partly want to achieve.

We distinguish the following three individual goal-values: We are born with just
a few fixed (a) existential goal-values (necessary air, water and food supply; the
body temperature) plus basic emotions about what is good or bad in relation to these
goal-values. While we grow up we learn external states that serve these existential
goal-values, for better or worse. Based on that we make models (see below) and
predictions, which lead to decisions for goal-values (see below). These decisions
set (b) long-term goal-values (e.g. learning a profession, participating in a human
computation project) and (c) short-term goal-values (e.g. how to be successful now
in that profession, or project).

Models: Models are the result of previous modeling decisions (see above) about the
use of actual sensor data and stored data in relation to certain goal-values (existen-
tial, long-term or short-term).

Models consist primarily of stored relevant sensor data, which represent previous
observations in the form of (a) patterns mapping single external states; (b) sequences
of patterns representing external events; (c) interrelated sequences of patterns inter-
connecting events to whole stories experienced in the past.

Models are secondarily organized as plans and concepts consisting of chains of
causes and effect leading towards certain goal-values. So there are large numbers of
models standing side by side, representing chains of cause and effect to serve exis-
tential goal-values (like eating), long-term (like professional conduct), and short-
term goal-values (like the necessary steps of a project). There is generally a hierarchy
with hierarchically higher goal-values requiring higher priority of models (e.g. eat-
ing has to occasionally interrupt professional conduct, which in turn determines the
necessary steps of a project).

Models allow (a) identifying current sensor inputs as corresponding to certain
patterns or as being part of a previously observed sequence of patterns; (b) deriving
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predictions of possible future states and events from known sequences or interre-
lated sequences of patterns.

Models can be confirmed by repeated observations, by observing predicted
states, and by goal-orientated actions leading towards predicted goal-states.

Model based predictions are used for two different types of further decisions,
leading to two different kinds of feedback loops—one internal and the other
external:

Decisions for goal-values: Predictions may be occasionally used to set long-term or
short term goal-values (see above). This is an internal feedback loop. Here primar-
ily existential goal-values are applied to make decisions for long-term goal-values
(e.g. trying to make a living within a certain profession). Then secondarily these
long-term goals are used to make decisions for short-term goals. So decisions for
goal-values are primarily related to the existential goal-values and create second-
arily a hierarchy of subordinated goal-values, by adding, changing or deleting long-
term and short term goals.

This is the most important and least understood process of individual epistemol-
ogy. It determines the entire further behavior of the individual: The previously set
goal-values determine directly what is considered important in modeling decisions
(see above), i.e. which models are made, and indirectly which predictions become
possible and which decisions for actions (see below) are made.

Decisions for actions: Normally predictions derived from models are just used to
trigger one of the effectors (muscles generally, but mainly arms, hands, legs, feet or
mouth) to take an appropriate physical action or to start a communication. This is
the usual external feedback loop, trying to change the external world in some way
towards a goal-value.

So the goal-value (whether existential, long-term, or short-term) currently
applied determines which action to choose (e.g. to eat, work or communicate, etc.).

Effector Outputs: Decisions for actions trigger the effectors to cause external effects,
either physical actions or communication, i.e. primarily words, addressing other
individuals.

In summary, these two feedback loops work as follows: Humans make observa-
tions of their environment. Based on that, they make primarily models that serve
their existential goals. From learning what serves these needs best they secondarily
derive models to serve long-term and short-term wants. The sum of these goal-
values for needs and wants determines their modeling decisions and their decisions
for actions, i.e. their entire further individual behavior.

Aspects of Social Epistemology

Now let us apply this controller model of a human to the interaction of two individu-
als (see Fig. 2). This illustrates the problems of social epistemology:

An interaction starts when individual A acts towards B. B observes these actions
and evaluates the corresponding sensor inputs in relation to currently important
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Fig. 2 Aspects of social epistemology: interactions can lead to individual decisions for shared
goal-values

goal-values (existential, long-term, short-term). Making a modeling decision
(see above) B develops a model of A’s behavior, predicts its usefulness or danger,
and decides for an appropriate action. Then A runs the same process in relation to
B’s response.

Repetition of this basic exchange may cause at some point in time a decision for
goal-values (see above) in A and/or in B: Repeated usefulness of A’s behavior will
cause B to consider A as predictably ‘good’ or ‘interesting’. Then B may decide to
add goal-values referring to A to the list of B’s already given individual goal-values.
Now A may, but need not do the same.

Ideally, of course, this process leads to the development of shared goal-values
(existential, long-term or short-term), which all interacting parties agree on and add
to their individual goal-values. The basic form of this process is realized, of course,
in the upbringing of a child. Here the parents serve the needs of the child. So the
child will develop shared goal-values with the parents.

Let us mention that the development of shared goal-values may happen sponta-
neously (e.g. when people face the same problem or threat).

Or this process may be skipped, because interacting people already came inde-
pendently to shared goal-values (e.g. the same interests or profession).

But mostly, shared goal-values result just from stipulating reciprocally advanta-
geous exchanges of goods, or services, or money and labor, etc.

On the other hand shared goal-values may be propagated by manipulation
(A may control the data available to B, using e.g. advertising, censored news, politi-
cal propaganda, etc.; thus A can limit what may enter into B’s models); or they may
be enforced to a certain degree (A may have power to control B’s access to
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important resources, like income, etc., or may even be able to apply force; thus A
can make B subordinate to and serve his or her goal-values).

The general constraint on developing shared goal-values is the scarcity of goods
or societal positions (A and B cannot eat the same bread, or fill the same position in
a hierarchy, etc.). Therefore individual goal-values do remain important.

Once parties do share goal-values this will lead to similarities in modeling deci-
sions (see above). So they will consider similar data as relevant, will remember and
store similar data, and will be interested in making similar models containing cer-
tain sequences of cause and effect and enabling particular predictions. Shared goal-
values will lead, too, to similar decisions for actions (see above).

Shared goal-values will only lead to similar, but not equal, models, as long as the
parties rely just on their individual modeling decisions and model making. Only if
they cooperate to make externalized mutual verbal concepts, plans, computer pro-
grams or mathematical models, they can get to increasingly equal or even
unequivocal models.

In summary social epistemology is about human interactions, which make indi-
viduals activate their internal feedback loop for decisions for goal-values, the pro-
cess least understood in individual epistemology. The best result is that A and B end
up with individual as well as some shared some goal-values. And whenever they
apply shared goal-values in their current decisions for actions, they will cooperate.

Individuals and Computers: Structures and Interactions

Now let us introduce computers into the relationship of the individuals A and B (see
Fig. 3). We characterize computers as controller structures, too, which, of course,
differ from humans:

The main differences are: (a) Computers work usually with fixed goal-values set
by the programmer (we show that in Fig. 3 with the bold arrows directly setting
goal-values). So (b) computers lack the internal feedback loop for making decisions
for goal-values. (In machine learning we occasionally allow computers to make
decisions for short-term goals. But we definitely do not want a computer to change
its long-term goal-values by itself, so that e.g. a computer programmed to analyze
climate data decides on its own to analyze some other data.)

The external feedback loop of humans and computers is widely similar:
Computers also have sensor inputs (via a keyboard, sensors or data lines). They
apply modeling programs (matching human modeling decisions, but with fixed
goal-values) and derive models from them (containing here mainly data and math-
ematical functions, which represent external patterns and sequences), which are
used to make predictions. Based on these predictions programs deciding for actions
are applied (again matching human decisions for actions with fixed goal-values).
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The effector outputs are actions like sending data to other computers, controlling
some technical device, or making printouts for human users, etc.

If we take this basic scenario with two individuals and two computers n—times,
to match a network, we will get hierarchies (Nechansky 2008) of individuals and
computers. We cannot detail that here. We can only assert that this does not change
the involved basic epistemological processes.

The Epistemic Processes of Human Computation

Now let us apply all we developed above to human computation:

A human computation project starts with an initiation phase, when an initiator
defines the long-term goals and short-term tasks. Since human computation is gen-
erally applied to problems that require some human contribution, reaching these
goals includes tasks that computers cannot yet perform. So the usual advantage of
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computers we emphasized in section “Individuals and Computers: Structures and
Interactions”, that they can be directly programmed to work towards a goal, is not
available here.

Therefore collaborators have to be sought. The long-term goals and short-term
tasks have to be communicated to them. They have to agree on them. And then they
have to make individual decisions for values, accepting them as shared goal-values.
We cannot overemphasize that:

1. The success of a human computation projects depends widely on the precise
descriptions of long-term goals and short-term tasks, so that the collaborators
can understand them and can later make the appropriate individual modeling
decisions (see above).

2. So the decisive step of a human computation project is a successful finalization
of the basic process of social epistemology, as discussed in section “Aspects of
Social Epistemology”, leading to the acceptance of shared goal-values. Persons
focused too much on computation may easily overlook that.

Dividing a project into subprojects may, but need not weaken that require-
ment: Now shared goal-values are just needed for the subprojects. But some
people might deny contributing, because they do not share the goal-values of the
whole project (e.g. a pacifist might deny to contribute to a subproject of a mili-
tary project).

Once collaborators are found the computation phase of the project can start.
It may take various forms (see e.g. Quinn and Bederson 2011), which may use any
of the possible interconnections between individuals and their computers shown
in Fig. 3.

After data acquisition and data distribution, the decisive step is, of course, the
human evaluation of the data. Here the short term task of the human contributors is
to make modeling decisions, judging if data meet the goal-values of the project (e.g.
if pictures contain certain patterns, or data sets belong to a certain category, etc.). As
emphasized above, the quality of this step depends primarily on clarity of goal-
values, i.e. the preceding initiation phase. But it is important, too, that the collabora-
tors do not have any conflicts of interest, i.e. that no other competing long-term and
short-term goal-values influence them in their modeling decisions. So the success of
the project depends to a large degree on the precise consideration and crafting of
goal-values the collaborators can fully agree on. More on the importance of goal
setting, and its interrelation with motivation and task performance, can be found in
Locke’s and Lathan’s (1990, 2002) classic works on organizational psychology.

After the collection of the results from the collaborators questions of quality
control arise. Some evaluation of the results by the initiator must be performed to
check if the contributors acted as expected. Since computation is not directly avail-
able for obvious reasons, this can only be done indirectly, with approximate use of
computers, applying statistics, employing experts, or another round of human com-
putation. Anyway the understanding of the decisive individual modeling decisions
of the contributors remains vague. So the validity of results obtained using this
method remains in question.
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However the results may be aggregated in computer models. These models can
be confirmed with the usual options of repeated observations, observation of pre-
dicted states, and goal-orientated actions leading towards predicted goal-states.

Conclusion

Human computation projects are aiming at goal-values formulated by an initiator.
Their critical phase is the initiation, when collaborators have to be found to sub-
scribe to these goals. At that point clearness, specificity, and completeness are the
base for the future success. Unfortunately these are difficult to ensure and hardly to
measure.

So human computation projects are firmly intertwined in the loops which form
the core of individual and social epistemology, i.e. how to interact and communicate
with other individuals to make them decide for shared goal-values and cooperate
towards them. The results achieved in human computation depend on the success of
these processes.

If the results produced by human computation projects contribute to creating
further shared goal-values is still another question. That may happen, if these results
impress individuals because they show an important relation to their previous goal-
values (existential, long-term or short-term), so that they make new decisions for
goal-values, set new shared goal-values and start cooperating towards them. Of
course, that requires again running through the core processes of individual and
social epistemology. We can never escape these loops.

Given the experiences with the precise computer models of climate change, we
should not be overly optimistic that human computation projects will lead towards
new shared goal-values. All these climatological models predict a threat to the exis-
tential goal-values of all humans. But not even these threatening results have led to
widespread decisions for new goal-values among the endangered people. These
decisions always remain individual ones. We can try to influence them, as discussed
above, but we cannot directly activate the loops of individual and social epistemol-
ogy to achieve shared goal-values.
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Synthesis and Taxonomy of Human
Computation

Pietro Michelucci

Introduction

Human Computation is an emerging, multidisciplinary field spanning communities.
Broadly, it refers to human participation in computational systems and the informa-
tion and capabilities that arise from that. Beyond this general definition, however,
there is a tendency for multiple and sometimes conflicting perspectives, as well as
confusion. Therefore, this chapter seeks to characterize the conceptual space of
human computation by defining key terminology within an evolving taxonomy.

Previous efforts have sought to flesh out the conceptual space of human computa-
tion (Law and Von Ahn 2011) and related terminology (Quinn and Bederson 2011).
The present effort seeks to update this body of work in the context of new research
and broader multidisciplinary context.

Key Concepts

Two key concepts are described here that provide a context for interpreting
and understanding the definitions that follow.

Goals and Intentionality

Human computation (HC) systems are purposeful. They are driven by outcomes that
derive from individual behavior, such as enjoyment from playing a game (see Celino;
Ghosh; Sanfilippo et al., all this volume) or payment for completing a task (see Chandler
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et al., this volume). They are also driven by outcomes that derive from collective behav-
ior or interactions, such as the advancement of science that results from citizen science
projects (see Lintott, this volume). Furthermore, the locus of intentionality in human
computation systems may be individual or collective. For example, an individual may
launch a crowdsourcing campaign to satisfy a personal objective. Or a system’s behav-
ior may be driven by goals that are defined collaboratively by system participants.

Two related ideas emerge from this conceptual framing: emergent HC and engi-
neered HC. Emergent HC refers to systems in which collective behavior is a natural
consequence of individual behaviors; and may help inform a deeper understanding
of individual behaviors in the context of system dynamics. Engineered HC refers to
the notion of overtly creating a context in which the interaction of individuals within
will give rise to desired systemic behavior. Though the emergent/engineered dichot-
omy is being introduced in this volume, the underlying concept is relevant both to
understanding the scope of human computation and the relatedness of the terms that
follow. Estrada and Lawhead (this volume) introduce the related concepts of natu-
ral, stable, and disruptive human computation, which also seem to be useful con-
cepts for further partitioning the space of HC systems.

Computation = Information Processing

The relationship between computation and information processing has been a sub-
ject of some controversy. These terms have been differentiated on the basis of his-
torical usage in theoretical contexts (see Piccinini and Scarantino 2010). However,
the construal of computation as being equivalent to information processing seems to
best fit the practical context of human computation.

In HC, “computation” refers not just to numerical calculations or the implemen-
tation of an algorithm. It refers more generally to information processing. This defi-
nition intentionally embraces the broader spectrum of “computational”” contributions
that can be made by humans, including creativity, intuition, symbolic and logical
reasoning, abstraction, pattern recognition, and other forms of cognitive processing.
As computers themselves have become more capable over the years due to advances
in Al and machine learning techniques, we have broadened the definition of compu-
tation to accommodate those capabilities. Now, as we extend the notion of comput-
ing systems to include human agents, we similarly extend the notion of computation
to include a broader and more complex set of capabilities.

It is this sense of computation that is intended in the definitions that follow.

Key Terminology

This chapter seeks to define key terms, which have been selected on the basis of preva-
lence in the book and broad usage across sub-disciplines. These definitions derive from
prior work, lively collegial discourse, and the application of basic inference to a grow-
ing set of related concepts. It goes without saying that the meaning of terms evolves
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through usage. For maximal relevance herein, current popular usage as applied to the
study and practice of human computation exerts considerable bias on these definitions.
For this reason, you may discover that in some cases canonical meanings have been
deprecated. Given the diversity of the community, context-based usages, and dynamic
nature of the conceptual space in a rapidly growing field, it is unlikely that this set of
definitions will meet with unilateral agreement. However, this chapter seeks to repre-
sent the most common views and, in certain cases, multiple views when there are diver-
gent semantic tracks. For brevity of exposition, we do not belabor etymology, but
instead seek to provide the reader with an accessible point of reference.

Glossary

Term
Collective Action

Collective
Intelligence

Crowdsourcing

Distributed
Cognition/Collective
Cognition
Distributed
Intelligence

Distributed Problem
Solving

Distributed
Thinking

Human
Computation/
Distributed Human
Computation

Organismic
Computing

Definition

Human computation in which individual behaviors
contribute to a collective product that benefits all members
of the collective (see Novak, this volume).

A group’s ability to solve problems and the process by
which this occurs.

The distribution of tasks to a large group of individuals
via a flexible open call, in which individuals work at
their own pace until the task is completed (see Chandler,
this volume).

“The use of information technologies to make distributed
information processing by humans much more powerful,
focused and efficient” (see Heylighen, this volume).

The problem-solving capacity of distributed cognitive
systems (see Heylighen, this volume).

The application of massively distributed cognitive
systems to solving problems (see Greene and Thomas,
this volume).

The effective distribution and coordination of informa-
tion processing tasks among human computational
agents informed by cognitive architecture (see
Blumberg, this volume).

1. The design and analysis of multi-agent information
processing systems in which humans participate as
computational elements.

2. The subset of systems theory in which the systems
are composed of machines and humans connected by
communications networks.

Augmented human collaboration characterized by
shared sensing, collective reasoning, and coordinated
action (see Michelucci, this volume).
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Participatory The human-use of sensor-enhanced devices for spatially
Sensing distributed data collection, enabled by pervasive
computing (see Lathia, this volume).

Social Computing Information processing that occurs as a consequence of
human social interaction, usually assumed to occur in an
online medium. Note: there is some debate in the field
about how to classify systems in which behavior relies
upon social knowledge or judgment but does not involve
social interaction among participants.

Social Informatics/ The use of big data to understand social behavior (see

Social Network Lerman, this volume); in Social Network Analysis the

Analysis “big data” is presumed to originate from behavioral data
derived from technology-mediated social systems.

Superorganism 1. Individual organisms functioning together to support
the objectives of the collective (see Pavlic and Pratt, this
volume).

2. “A collection of agents which can act in concert
to produce phenomena governed by the collective”
(Kelly 1994).

Conclusion

This synthesis of key concepts in human computation is a snapshot. It is expected
that the usage of these terms and related concepts will evolve with the discipline.
Thus, this glossary should be revisited and refined by the community as necessary to
best support fluid communication and broad comprehension across sub-disciplines.
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Part I
Application Domains



Human Computation in the Wild

Haym Hirsh

One of the backbones of human society has been finding ways to organize human
labor to achieve desired outcomes. The advent of computing has allowed us to bring
to bear the ideas and tools of computing to this task, giving rise to what we are now
calling “human computation.” Unlike mechanical computers, which are sufficiently
developed and formalized that we can write down on paper an abstract representa-
tion of an algorithm and have reasonable expectations about its behavior, human
computation bottoms out at fallible, unpredictable people, and, at least at present, no
amount of talking or theorizing replaces the need to see what happens when you
pull people together in some new way in service of some human-computation-based
effort. We’re still in the early years of human computation, and our growing under-
standing of the field is occurring by people building real systems with real people
achieving real outcomes.

Furthermore, computing has also provided us a lens that reveals in hindsight that
the earliest examples of human computation predate computing, and gives us the
language for seeing these efforts in a new, more uniform “human computation” light.

e Britain’s 1714 Longitude Act established the Longitude Prize, giving a cash
prize to those advancing the technology of measuring a ship’s longitude while at
sea (Sobel 1995). This early example of the “competition” design pattern of
human computation, followed by such examples as (Masters and Delbecq 2008)
Sweden’s 1734 prize for a method for stopping the progress of fires, France’s
1775 Alkali Prize to produce alkali from sea salt, Napolean’s 1795 prize for pre-
serving food and 1810 prize for a flax spinning machine, 1833’s prize from the
Société d’encouragement pour I’industrie nationale for the invention of large-
scale commercial hydraulic turbines, 1852’s Guano Prize from the Royal
Agricultural Society of Britain for a fertilizer as effective as Peruvian guano, and
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the 1863 prize from the Phelan and Collender billiard ball company for a
non-ivory billiard ball anticipated today’s GoldCorp Challenge, Netflix
Challenge, Innocentive, TopCoder, and other examples that bring people together
to achieve outcomes through competition.

e The idea of partitioning a job into appropriately sequenced small pieces and dol-
ing the pieces out to multiple “micro-work” laborers can be found in how Alexis-
Claude Clairaut, Joseph-Jérome de Lalande, and Nicole-Reine Lepaute went
about computing the next arrival of Halley’s Comet in 1757 (Grier 2005). Similar
ideas can be found in Lewis Fry Richardson’s (1922) proposal for predicting
weather in “a large hall like a theatre” with tens of thousands of “computers”
(people) “at work upon the weather of the part of the map where each sits, but
each computer attends only to one equation or part of an equation” (Richardson
1922), and whose ideas can be found in the implementation of such a scheme
beginning in 1938 in the Mathematical Tables Project (Grier 2005). These pre-
date and still have lessons for the human computation systems such as Amazon
Mechanical Turk, which now allow us to write programs that call human labor as
subroutines in their work (Grier 2011).

* The “collection” design pattern of human computation harnesses a distributed
workforce to create the elements out of which some larger desired outcome is
assembled and is now found in myriad examples of human computation, from
Amazon reviews to citizen science. Its early origins can be seen in Friedrich W.A.
Argelander’s 1844 “Appeal to the Friends of Astronomy” for the organized
observation of variable stars by the world’s amateur astronomers; the
Smithsonian’s establishment in 1849 of the Meteorological Project that set up a
network of over 100 volunteer weather observers across the United States ulti-
mately giving rise to the US National Weather Service; the initiation in 1858 by
the Philological Society of what would become the Oxford English Dictionary
whose contents were based on the voluntary contributions of thousands of English
speakers (Winchester 2004); and Wells W. Cooke’s 1881 initiation of a project to
document the arrival and departure dates of migratory birds across the U.S., ulti-
mately encompassing thousands of volunteers and including a partnership with
the U.S. Lighthouse Board and the establishment of a reporting network of light-
house keepers across the country. Indeed, one could view the development of
scientific journals—initiated in 1665 with the creation of the French Journal des
scavans and the English Philosophical Transactions of the Royal Society—as
also reflecting the collection design pattern for human computation.

These examples each reflect a new way of thinking about how people can be
brought together to achieve desired outcomes, and, importantly, are largely inter-
twined with the technological innovations of their day, but yet they stayed frag-
mented through history until we had the framing of computation to let us see the
patterns and let them suggest new opportunities for the future. Indeed the following
section in this volume, called “Techniques and Modalities” (see Greene 2013), takes
this very approach in identifying and describing human computation design patterns
to enable their reuse.
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The vibrant development of human computation over the last few decades has
continued through the development of fielded systems that integrally involve peo-
ple, increasing the leverage we can gain by studying and learning from this growing
body of human computation applications. The goal of the chapters in this “applica-
tions” section of the handbook is to assemble a record of recent human computation
applications to help further drive our understanding of the field.

For example, the widespread access to computing and communications technol-
ogies has created a wave of human computation innovations in service of humani-
tarian aid and disaster response. Patrick Meier starts this section by presenting six
examples of human computation applications in this area over the period of 2010—
2013. In addition to documenting these wonderful examples of human computation
in the service of societal good, Meier also considers what we more general lessons
we can learn from them and identifies directions for the future that they suggest.

A second example arises in the medical sector, where human computation inno-
vations are changing the face of healthcare, often driven by the patients themselves
bypassing the traditional medical enterprise. Caring for one’s health, particularly in
the face of life-changing illness, continues to motivate those impacted by illness to
push the envelope of what technology and network-based social interaction can
achieve in health and medicine. Wicks and Little present a tour of some of the most
important human computation innovations taking place in the medical sector. Again,
importantly, they learn from this history of success to suggest what implications
these examples may have for the future.

A third example occurs as we attempt to get the diverse knowledge of our world
into computer-based form. Whereas the World Wide Web contains semi-structured
information largely crafted for human consumption, the goal of the Semantic Web
is to create a parallel infrastructure that stores information in ways that include
some sense of the meaning of the information in computer-manipulable form.
Getting vast amounts of semantically represented information in accurate, online
form requires massive effort. Simperl, Acosta, and Flock’s chapter provides a com-
prehensive survey of how people have built a range of human computation systems
to facilitate various facets of this work. Their chapter shows how different human
computation design patterns, particularly those of games-with-a-purpose and paid
micro-labor, have had particular traction in this domain. They also suggest direc-
tions for the future, especially in terms of going beyond the generation of new sys-
tems and instead reusing and coupling the different ideas developed thus far.

Three chapters in this section concern “citizen science,” the process of scientific
inquiry that in whole or part includes participants who are not professional scien-
tists and often have far more limited training than professional scientists. Lintott and
Reed present an overview of human computation in citizen science, especially from
the perspective of their work on Galaxy Zoo, which has hundreds of thousands of
participants and contributed new knowledge via dozens of scientific publications.
They furthermore document their insights arising from their generalizing beyond
Galaxy Zoo in the creation of the Zooniverse platform, which now includes dozens
of projects in domains ranging from astronomy to zoology, especially so as to be
able to scale to increasing numbers of people and use worker effort wisely, support
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open-ended investigation by participants, leverage complementary functionalities
of machine learning, and ultimately stay in tune with motivations and knowledge of
the people who participate in such projects.

Beal, Morrison, and Villegas complement such consideration of human compu-
tation in citizen science by also considering the learning opportunities that partici-
pation in such projects can provide. They focus on a case study, the Biosphere 2
Evapotranspiration Experiment, which brings middle and high school students to a
project studying the loss of water from soil and the leaves of vegetation while also
providing them with educational experiences in this domain.

In a series of related case studies, Lin et al. consider the application of distributed
human computation to the problem of search and discovery, and in particular,
toward the use of collective perception to find loosely-defined things. In this context
they discuss first their experiences in the “Expedition: Mongolia” project, in which
tens of thousands of participants contributed more than two million pieces of infor-
mation to detect archaeological anomalies within massive quantities of high-
resolution multi-spectral imaging data. They then describe subsequent related
efforts in disaster assessment and search and rescue. The chapter concludes with
tantalizing ideas about how to enhance the existing approach by tightly integrating
human inputs with machine learning methods.

The transformative opportunities for computing and communications technolo-
gies have not been lost on those in the creative arts, where numerous innovative
human computation ideas have been and are being explored. Rettberg’s chapter
provides an overview of key examples of human computation in electronic literature
and digital art. Moreover, Rettberg focuses on lessons that appear when human
computation is viewed from a digital literary perspective, especially in terms of the
statements they make about the relative roles of and relationship between comput-
ing and people. Rettberg also shows us that the end goal of some of these examples
of human computation are not be the direct outcome of their organized labor but
rather they are particularly designed to make a point, to serve as a meta-critique of
the values that may underlie human computation.

As we develop a greater number of human computation systems, gaining a better
understanding of their relative strengths and weaknesses—across different methods,
and in comparison to possible automated methods—grows in importance. Harris
and Srinivasan use the task of query refinement in information retrieval as a platform
to study the relative benefits of two forms of human computation: micro-labor mar-
kets and games-with-a-purpose. They show that for this task human computation
beats automation, and that games yield better results than micro-labor markets.

This section next presents three papers suggesting directions for future applica-
tions of human computation. First, Francois Bry presents an approach to credit risk
rating that turns not only to lenders but also debtors in assessing the risk faced in the
market. Purvis and Hardas next propose a human computation perspective on inno-
vation, formulating the network of people involved in innovation in a way that cap-
tures many of the social elements that people bring to bear within organized human
labor. Finally, Brambilla and Fraternali present a human computation perspective to
integrating social interaction and business process management, where social inter-
actions are treated as extensions to business process models.
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The section concludes with Thomsen’s provocative chapter that considers the
application of human computation to “wicked problems”—tasks that are so difficult
humans can’t determine if a proposed solution will solve the task. His goal is noth-
ing less than to seek the creation of human computation systems that solve problems
that could not otherwise be previously solved. His chapter discusses the various
characteristics that will be necessary to build applications capable of tackling
wicked problems with human computation.
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Human Computation for Disaster Response

Patrick Meier

Introduction

Disaster-affected communities are increasingly using social media to communicate
during major disasters. One consequence of this is the rise of Big (Crisis) Data.
Recent empirical studies reveal that a small but critical-and-growing fraction of
tweets posted during a disaster contain important information for disaster response.'
Finding the proverbial needle in this growing “haystack™ of crisis information has
rapidly become a major challenge for the international humanitarian community.
Social media use during Hurricane Sandy in 2012 produced a “haystack” of half-a-
million Instagram photos and 20 million tweets over just a few days. The year
before, over 300,000 tweets were posted every minute following Japan’s devastat-
ing earthquake and Tsunami. There are at least two ways to manage this volume and
velocity of data: (1) Artificial Intelligence and (2) Artificial Artificial Intelligence,
or Human Computation.? The purpose of this chapter is to analyze the use of human
computation for disaster response.

The chapter is structured as follows: the first section describes the use of human
computation in response to six major humanitarian crises: Haiti Earthquake (2010),
Libya Revolution (2011), Somali Crisis (2011), Hurricane Sandy (2012), Typhoon
Pablo (2012) and Mali Crisis (2013). The human computation technologies used to
support these disaster response efforts include CrowdCrafting, CrowdFlower,
Humanitarian OpenStreetMap’s Tasking Server, MapMill, Tomnod and Ushahidi.
The groups engaged in deploying and using these technologies include the Standby

!'See: “Debating the Value of Tweets for Disaster Response (Intelligently),” available online at:
http://iRevolution.net/2012/12/17/debating-tweets-disaster.

2See TEDx Talk on “Crowdsourcing and Advanced Computing,” available online at: http:/
iRevolution.net/2012/10/21/crowdsourcing-and-advanced-computing.

P. Meier (04)
Qatar Computing Research Institute (QCRI), Qatar Foundation
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Volunteer Task Force (SBTF), the Humanitarian OpenStreetMap Team (HOT), the
UN Office for the Coordination of Humanitarian Affairs (UN OCHA), the UN High
Commissioner for Refugees (UNHCR) and the US Federal Emergency Management
Agency (FEMA). The second section builds on these case studies to outline what
the future of human computation for disaster response will look like. This section
also highlights the use of mobile solutions, gamification and massively multiplayer
online games to process humanitarian microtasks. The chapter concludes with a call
to action—namely the launch of Big (Crisis) Data Philanthropy for Humanitarian
Response in order to grant humanitarian organizations full access to social media
data during major disasters.

Haiti Earthquake

Human computation was first used for disaster response following the devastating
earthquake that struck Port-au-Prince on January 12, 2010. Graduate students at
The Fletcher School (Tufts University) launched a live crisis map within hours of
the earthquake to document both the extent of the damage and the disaster-affected
population’s urgent needs.> This information was initially sourced from social
media such as Twitter and quickly complemented with reports from the mainstream
media. In order to cope with the extensive live coverage of the disaster, Fletcher
School students decided to crowdsource the real-time monitoring and processing of
several hundred online sources. Within days, several hundred volunteers from
Boston, Montreal, New York, London and Geneva answered the call. Together, they
manually triaged and geo-referenced over 1,500 reports that were mapped using the
Ushahidi platform. Ushahidi is a free and open source mapping software.

Several days after the earthquake, an SMS short code was set up and integrated
with the Ushahidi platform. This short code (4636) enabled anyone in Haiti to text
in his or her location and urgent needs.* Information about the short code was dis-
seminated via community radio stations in Haiti and via Haitian Diaspora news
channels. The team behind the Ushahidi software quickly developed a platform to
crowdsource the translation of incoming text messages since the vast majority of
these were written in Haitian Creole. Volunteers from the Haitian Diaspora were
recruited via social media. Together, they translated some 10,000 text messages dur-
ing the entire search and rescue phase. Two weeks later, the translation efforts were
relocated to Haiti thanks to a partnership with the microtasking company
CrowdFlower. This enabled Haitians to earn money for their translation work.

3See: “How Crisis Mapping Saved Lives in Haiti,” available online at: http:/newswatch.
nationalgeographic.com/2012/07/02/crisis-mapping-haiti.

“See: “Ushahidi and the Unprecedented Role of SMS in Disaster Response,” available online at:
http://iRevolution.net/2010/02/20/sms-disaster-response.
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These volunteer-based efforts in response to the Haiti Earthquake marked a
watershed moment for the international humanitarian community and the new field
of Humanitarian Technology. One first responder, the US Marine Corps, publicly
stated that the live crisis map enabled them to save hundreds of lives.’ Craig Fugate,
the Administrator of the US Federal Emergency Management Agency (FEMA),
referred to the crisis map as the most comprehensive and up-to-date information
available to the humanitarian community.® As a result of these efforts, the Fletcher
student who spearheaded the Haiti response proposed the launch of a global volun-
teer community for digital humanitarian response.” Together with several col-
leagues, he co-founded the Standby Volunteer Task Force (SBTF) in October 2010.
Today, the SBTF includes over 1,000 digital volunteers based in over 80 countries
around the world. Together, this award-winning network of pro-active volunteers
have managed some of the most important live crisis mapping operations that have
supported both humanitarian and human rights organizations over the past 3 years.®

Libya Revolution

One of the most important SBTF deployments remains the response to the Libya
Crisis. The United Nations Office for the Coordination of Humanitarian Affairs
(UN OCHA) officially activated the SBTF to request a live, crowdsourced social-
media crisis map of the escalating situation in the country.” The SBTF launched the
crisis map within an hour of the request. The volunteer network was able to do this
because they had designed specific criteria and workflows beforehand to manage
live crisis mapping requests. For example, the SBTF has specific activation criteria
that must be met by the activating organization. In addition, the SBTF is composed
of multiple teams each of which is responsible for the human computation of the
information processing cycle. For example, the Media Monitoring Team is respon-
sible for monitoring both social and mainstream media for the type of information
requested by the activating organization. The Geo-Location Team is tasked with
identifying the GPS coordinates for relevant reports identified by the Media
Monitoring Team. The Mapping Team adds the tagged reports to the crisis map
while the Analysis Team produces regular trends analyses.

3See: “How Crisis Mapping Saved Lives in Haiti,” available online at: http:/newswatch.

nationalgeographic.com/2012/07/02/crisis-mapping-haiti.

%See: “How Crisis Mapping Saved Lives in Haiti,” available online at: http://newswatch.

nationalgeographic.com/2012/07/02/crisis-mapping-haiti.
1

7See: “Standby Crisis Mappers Task Force: Apply Now!” available online at: http://iRevolution.

net/2010/09/26/crisis-mappers-task-force.

8 Standby Volunteer Task Force: http://blog.standbytaskforce.com.

?Libya Crisis Map Deployment 2011 Report, available online at: http://blog.standbytaskforce.
com/libya-crisis-map-report.
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Thanks to these pre-designed human computation workflows and the use of
Skype, SBTF volunteers were able to monitor well over 300 online sources and map
thousands of relevant reports for an entire month, maintaining live coverage of the
situation throughout. The fact that volunteers are also based in multiple time zones
also meant that the map was updated around the clock. Because OCHA did not
initially have any information officers on the ground in Libya and could obviously
not rely on Libyan state media for accurate information, the live social media crisis
map provided them with critical situational awareness during the early weeks of the
crisis. Moreover, “OCHA did not have the idle capacity to gather, verify and process
the enormous amount of available online information.”!” In an email to SBTV vol-
unteers, OCHA wrote “The dedication and professionalism of the Task Force is
commendable. Your efforts at tackling a difficult problem have definitely reduced
the information overload; sorting through the multitude of signals is no easy task.
The Task Force has given us an output that is manageable and digestible, which in
turn contributes to better situational awareness and decision making.”!!

Somali Crisis

“Having a real-time map complete with satellite photos, of where everyone is at any
one moment is almost as good as having your own helicopter.”!? The United Nations
High Commissioner for Refugees (UNHCR) was in desperate need of such a map
when the crisis in Somalia began to escalate in October 2011. A massive number of
people had been displaced to the “Afgooye Corridor” just West of Mogadishu due
to the worsening famine and Al Shabab’s terrorist activities. While UNHCR had a
couple estimates for the number of displaced individuals, they needed another way
to validate these estimates. Getting an accurate figure for the number of Internally
Displaced People (IDPs) is critical for disaster response. However, due to the vola-
tile security situation brought about by Al Shabab, humanitarian organizations
could not directly access IDPs in order to carry out on-the-ground surveys.

Live crisis maps, like helicopters, can provide a “bird’s eye view” of an unfold-
ing situation in real-time. So the SBTF recommended that UNHCR “take to the
skies” and use satellite imagery to estimate the number of IDPs in the “Afgooye
Corridor.” The SBTF partnered with the satellite-imagery provider DigitalGlobe
and Tomnod (c.f. Chapter by Luke Barrington) to microtask the analysis of satellite

10See: “The [unexpected] Impact of the Libya Crisis Map and the Standby Volunteer Task Force,”
available online at: http://blog.standbytaskforce.com/sbtf-libya-impact.

Libya Crisis Map Deployment 2011 Report, available online at: http://blog.standbytaskforce.
com/libya-crisis-map-report.

12See: “Maps, Activism and Technology: Check-In’s with a Purpose,” available online at: http:/
iRevolution.net/2011/02/05/check-ins-with-a-purpose.
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imagery of Somalia. Tomnod is a microtasking platform specifically designed for
the tagging satellite imagery. The imagery is sliced up into smaller pictures each of
which is then displayed to volunteers on the Tomnod platform. Users were asked to
tag any informal and permanent shelters they could see in each satellite image.
Within 120 h, volunteers created over a quarter million tags after analyzing close to
4,000 images.'* One of the advantages of microtasking platforms like Tomnod is the
built-in quality control mechanisms that ensure a relatively high quality of output
data. In the case of the Somalia project, each unique image was viewed by at least
three different volunteers. Only when there was consensus between three volunteers
vis-a-vis the type and location of a given shelter was that data point pushed to
UNHCR. This triangulation mechanism yielded a count of 47,000 shelters in the
Afgooye Corridor—a figure that the UN was able to use to estimate the approximate
number of IDPs in the area.

After the completion if this human computation project for disaster response, the
Deputy High Commissioner of UNHCR Alex Aleinikoff thanks SBTF volunteers
via video.'* The transcript: “[...] I’ve just learned about the wonderful work done by
the Standby Task Force which has permitted us to count shelters in the Afgooye
Corridor in Somalia through the volunteer work of folks like you around the world.
This is such a wonderful project for us it provides enormously important informa-
tion to UNHCR and helps to create a worldwide virtual community involved in
helping refugees and internally displaced people. So I salute you for your work and
for the time you have devoted to this project, it’s important to us, it’s important to
people who have been forced from their homes and who are trying to create a new
home and a new beginning, thank you.”

Hurricane Sandy

Hurricane Sandy caused extensive damage along the Northeastern United States in
October 2012. Within hours of the damage, the US Civil Air Patrol (CAP) flew a
number of aircraft along the coastline to capture very high-resolution aerial imagery
of the disaster-affected areas. According to a FEMA official working with Air Patrol
at the time, “CAP imagery is critical to our decision making as they are able to work
around some of the limitations with satellite imagery so that we can get an area of
where the worst damage is. Due to the size of this event there is an overwhelming
amount of imagery coming in, your assistance will be greatly appreciated and truly
aid in response efforts. Thank you all for your willingness to help.”

13See: “Crowdsourcing Satellite Imagery Analysis for UNHCR-Somalia: Latest Results,” available
online at: http://iRevolution.net/2011/11/09/crowdsourcing-unhcr-somalia-latest-results.

14See: “Thank You Video from UNHCR’s Deputy High Commissioner,” available online at: http://
blog.standbytaskforce.com/thank-you-video-from-unhcrs-deputy-high-commissioner.
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To rapidly analyze the tens thousands of pictures produced by CAP for damage
assessment purposes, the Humanitarian Open Street Map Team (HOT) team custom-
ized the MapMill platform to microtask the analysis of the imagery.” Volunteers
using MapMill would tag each picture as “OK” (no infrastructure damage), “Not
OK” (some damage) or “Bad” (significant damage). The result? Nearly 6,000 volun-
teers analyzed over 30,000 images within the first week and provided almost 150,000
damage assessments in that time. About half of these volunteers produced around
80,000 assessments in the first 48 h alone. On average, every image was tagged or
voted on 91 times. The resulting assessments were automatically shared with FEMA
via their public GeoPlatform.' FEMA subsequently launched a service for people to
type in their address and get the CAP image of their house or building.

The HOT network was launched shortly after the remarkable response carried
out by OpenStreetMap (OSM) volunteers following the devastating Haiti Earthquake
of 2010. Using aerial and satellite imagery provided by the World Bank, volunteers
traced the most detailed street map of Port-au-Prince ever created—and they did
this within a week. Some 700 volunteers made over 1.4 million edits to the map
during the first 30 days following the earthquake.'’

Typhoon Pablo

Typhoon Pablo devastated large regions of the Philippines in December 2012.
Twenty-four hours after the typhoon made landfall, the UN Office for the
Coordination of Humanitarian Affairs (OCHA) activated the Standby Volunteer
Task Force (SBTF) to assess the damage. OCHA requested that the multimedia
assessment be based on Twitter and the resulting analysis provided to the UN within
12 h. The SBTF partnered with the Qatar Computing Research Institute’s (QCRI)
Crisis Computing Team to collect over 20,000 tweets related to the Typhoon.'®
Next, the SBTF used the CrowdFlower microtasking platform previously employed
in response to the Haiti Earthquake. This time, CrowdFlower workers were paid to
rapidly identify all tweets that had links to either pictures or video footage. These
relevant tweets were then uploaded to the free and open source CrowdCrafting
microtasking platform where SBTF volunteers tagged each image and video if they
depicted evidence of damage. Volunteers also used CrowdCrafting to microtask the
geo-tagging of all relevant pictures and video footage. Twelve hours after OCHA’s
activation, the SBTF provided them with a detailed dataset of some 100

13See: “Crowdsourcing the Evaluation of Post-Sandy Building Damage Using Aerial Imagery,”
available online at: http://iRevolution.net/2012/11/01/crowdsourcing-sandy-building-damage.

1 http://fema.maps.arcgis.com.

17See: “OpenStreetMap in the First Month After the Haiti Quake,” available online at: http://www.
maploser.com/2010/09/06/openstreetmap-in-the-first-month-after-the-haiti-quake.

8QCRI is a member of the Qatar Foundation: http://www.qcri.com.
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georeferenced images and videos depicting the devastation resulting from Typhoon
Pablo.!” Note that like Tomnod, both CrowdFlower and CrowdCrafting also have
built-in quality control mechanisms.

The OCHA team in Geneva used this data to create an official UN crisis map of
the situation, which they immediately shared with their personnel in the Philippines.
The map was also used by the Government of the Philippines and several other UN
agencies. This crisis map of the typhoon was the first ever official UN information
product based entirely on social media content. Following this deployment, QCRI’s
Crisis Computing Team developed a way to automatically identify tweets that link
to pictures or videos. The SBTF plans to use this in future deployments to accelerate
the processing of tweets. This doesn’t mean that paid microtasking work has no role
to play in digital humanitarian response. Microtasking platforms like Amazon
Mechanical Turk and CrowdFlower have large, multinational and multi-lingual
global workforces that will continue to be relevant for disaster-response human
computation.

Mali Crisis

In January 2013, the Humanitarian OpenStreetMap Team (HOT) of volunteers
began to map the transportation infrastructure, buildings and populated areas of
Northern Mali to produce a basemap for humanitarian organizations monitoring the
humanitarian crisis in the country. The volunteer network carries out these mapping
assignments by tracing high (and low) resolution satellite imagery. Having access to
the resulting map is particularly important for humanitarian logistics—that is, the
delivery of goods and services to the disaster-affected population. This explains
why open access to satellite imagery (and indeed other relevant data) is so important
for disaster response. At the end of January, UN OCHA formally activated the HOT
network to encourage volunteers to continue their mapping efforts and also expand
them to include airports, health facilities, schools, water points, land use areas, etc.?°

To carry out this work, OpenStreetMap volunteers used their own customized
microtasking platform.?! This tool places a grid of cells on top of the area that needs
to be mapped. The platform can prioritize the microtasking work to focus on certain
cells if specific areas are of particular importance to humanitarian organizations.
For the Mali deployment, the HOT network traced roads, rivers, buildings, contour

See: “How the UN Used Social Media in Response to Typhoon Pablo (Updated),” available
onlineat: http://blog.standbytaskforce.com/how-the-un-used-social-media-in-response-to-typhoon-
pablo-updated.

2 See: “Mali Activation,” available online at: http://hot.openstreetmap.org/updates/2013-02-01_
Mali_Activation.

2ISee: “Open Street Map’s New Micro-Tasking Platform for Satellite Imagery Tracing,” available
online at: http://iRevolution.net/2011/09/07/osm-micro-tasking.
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of residential areas, water wells, health services and other points of interest.?? At the
time of writing, over 700,000 points had been added to the OSM database over a
6-week period. Each mapped object—such as a well or house—is represented by
one or many points that trace the outline of said object.

The Future

As William Gibson famously noted, “The future is already here—it’s just not evenly
distributed.” To get a glimpse of what the future holds for the use of human compu-
tation in disaster response, one should look back 2 years at the launch of
SyriaTracker.”® The project combines crowdsourced human intelligence with auto-
mated data mining in order to collect relevant information on the crimes and atroci-
ties committed in Syria. The team behind SyriaTracker (all volunteers) use
crowdsourcing to collect on the ground eyewitness accounts via email and Twitter.
In addition, they repurposed Harvard University’s HealthMap, which used data
mining for rapid digital disease detection. SyriaTracker customized the platform to
automatically monitor human rights violations in Syria by mining over 20,000
English-based sources of news that regularly cover the crisis. The team cross-
references and triangulates the crowdsourced reports with the data mining results in
an attempt to further verify the accuracy of the collected information. The US
Agency for International Aid (USAID), the Office of US Foreign Disaster Assistance
(OFDA) and several other agencies are making direct use of the SyriaTracker data
in their own official crisis maps of Syria.?*

SyriaTracker is the longest running crisis map ever. Why? Because the project is
powered by human computation and data mining. Keeping this map up to date using
volunteer-based human computation alone would be a Herculean task. Recall the
“haystack” of half-a-million Instagram photos and 20 million tweets posted during
Hurricane Sandy. Microtasking is no match for this volume and velocity of Big
Crisis Data. Advanced computing techniques such as Artificial Intelligence and
Machine Learning are needed to build hybrid approaches that combine the power
of the crowd with the speed and scalability of automated algorithms.® QCRI is
developing just such a system, a Twitter Dashboard for Disaster Response.?

22 See: http://tasks.hotosm.org/#all/Mali.

2 See: “Crisis Mapping Syria: Automated Data Mining and Crowdsourced Human Intelligence,”
available online at: http://iRevolution.net/2012/03/25/crisis-mapping-syria.

2 See: “Why USAID’s Crisis Map of Syria is So Unique,” available online at: http://irevolution.
net/2012/11/27/usaid-crisis-map-syria.

See TEDx Talk on “Crowdsourcing and Advanced Computing,” available online at: http:/
iRevolution.net/2012/10/21/crowdsourcing-and-advanced-computing.

2 See: “Update: Twitter Dashboard for Disaster Response,” available online at: http://iRevolution.
net/2013/02/11/update-twitter-dashboard.
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The platform enables users such as professional humanitarians to create their own
automated classifier on the fly. A classifier is an algorithm that automatically classi-
fies information. For example, if an earthquake were to strike Indonesia, OCHA
could create a classifier to automatically detect tweets referring to infrastructure
damage. Of course, the algorithm will not accurately tag all tweets, but the use of
machine learning will ensure that the classifier improves over time, i.e., learns from
its mistakes thanks to human supervision. To create these classifiers on the fly
requires the use of microtasking—hence the importance a hybrid approach for
disaster response.

The human computation component for disaster response still requires consider-
able improvement, however. Microtasking needs to become “Smart Microtasking,”
which means a system that adapts to the skill set of its users. For example, a user
that is particularly adept at geo-tagging should be assigned such tasks whereas a
user that is more efficient at the categorization of messages as health, shelter, food,
etc., should be given those tasks. These “Smart Microtasking” solutions also need
to have mobile solutions—that is, they must be easily accessible via smart phone
app. In terms of interface, whether web-based or mobile-based, the microtasking
platforms used for disaster response have thus far been devoid of any gamification
features. This stands in stark contrast to other microtasking projects in the area of
citizen science. Zooniverse, for example, has mastered the development of gamified
microtasking platforms, which explains why they have hundreds of thousands of
users (See Chapter by Chris Lintott). But Zooniverse’s expertise and savoir faire
has yet to crossover into the humanitarian space.

Lastly, there is huge untapped potential in leveraging the “cognitive surplus”
available in massively multiplayer online games to process humanitarian microtasks
during disasters.”’” The online game “League of Legends,” for example, has 32 mil-
lion players every month and three million on any given day.?® Over 1 billion hours
are spent playing League of Legends every month. Riot Games, the company behind
League of Legends is even paying salaries to select League of Legend players. Now
imagine if users of the game were given the option of completing microtasks in
order to acquire additional virtual currency, which can buy better weapons, armor,
etc. Imagine further if users were required to complete a microtask in order to pass
to the next level of the game. Hundreds of millions of humanitarian microtasks
could be embedded in massively multiplayer online games and instantaneously
completed. Maybe the day will come when kids whose parents tell them to get off
their computer game and do their homework will turn around and say: “Not now,
Dad! I'm microtasking crisis information to help save lives in Haiti!”

?7See: “Using Massive Multiplayer Games to Turksource Crisis Information,” available online at:
http://iRevolution.net/2010/03/24/games-to-turksource.

8 See: “League of Legends Bigger Than Wow, More Daily Players Than Call of Duty,” available
onlineat:http://www.forbes.com/sites/jasonevangelho/2012/10/12/league-of-legends-bigger-than-wow-
more-daily-players-than-call-of-duty.
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Conclusion

Human computation has already played an invaluable role in disaster response. The
future, however, belongs to hybrid methodologies that combine human computation
with advanced computing. The success of these next-generation humanitarian tech-
nologies depends on a number of critical factors. The first is the availability of the
data. Twitter’s Terms of Service (ToS) restricts the number of downloadable tweets
per day to a few thousand. Compare this with the 20 million tweets posted during
Hurricane Sandy. Accessing the full Twitter Firehose of ~450 million daily tweets
is prohibitively expensive. A possible solution? Big (Crisis) Data Philanthropy for
Disaster Response.?’ Data philanthropy involves companies sharing proprietary
datasets for social good. Call it Corporate Social Responsibility (CRS) for digital
humanitarian response. Companies in this Data Philanthropy club would benefit
from the publicity of supporting these positive and highly visible efforts. More
importantly, their support would help to save lives. All that is needed is an agreed
set of protocols that would provide humanitarian organizations with temporary
emergency access to Big Crisis Data. The time to act is now. Both UN Secretary
General Ban Ki Moon and UN Under-Secretary General for Humanitarian Affairs
Valerie Amos have demonstrated the political will to have the humanitarian industry
join the digital age. What we need now is the corporate will from Twitter and com-
panies others to help save lives during the next major humanitarian disaster.

¥ See: “Big Data Philanthropy for Humanitarian Response,” available online at: http://iRevolution.
net/2012/06/04/big-data-philanthropy-for-humanitarian-response.
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The Virtuous Circle of the Quantified Self:
A Human Computational Approach
to Improved Health Outcomes

Paul Wicks and Max Little

“What I've found to be most amazing about these forums thus
far is the ability of patients to identify common side effects,
Sformulate solutions, test them, and confirm their general
efficacy all in a matter of days, when it would take researchers
weeks or even months to generate the same knowledge.”—
Patient with ALS discussing potential treatments on the forum of
the ALS Therapy Development Institute (ALSTDI, www.als.net)

Introduction

Until recently, medical data was hand-written, inconsistently recorded, difficult to
exchange between medical systems, and inaccessible to the patients it was written
about. With the advent of electronic health records, disease registries, and patient
portals, this state of affairs is changing rapidly. The nature of medical data collected
is changing too, from a trained professional’s observations of signs and symptoms
to more objective measurement such as blood tests, genomic scans, imaging data, or
even sensor data from medical devices. Patient self-report is also taking an increas-
ingly prominent role as regulators and payers grant increasing authority to the
experience of the patient (Basch et al. 2012).

The fact that data is held about a person is hardly new; governments, banks,
insurers, and retailers have been collecting civic, financial, and behavioural data
about us for a long time. But medical data has some unique attributes: of extreme
local importance, it’s considered highly private (often stigmatizing), can have high
financial value, and when inaccurate has severe consequences.
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In the past decade, what was once a collection of dry, static observations silo’d
away in a filing cabinet are now dynamic, interactive and fluid data that are percep-
tible, correctable, and influential on the behavior of the data’s subject: the patient.
That’s because the real revolution of digital health data is that patients increasingly
have the potential to see, generate, share, interpret, and alter their own data—
“Nothing about me without me”. Through technology and crowd sourcing, patients
will increasingly gain the power to analyse data about themselves too, with the aim
of creating value not only for themselves but also other patients like them. The tan-
talizing promise is not just that the cure to their disease may lie in their data but that
they themselves might be the ones that discover it. In a world of crowd sourced
medical computation, who cures cancer? We all do.

Patients Go Online

People with serious illnesses have been using the Internet to connect for a long time.
Howard Rheingold documents an experience from 1986 when his young daughter
was bitten by a tick that they weren’t sure how to remove. It was late at night, and
while his wife left a message at the pediatrician’s he was able to log in to virtual
community the “The WELL” and get the medical advice he needed before the pedia-
trician’s office had even returned his wife’s phone call (Rheingold 1993). One of the
first online communities, the WELL was created by “Whole Earth Catalog” (WEC)
founder Stewart Brand a year earlier and brought a technological platform to the
1960s counter-cultural tendencies originally nurtured by that group, such as distrust
of authority, emphasis on do-it-yourself “tools”, and the sharing of information.

As access to the Internet widened in the 1990s, increasing numbers of patients
diagnosed with serious conditions (and their caregivers) took to the Internet to learn
about their disease, connect with other patients, and share their experiences (Lester
et al. 2004). Discussion groups with similar ground rules to The WELL flourished
on pre-Web systems such as USENET, Compuserve and even email list-servs that
allowed patients to organize under the banners of their diagnoses. Such patient
groups typically preceded the adoption of the Internet by the “official” disease non-
profits or health professionals by many years. In 1993, one group of researchers at
Massachusetts General Hospital (MGH) surveyed the fragmented nature of the
online field and attempted to address this divide by building a safe, moderated envi-
ronment for people with neurological disorders to meet and communicate. The
website’s name was “BrainTalk” and it became an online home to tens of thousands
of patients, a model for smaller disease-specific communities, and one of the first
communities about which papers were written in the peer-reviewed scientific litera-
ture (Lester et al. 2004).

The technology of the day permitted systems like BrainTalk to operate as “bul-
letin boards” or “forums”, less technically sophisticated than the social networks of
today, but with rich narrative content and a strong sense of community. A member
could register with an email address, pick a username to anonymise themselves, and
enter key demographics such as age, sex, location, and diagnoses. Forum tools
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allowed patients to post new conversation “threads” and reply to these asynchro-
nously at any time, but the fora were generally open to non-registered readers too,
known as “lurkers”.

In parallel to these neurologically focused message boards, caregiver activist
Gilles Frydman founded the Association of Online Cancer Resources (ACOR) in
1995 for patients diagnosed with cancer. By creating over 200 support groups for
patients with each of the specific subtypes of cancer and using the ubiquitous medium
of email, ACOR has gone on to serve over 600,000 patients and caregivers.

Throughout the 1990s ACOR and other online health boards rapidly gained an
international following, with topics on BrainTalk ranging from getting a diagnosis,
how to communicate with healthcare professionals, tips to cope better with disease,
and even alternative medicines (Lester et al. 2004). Anonymity was prevalent, which
served to protect patients from identification but also made it difficult to verify who
you were actually talking to. Healthcare professionals often lurked silently on com-
munities like ACOR or BrainTalk, but for reasons of professional liability rarely
chose to participate in discussions. Patients however, held no such reservations and
shared crucial treatment tips with one another. For instance members of the epilepsy
community on BrainTalk shared tips on clever ways to “hack” their daily doses of
medication to be used to interrupt an ongoing seizure by grinding them up and
administering the solution as a liquid to halt the ongoing damage of a severe seizure.
Belatedly, professional bodies such as the American Medical Association (AMA)
have recently produced “social media policies” that lay out the ground rules for how
medical professionals could (if they desire) become a real part of such communities,
(Policy 2011) but unfortunately the 20 year latency has not helped to foster online
links between clinicians and patients. Left to their own devices, patients have taken
up greater responsibility for their own care and that of their fellows.

When I talk to my doctor, I hear myself asking questions that my online ‘family’ needs to
know. It’s as if all these other people—the members of my group—are asking questions
through me. And whatever answers I hear from my doctor, I know I’ll share with them on
line.—Anonymous BrainTalk patient (Lester et al. 2004)

Early research literature focusing on the Internet was particularly concerned with
the potential for poor and misleading information gathered online. However, thor-
ough quantitative assessments from the BrainTalk group showed the actual level of
misinformation was low: less than 6 % of forum posts on an open forum (Hoch et al.
1999). Others proposed theoretical harms that could result too, such as misunder-
standing caused by the limited nonverbal cues available to participants, excessive
dependence on a support group, emotional distress caused by reading “triggering”
materials, breach of confidentiality, premature intimacy, excessive emotional inten-
sity, and potentially unsafe relationships (Waldron et al. 2000). By contrast,
Eysenbach suggested that researchers’ focus on negative aspects of online commu-
nities and discussion of potential rather than recorded harms risked obscuring the
potential benefits of such tools (Eysenbach 2003), and it is worth noting that all the
potential harms noted above are just as feasible in an offline support group. From
the perspective of BrainTalk patients for instance, few patients felt that inaccurate
information affected them and the forums met an unmet need caused by the inability
of health-care providers to answer questions or provide relevant information
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(Hoch and Ferguson 2005). Relative to the commonplace harms visited upon
patients in a hospital setting, for instance, the number of recorded cases of serious
harm arising from patients using the Internet have been low (Crocco et al. 2002),
though some subgroups such as those with mood disorders (Bessiere et al. 2010) or
eating disorders might be particularly vulnerable (Rouleau and von Ranson 2011).

While much of the progress in online communities appeared to have passed
unnoticed by much of the medical profession during this period, a small cadre of
clinicians, researchers, and activists calling themselves the “e-patient scholars”
sought to redress the balance. In what became a manifesto, BrainTalk’s director
(and former medical editor of the Whole Earth Catalog) Dr. Tom Ferguson described
an “e-patient” as one who is not just “electronic” but also equipped, enabled,
empowered, and engaged in their own health care (Ferguson 2007). In a white paper
completed posthumously after Dr. Ferguson lost his battle with multiple myeloma,
the e-patient scholars laid out their anthropology of “citizens with health concerns
who use the Internet as a health resource, studying up on their own disease... find-
ing better treatment centers and insisting on better care, providing other patients
with invaluable medical assistance and support, and increasingly serving as impor-
tant collaborators and advisors for their clinicians.”(Ferguson 2007)

In their white paper, Ferguson and his team lay out a number of startling anec-
dotes where patients interacting over the web were able to diagnose rare disease,
avoid iatrogenic harms from the medical establishment, and support one another to
plug gaps in the medical system (Ferguson 2007). While on an individual basis
these stories were important, a constant refrain echoed from the traditional medical
establishment: “The plural of anecdote is not data”.

Patient Communities for Conducting Research:
Early Opportunities and Limitations

From a human computation perspective this represented the greatest limitation of
such systems at the time; forum posts were just stories—incomputable, subject to
bias, dramatic license, or even outright confabulation. For the newly diagnosed
patient (or “newbie”), entering such communities could be an overwhelming expe-
rience, with each forum having its own myriad social ties and histories, and each
individual member having a rich offline history, only some of which was reflected
online and could be hard to wade through. For instance an experienced forum mem-
ber on BrainTalk might have tens of thousands of forum posts, and coming to under-
stand where they were coming from on a given issue might require hours of reading.
Therefore as they grew in scale, understanding narrative text risked becoming an
inherently un-scalable proposition.

From the early online researcher’s perspective, in the absence of modern tech-
niques such as natural language processing, much of the existing textual informa-
tion archived was unusable by researchers due to its sheer volume. Furthermore the
unique nature of online interactions with its slang, emoticons, and hyperlinks didn’t
lend itself to existing forms of discourse analysis, never mind the ethical issues of
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conducting research as a “lurker”. However two types of researchers that embraced
online methods were able to quickly collect data in a scientifically rigorous frame-
work; qualitative health services researchers and survey researchers.

For instance, in 2006 qualitative content analysis of over 5,200 email messages
in ten ACOR lists was used to identified key themes and outcomes related to partici-
pation in the system (Michael Bowling et al. 2006). Like Ferguson’s analysis of
Braintalk and other sites, users of ACOR offered one another information about
treatments, provided emotional support, advised one another on interacting with
medical professionals, and offered many strategies for active coping (Meier et al.
2007). In 2005, oncology researchers created an online structured survey of fatigue
and quality of life for patients with cancer of the bone marrow and were able to
rapidly recruit a sample of over a thousand individuals through the ACOR mailing
lists to validate their instrument (Mesa et al. 2007). This became a highly cited
paper in the field including references in clinical trial designs and the development
of new patient reported outcomes. Challenges from that era remain relevant today,
however, such as the difficulty of calculating an accurate response rate and thereby
accounting for response bias (Michael Bowling et al. 2006).

Although early days, credible scientific researchers were now successfully
applying formal methods to extract useful data from content that had been previ-
ously construed as “purely anecdotal” or the purview of “internet users with too
much time on their hands”. To really take off as a research tool, however, the early
online patient communities would have to find a way to maintain the benefit of tex-
tual narrative, strong relationships, emoticons, and hyperlinks, but also to support
these with the objective data with which researcher were more familiar. Websites
that patients found useful lacked credibility to researchers because they relied on
“anecdote” or unsystematic clinical observations, which sit at the bottom of the
pyramid of medical evidence for treatment decision making (Guyatt et al. 2000). In
the layers above this are physiologic studies, observational studies (and systematic
reviews thereof), randomized controlled trial (and systematic reviews thereof), and
at the top of the pyramid the “N of 1 randomized trial” (Gabler et al. 2011). In order
to climb the pyramid, online communities would take advantage of two converging
technological trends: increased patient access to electronic medical records (EMRs),
and the burgeoning availability of collaborative “Web 2.0” technologies that
upgraded the level of measurement accessible to patients.

From Sharing Anecdotes to Controlling Their Data

Gimme my damn data; it’s all about me so it’s mine—E-Patient Dave

The traditional doctor’s office visit involves the creation of structured data (the
medical notes) from unstructured anecdote (the medical history). Historically, med-
ical notes have served as an aide memoire for clinicians and a means of record keep-
ing and communication with colleagues, but were never intended to be read by
patients. The advent of electronic medical records (EMRs) means that barriers for
patients to access them are lowering rapidly. Systems such as “My HealtheVet”



110 P. Wicks and M. Little

within the Veteran’s Administration (VA) have shown that most patients (84 %) find
accessing their records useful, and about half felt it improved their communication
with their healthcare provider (Nazi et al. 2013). While patients have been enthusi-
astic, physicians have shown less support and focused more on the potential for
problems such as increasing their workload or changing how they would document
things in the record (Ross et al. 2005). Within the United States, resistance is likely
to be overcome to some extent by the Health Information Technology for Economic
and Clinical Health (HITECH) act of 2009, which offers financial incentives to
physicians that offer “meaningful” use of EMRSs to their patients (Jha 2010). Such
incentives may be needed to conquer institutional inertia; within the VA pilot, only
6 % of doctors had told their patients about the system (Nazi et al. 2013), and so
widespread adoption will require continuous encouragement.

Some early patient adopters found individual benefits from their EMRs (with
data managed by health providers) or personal health records (PHRs, with data con-
trolled by patients, sometimes using imported health provider data). For example the
now famous case of “E-patient Dave” started when cancer patient Dave deBronkart
downloaded all of his medical records into the now defunct “Google Health”. What
he found was disturbing: incorrect dates, missing diagnoses, misdiagnoses, and
most disturbingly of all, no mention of his allergy to steroids (deBronkart 2009).
When it comes to research, scientists might do well to heed E-patient Dave’s words
of warning, but also his call to arms at TEDx Maastrict: “Let patients help”.

Patient, Know Thyself

In medical measurement, the ability of objective tools and measures to circumvent
biases of human perception makes them preferred data sources wherever possible.
However they require trained professionals with sophisticated equipment, and
despite medical advances many conditions lack objective measures. In such cases,
subjective measures may be applicable, though they are inevitably less reliable,
repeatable, or sensitive.

A typical subjective clinician-lead tool is the clinical symptom assessment, which
manifests as an interview between doctor and patient. For a wide range of illnesses,
standardized measurement scales have been devised, often with accompanying
training to ensure a level of consistency across clinical staff. Such measurements are
the mainstay of many clinical approaches to studying and managing serious, chronic
or progressive illnesses. The biggest limitations of clinical symptom reporting are
that they are resource intensive (relying on expensive staff) and cannot be done fre-
quently enough: typically, that means once or only a few times each year.

Another source of subjective data derives from the patient’s perspective, unguided
by a clinician such as a symptom diary or a patient-reported outcome questionnaire.
Symptom diaries might be prescribed by clinicians managing a chronic asthma
patient, for example, as a tool to tease out particularly complex interactions between
environment, behaviour and disorder, which occur primarily outside of the care
environment. Individually, symptom diaries may allow individuals to pinpoint
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behaviours or circumstances that precipitate worsening symptoms and at a group
level became increasingly recognized as potentially valuable in clinical trials
(Santanello et al. 1997). One significant limitation of these tools (particularly when
completed on paper) is the “parking lot effect” which finds less diligent patients
scrambling to complete their assigned homework in the minutes just before their
next clinic visit (Stone et al. 2003).

Keeping with the topic of patient-reported measures, self-report questionnaires
have historically been common in psychiatry, where a patient’s own thoughts are the
most reliable predictor of outcomes. Measures such as the Beck Depression Inventory
(Beck et al. 1961), developed in the 1960s differed from earlier psychiatry models in
that they took the patient’s direct experience (and even the terminology they used for
symptoms) and quantified them through simple scoring systems that mapped to theo-
retical models of disease (such as anhedonia, negative self cognitions, and somatic
symptoms in the case of depression). Outside of psychiatry, self-report gained increas-
ing prominence in the late 1980s as measures of “health-related quality of life” was
increasingly recognized as an important adjunct to objective measures (Tarlov and
Trust 1989) in conditions like human immunodeficiency virus (HIV) or cancer.

More recently a broader range of generic and disease-specific questionnaires
have been developed, called “patient reported outcomes” (PROs), which have raised
to a standard of reliability where appropriately developed (Food US. Drug
Administration 2009) self-report questionnaires are increasingly used as endpoints
in trials (Basch 2012), and indeed these tools have come to form a core feature of
the next generation of online tools for medical human computation. Crucially, they
provide patients themselves with access to the same standard of measurement as has
traditionally been available only to medical professionals. This wider distribution of
self-made and shareable tools would have been welcomed by the founders of the
Whole Earth Catalog and has recently formed the basis for a more disruptive
approach to computing outcomes in medicine: finally, we can let patients help.

Medicine 2.0

The Internet loves a buzzword, and in 2004 the term “Web 2.0” was coined to
describe the plethora of Internet sites that allowed users (rather than central
authorities) to collaborate and contribute dynamic (rather than static) user-gener-
ated content in entertainment (e.g. YouTube), photography (e.g. Flickr), knowl-
edge (e.g. Wikipedia), and even friendship (E.g. Facebook) (Van De Belt et al.
2010). “Medicine 2.0” (or “Health 2.0”) refers to the use of these Web 2.0
technologies (and philosophies) to increase patient participation and empower-
ment through the use of new information and communications technologies
(with or without professional involvement), using social networking to develop a
new type of health care collaboratively through more effective use of medical data
(Van De Belt et al. 2010).

One community that exemplifies this movement is the website PatientsLikeMe.
The company was founded in 2004 by brothers Ben and Jamie Heywood to help
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Fig. 1 Patient profile of the inspiration for PatientsLikeMe, Stephen Heywood

find creative solutions for their brother Stephen Heywood, who was diagnosed with
amyotrophic lateral sclerosis (ALS) aged just 29. A family of MIT graduates, they
partnered with their friend Jeff Cole to create a site that took the scientific rigor of a
clinical trial and matched it with the personal connectivity of an online dating site.
Based near their alma mater in Cambridge Massachusetts and opened in 2006, the
online ALS community had features of the older online communities like Braintalk
such as a forum, but focused on structured, rather than unstructured data. ALS
patients could enter their own PRO, the ALS Functional Rating Scale (Revised)
(Cedarbaum et al. 1999), which was widely used in clinical trial research but not
normally available to patients. Not only did they make it available but they helped
patients to graph their displays visually over time, with the declining slope of their
ALSFRS-R score profiled against the relative rates of decline of every other patient
“like them” in the system (see Fig. 1). In addition, every member who completed
this PRO was given a virtual avatar to represent them, known as the “stickman”,
which boiled down the technical questions of the ALSFRS-R into an easily
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understood set of iconography colour coded from green (an unaffected body region)
to red (severe disability). Therefore a patient with severe problems speaking and
swallowing (red head on their stickman) but who was still able to walk, breathe, and
self-care (green legs, chest, and arms) would be able to quickly scan through the list
of other patients and so quickly find a “patient like me”.

Virtuous Circle

By using these newly acquired PRO tools to upgrade their level of data collection
from anecdotal to observational, patients set a new benchmark in elevating their
discourse to become closer to that of traditional health researchers. Learning more
about themselves through PROs and visualization tools yielded benefits too, illus-
trated as a “virtuous circle” in Fig. 2. This diagram outlines the ways in which
patients on PatientsLikeMe can not only track their progress with medical data, but
use this data to connect with other patients who are most like them; they don’t just
have to listen to whoever is chattiest in the forum or logged on most recently, they
could search for another ALS patients who was young at their age of onset, who
lives in Massachusetts, or who had tried baclofen for stiffness. Tools which were
unavailable even in the most advanced ALS clinic in the world were now in the
hands of patients to collect their own data, form their own hypotheses, and eventually,
develop their own research.
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Fig. 2 The “virtuous cycle” of shared human computation underlying PatientsLikeMe
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Even without the desire to personally conduct their own human computation
work, the site encouraged the interplay between the provision of social support in
creating machine-readable data, and encouraged members to donate this data
towards aggregated reports which allow members to see themselves in the context
of, say, everyone else taking the same drug as them along with the side effects and
dosage range (Fig. 3) or experiencing the same symptom including the severity and
treatment options (Fig. 4).

Preliminary evidence for the virtuous cycle comes from two self-reported sur-
veys in the peer-reviewed literature. The first was conducted in six communities
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Fig.4 Symptom report for stiffness and spasticity among ALS patients including perceived sever-
ity, recommended treatments, individual reports, and relevant forum-based discussions

(ALS, MS, Parkinson’s disease, HIV, fibromyalgia, and mood disorders), and iden-
tified a number of perceived benefits to those engaged in the circle (Wicks et al.
2010). More than half of patients responding (57 %) found PatientsLikeMe to be
helpful for understanding the side effects of treatments—in part because rather than
the flat list of alphabetically listed side effects identified in trials that are reported in
the prescribing information, the data available to patients comes from other patients
like them, filtered through their unique experience but aggregated through visual-
ization (Fig. 3). Most patients (72 %) reported value in using the system to learn
about symptoms they experienced (Fig. 4)—by allowing patients not only to
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(Reproduced with permission from Wicks et al. 2012)

longitudinally track their own symptoms but also to use powerful search tools to
help find and connect to other patients with similar experiences in order to learn
from them. Perhaps most encouraging of all, a substantial minority (42 %) reported
being more involved in their treatment decisions as a result of their use of the system
and most patients (66 %) reported their healthcare professional team were support-
ive of their use of PatientsLikeMe.

One question arising from this study was the degree to which these benefits were
only really accruing to those who engaged more deeply in the system, and therefore
the cycle. A second study was created to replicate the original study in a newer com-
munity, epilepsy, and to build in an additional hypothesis to test whether the degree
of social involvement was relevant. Within the epilepsy community a number of
similar benefits were reported in terms of observations about treatments, symptoms,
and management of their condition, as well as some intriguing condition-specific
benefits which have triggered further study; 30 % of users felt they got better care
as a result of using PatientsLikeMe, 27 % improved their medication compliance,
27 % reported reduced treatment side effects, 18 % felt they needed fewer ER visits,
and 17 % reported that specifically from interacting with the site they had sought
out an epilepsy specialist (Wicks et al. 2012). The epilepsy study also shed further
light on the role of peer interaction in use of the site. In constructing a score of
potential benefits experienced by epilepsy users, ranging from 0O to 20, the most
predictive variable (even accounting for number of logins) was the number of social
ties that a given patient had with other patients on the website (Fig. 5). Importantly
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then, it is not just the presence of data-tracking tools or even aggregated reports that
was key in providing energy to the virtuous circle—it was interaction and engage-
ment with other human actors who could interpret, contextualize, and help to syn-
thesize diverse sets of data to address specific challenges. The authors referred to
this finding as “a dose-effect curve for friendship”. This finding is current being
explored further in a more formal setting in collaboration with the Epilepsy Centers
of Excellence (ECOE) of the VA.

Accelerating Research Through Human Medical Data
Sharing

Since the site’s early days, the PatientsLikeMe team included a number of scientists
who worked alone and in harmony with external collaborators to begin climbing the
pyramid of scientific credibility that could be achieved on the platform. An early
study drew upon the experience of forum members experiencing a highly unusual
symptom; uncontrolled outbursts of yawning—dozens, even hundreds of times per
day, which in patients with a weakened jaw muscle due to the atrophy of ALS could
become painfully dislocated. In response, the PatientsLikeMe team added a symp-
tom “excessive yawning” to their standard battery of items and within a matter of
weeks gathered data from 539 ALS patients and published the results, their first
scientific output in a peer-reviewed article (Wicks 2007). By contrast, in prior studies
using paper-and-pencil based methods it had taken a year’s solid recruitment efforts
just to recruit 104 patients from the largest ALS center in Europe (Wicks et al. 2007).

While “building a better mousetrap” for observational research was somewhat
gratifying, the unique nature of online communities to enable human computation
would help the team not only climb the credibility pyramid, but bring new entrants
to participate. Cathy Wolf is a quadriplegic psychologist, writer, and poet who has
lived with ALS for 17 years, and is only able to communicate via advanced tech-
nologies such as muscle sensors, eye gaze trackers, and even brain-computer inter-
faces. One day, as she used PatientsLikeMe to measure her decline in function on
the ALSFRS-R scale, she scored a zero and realized that as far as researchers were
concerned, she’d “bottomed out” of the scale. In response she wrote “I have NOT
bottomed out! If (researchers) can’t think of objective measurements for PALS on
the ventilator, let me educate him/her.” For instance, on the “communication” part
of the scale, once a patient lost their ability to speak or write, they scored a zero.
But as Cathy herself said “there is a range of communication... Some talk, some
use a physical keyboard, some use an onscreen pointing keyboard, some use mul-
tiple switch scanning, some single switch scanning. These are related to motor
ability.” It became clear quickly that digital technology was allowing patients to
have new experiences of disease that had never been measured before. And so, with
Cathy as a co-author, PatientsLikeMe conducted the first study to survey patients
who’d “bottomed out” of the traditional research scale to find out what they could
still do. In all, they gathered data from 326 patients, many of whom were too sick
to make the journey to hospital for traditional research visits, and together the team
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published a study that developed three new “extension” items called the
ALSFRS-EX (Extension) which covered the remaining ability of patients to com-
municate emotion in their facial expressions; to manipulate switches with their
fingers, and to move around inside their own homes even when they couldn’t walk
outside (Wicks et al. 2009). In this way, the participation of citizen scientists
enabled by an online platform allowed patients to be “participants” in research in
the truest sense of the word.

In 2013, PatientsLikeMe was awarded a grant by the Robert Wood Johnson
Foundation which will permit the development of an “Open Research Exchange” to
allow developers of new PROs to prototype their questionnaires on PatientsLikeMe
to more rapidly validate them with patient input. It is hoped that by accelerating the
developing of PROs, patients with more conditions will be able to realize the same
benefits as the ALS community has found in having a PRO they can control that is
taken seriously by the wider medical community.

From Phenotype to Genotype

Around the time PatientsLikeMe was making strides in the phenotypic world of
human computation, on the other coast of the United States in Mountain View
California, 23andMe was doing the same for the genomic world. Founded in 2006
the company sold genetic tests normally only available to clinicians and researchers
direct to the consumer (“DTC Genetics”) in order to provide entertaining insights
(“how closely related are you to Cleopatra?”’), support genealogy research (“what’s
your maternal haplotype?”), and increasingly, support clinical research (“what sort
of mutations do we find in individuals with Parkinson’s disease?”’). The company
caused ethical controversy at the time of its launch because in later versions of the
product, consumers could reveal their risks of highly predictive single nucleotide
polymorphisms for disease-causing genes such as BRCA-1 (breast cancer) and
APOE-4 (Alzheimer’s disease).

Leaving such controversies aside for our purposes, the primary interest to medi-
cal human computation lies in the company’s commitment to combine genotypic
and phenotypic data to find new discoveries. 23andMe first started establishing their
scientific credibility by replicating benign known findings such as genetic variation
underlying skin freckling or hair curl using online distributed methods (Eriksson
et al. 2010). This replication would set the stage for later discoveries such as new
reported associations between genes and human health traits like myopia (Kiefer
et al. 2013). In support of further opportunities for human computation, participants
in 23andMe are able to download their data and upload it to other “citizen science”
communities. In this way many people can be “data donors” and leave the more
complex analysis to those with the skills and expertise to do so (Swan et al. 2010).
Although the advantage clearly lies with the organization itself to most rapidly
make new discoveries, it is certainly possible that the next generation of health dis-
coveries could originate from among their 200,000 members.
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Supporting the expanded need for self-educating among their members, both
23andMe and PatientsLikeMe embrace “open access publishing” which allows a
wider swathe of readers to access their scientific output than might otherwise be
possible—in this way their members can more readily contribute data, ideas, and
their own analyses to the human computational field. By contrast, the traditional
medical establishment does research to patients—it extracts data from them, blinds
patients in clinical trials as to their own treatment arm to maintain the integrity of
the experiment, and then withholds the findings from the very people who partici-
pated by publishing their findings in closed-access journals. No wonder then, that as
patients become more educated and engaged, they also become more dissatisfied
with the status quo and less willing to be an obedient subject of centralized
computation.

Whose Trial Is It Anyway?

Observational studies and correlational analyses are all well and good, but they
never cured a patient of anything. The only way that Medicine 2.0 could effect
major change in medicine was to climb the next layer of the pyramid to human
research trials. The double-blind randomized placebo controlled trial (RCT) has
been a gold standard of medicine since the 1950s. Randomizing one group of
patients to receive active treatment and another to receive a sugar pill, (with neither
patients nor healthcare professionals knowing who was in what group) was the only
reliable way to factor out many biases which could cloud the quality of medical
decision-making. For all the plaudits it has earned in medicine, however, patients
themselves have not always been so enthusiastic.

In the early 1980s, people with HIV had no effective treatment and a bleak prog-
nosis. In 1988 more than a thousand patients vocally expressed their anger and
frustration to the US Food and Drug Administration (FDA) at their headquarters in
Maryland about the maddeningly slow pace of RCTs to find effective treatments for
their conditions. In the context of a rapidly lethal and infectious disease, waiting for
early stage testing to be completed in healthy volunteers, rather than patients, felt
like an unnecessary delay. After all, the patients reasoned, what safety issue that a
drug has could be worse than HIV? Furthermore the idea that a doctor might inten-
tionally provide a placebo that he knew would do nothing seemed particularly
objectionable. Within a week the FDA updated their regulations to speed approvals
for HIV research, but the seeds of patient revolution had already been sown.

Some HIV patients taking part in trials would swap pills or redistribute them
amongst their fellow patients, even giving their medication to sympathetic pharma-
cists to try and decipher which were placebos (Murphy 2004). The groundswell of
dissatisfaction among HIV patients was an early signal that patients could “hijack”
a trial and even force regulators to speed their bureaucratic processes under enough
pressure, but what happened next was truly revolutionary.
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Gastrointestinal stromal tumor (GIST) is one of the most severe of the 200 or so
cancers with which one could be diagnosed. Affecting the soft tissue of the gastro-
intestinal tract, GIST frequently metastasizes rapidly to the peritoneum and liver, is
resistant to chemotherapy, and, left untreated, confers a median survival time of less
than 2 years after metastasis. As a relatively rare disease with an incidence rate of
only 6-15 cases per million people per year, recruiting sufficient patients to power
a clinical trial has always been challenging, and so the role of non-profits in GIST
has included not just the provision of information or support, but also assistance
with clinical trial recruitment. In 2000 a large clinical study was initiated by the drug
company Novartis® for their new drug Gleevec® with an aim to recruit some 800
patients with the disease to test for the drug’s effect on survival and metastasis.

In addition to the trial data collected by Novartis, an Internet based patient non-
profit, “The LifeRaft Group”, set about collecting patient-reported questionnaires
over the Internet from those taking Gleevec, their dosage, side effects, response to
treatment, and via their caregivers, even their death. No participant was excluded
from the studys; it included all comers whether they were already in an authorized
clinical trial or were receiving the drug from their doctor as part of routine care.
Using retrospective self report data of all comers, the LifeRaft Group correctly
anticipated the result; patients most recently reporting the lowest dose of Gleevec
died after a median of 5 years, while the median patient most recently taking the
higher dose were still alive at the time of survey (Call et al. 2010). Subsequently
verified by traditional RCTs, the authors themselves were keen to point out that
their data provided a “real-world complementary perspective to that seen in
investigator-initiated randomized trials”. It wasn’t perfect, but it was a pivotal point
showing that patient self-reported data had utility.

Nevertheless, in the case of GIST the data was submitted by a distributed group
of patients but analysis remained in the hands of a centralized organization. Later in
the 2000s, as tools for collaboration and analysis became more widely available,
human medical computation seized upon a small finding to demonstrate its full
potential.

A Patient-Lead Clinical Study Online

“Now, we monitor, watch and wait.””—Leo Greene—ALS patient and journalist
(http://www.dailybulletin.com/leosstory/ci_8089973)

In early 2008, an Italian group of clinicians published a study entitled “Lithium
delays progression of ALS” in the prestigious Proceedings of the National Academy
of Sciences (PNAS) (Fornai et al. 2008). In their study they compared 28 ALS
patients on Riluzole®, the only approved drug for ALS (which provides 2—4 months
additional lifespan (Miller et al. 2012)) to just 16 ALS patients on Riluzole and lith-
ium carbonate. During the 15-month observation window a third of the Riluzole-only
patients died, compared with none of the group supplementing their Riluzole with
lithium. Even before the PNAS paper was officially published word spread through
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the community as enterprising ALS patients used “Google Translate” to interpret
Italian-language conference abstracts describing the findings. As a widely available
drug for the treatment of bipolar disorder, many patients with ALS begun sourcing
the drug off-label from sympathetic doctors, in the hope that they might see the type
of near-miraculous slowing of disease that Fornai et al. reported (Frost et al. 2008).

This time it was patients who lead the charge. ALS patient Humberto Macedo
(living in Brazil) and ALS caregiver Karen Felzer (whose father suffered from ALS)
collaborated to build a website where ALS patients could find out more about lith-
ium, and links to a “Google Spreadsheet” that would allow patients who had
obtained lithium off-label to track their progress using self-reported side effects,
dosages, and even ALSFRS-R scores. Around this time the research team at
PatientsLikeMe believed they could offer a more robust method of data capture and
so modified their platform to collect more orderly structured data, such as ensuring
that the ALSFRS-R was presented in a consistent fashion, and that side effects
could be entered in a structured manner to allow later analysis (see Fig. 6).

In the space of a few months, there were over 160 ALS patients reporting their
use of lithium with the tool; ten times the sample of the original PNAS paper.
Furthermore, the open nature of the tools available such as Google Spreadsheets and
PatientsLikeMe meant that patients themselves were extracting the data, visualizing
it, and running their own statistical tests on the data to try and discern treatment
effects. Although they lacked the statistical or methodological sophistication of a
formal clinical trial, it was hoped that if Fornai et al.’s results were true, then even
such crude measurement would discern a treatment effect quickly. For the first time
in a decade the mood of the ALS community was ebullient and energized—an
effective treatment was finally here.

Unfortunately however, the halting of progression failed to materialize.
Patients worsened, some of the early advocates (sadly, including both Humberto
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and Karen’s father) passed away from complications of their ALS. The research
team at PatientsLikeMe worked through a number of analytical approaches that
would resolve the question as best as it could be worked through with the data to
hand, finally culminating in a publication in Nature Biotechnology that described a
novel matching algorithm, the disappointing results, and a de-identified copy of the
entire ALS dataset so that others could try it for themselves (Wicks et al. 2011).

In order to account for the lack of a placebo arm in their open, self-reported clini-
cal trial, PatientsLikeMe harnessed the collective power of the broader ALS com-
munity who were not self-experimenting with lithium by matching between three
and five members of the ALS community with each lithium-taking patient. Unlike
a traditional RCT that can only collect data at the study’s baseline, the online com-
munity had already been passively submitting their ALSFRS-R outcome data for
years before lithium was even identified. Therefore the researchers were able to
match each lithium-taking patient with those non-lithium taking patients who were
most similar to them along their entire disease course up until the point of deciding
to take the drug (Fig. 7). This was the first truly patient-initiated study where an
entire community donated their collective experiences to identify a potential cure
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for their disease. Unlike Gleevec in GIST, however, sadly lithium didn’t work.
The five traditional RCTs commissioned by government funders and non-profits
around the world were all halted for futility—nobody ever replicated Fornai et al.’s
findings again (Armon 2010).

How Continuous Automated Measurement Supports Human
Computation

In each of the examples provided thus far, online medical discoveries have relied
upon patient-reported data; whether it’s survival in GIST through responding to a
survey, the identification of traits through questions on 23andMe, or the completion
of validated patient reported outcome measure on PatientsLikeMe. Because this data
is easily provided by patients and, pending validation, can potentially rise to the
same level of clinical relevance as a clinical measurement, they were an obvious
place to start. But relative to these subjective measures, a truly automated, sensor-
based objective measurement has the potential to add an additional level of sophisti-
cation: the measurement might be taken without any human intervention or initiation,
for example, by a passive sensor like an accelerometer or GPS at the same point in
time every day. This would allow surreptitious objective medical recording of a
patient’s health state such as their mobility, mood, or other physiological character-
istics absent the “Hawthorne Effect” which means people tend to alter their behavior
when they re being measured. Thanks in large part to tremendous advances in tech-
nology over the last century, such automated, objective, continuous symptom mea-
surement is emerging outside of the intensive care unit or astronaut training center.

With the advent of “always on”, objective, wearable monitoring devices such as
the FitBit One, Nike+, and Jawbone UP, coupled with smartphone apps, it is now
easier than ever to continuously record health-related measures such as pulse rate,
activity, sleep duration and calorific intake. Enabled by this technology, a loose-knit
global movement called “The Quantified Self” has emerged. These individuals use
technology to record continuous objective data about their health, often sharing it
freely with like-minded individuals to amass large-scale records of changing health
data over time. Such data can be mined using statistical tools to detect changes in
health status or even perform “n of 1 experiments (Swan 2012) which in a medical
context are at the peak of the evidence pyramid. Correlating these sensor-derived
data feeds with environment, social or genetic data may lead to insights that, if acted
upon appropriately, could significantly alter the course of an individual’s health or
disease. It is not an unreasonable prediction that, as the monitoring technology
becomes more ubiquitous and tangible, and individual and public health benefits
become clear, we will likely see that continuous objective symptom recording will
eventually become the norm for a significant fraction of the population.

Much as Moore’s law predicts that the number of transistors on an integrated
circuit doubles every 18 months or so, an extension of this law predicts that the
price-to-performance ratios for many kinds of digital consumer products, such as
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smartphones, drops at a corresponding rate. This means that objective symptom
monitoring technology will inevitably become so inexpensive and non-intrusive,
that data from an entire population of millions could be recorded at almost negligi-
ble cost. A company like Apple or Google’s access to smartphone data, for instance,
would be unparalleled in human history and tantamount to a large-scale real-time
sensor network. Wearable computing technologies such as Google Glass add a new
dimension of head-mounted image or video capture—imagine tracking an outbreak
of flu through facial recognition software in a population of citizens wearing such
devices.

Glimpses of this new era of population-scale symptom recording are emerging
through studies of the mass-scale details of telephone conversations held by mobile
telephone companies, or Internet search firms. These studies have unearthed char-
acteristic patterns of social interactions that appear to correlate with mental health
and psychosocial disorders, such as the mapping of Google searches for mental
health problems mapping to seasonal trends (Ayers et al. 2013). Based on billions
of internet keyword searches from across the globe, the Google Flu Trends project
has even been able to predict localized influenza outbreaks in real-time, with better
accuracy and more rapidly than traditional influenza monitoring methods used by
the US Centers for Disease Control (Dugas et al. 2013).

Because such observational data on symptoms has previously been unavailable,
epidemiology has, historically, been unable to model the time variation of symp-
toms across a population. The arrival of ubiquitous personal digital sensing technol-
ogy will likely change this situation, so that very large scale, classical epidemiological
models will, for the first time, have the empirical data to make real-time predictions
on the outcome of critical public health decisions.

The Ultra-low Cost, Global Reach of the Parkinson’s Voice
Initiative (PVI)

There is no simple blood test or other biomarkers for another neurological disease
that requires careful monitoring: Parkinson’s disease. Parkinson’s is generally
assessed in the clinic behaviorally, by asking patients to tap their fingers together in
front of them or by observing the rate at which their limbs shake or how they walk.
Research by one of the authors (Max Little) and collaborators, has demonstrated
that it is possible to quantify the symptoms of Parkinson’s disease on an objective,
clinical scale, by a sophisticated combination of algorithms that analyze voice
recordings and statistical machine learning (Little et al. 2009). Using lab-quality
recordings, it was shown that this approach can achieve up to 99 % accuracy in
replicating an expert clinical diagnosis of Parkinson’s (Tsanas et al. 2012), and an
error of less than the disagreement of two qualified experts, about the severity of
symptoms (Tsanas 2010). The simplicity of recording the voice using a wide array
of digital microphones available to most of the global population, raises the
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question of whether the standard, global telephone network could be used. In this
way the potential for patients themselves to take charge of their own sensors and
integrate them into their own daily management is far greater than when collection
is tethered to sophisticated lab equipment.

To address this, one needs to ask: will this technology work outside the lab? For
a technology to be ubiquitous, it should be possible to reproduce the results without
using specialized hardware or controlled settings. The PVI is an attempt to test the
accuracy of the voice-based Parkinson’s algorithms on telephone-quality recordings
collected in a largely uncontrolled way. Participants contributed to the project by
calling a number in one of nine countries, and going through a short set of vocal
exercises lasting about 3—5 min in total. At the end of the 6-month data collection
phase of the project, a remarkable 17,000 participants had donated voice recordings
in English, Spanish, French and Portuguese, achieved at a total collection cost of
just $2,000. At the time of writing, the analysis phase is ongoing.

Other efforts by the same group have provided people with Parkinson’s disease
and healthy with Android smartphones. In order to crowd-source better algorithms
to help distinguish patients from controls, the authors collaborated with the Michael
J Fox Foundation (MJFF) to release the passive behavioral data collected alongside
clinical and other demographic data to a “Kaggle” analysis competition for a grand
prize of $10,000. The competition received over 20 novel submissions, of which
2-3 were deemed by the co-applicant to be ‘high quality’. These submissions
included diverse feature extraction and machine learning approaches for making
predictions, with, in some cases, around 90 % accuracy in separating Parkinson’s
patients from healthy controls.

Once diagnosed, Parkinson’s disease is particularly interesting because the drugs
used to treat its symptoms are very effective; a moderately disabled patient who
cannot move, speak, or think clearly when they are “off” as a result of their disease
can be restored to an active and fluid “on” state through the use of dopamine-
stimulating drugs such as levodopa or dopamine agonists. These drugs, however,
have side effects such as uncontrollable movements and can wear off in effective-
ness over time—therefore it’s important to carefully manage the drug regimen and
fine-tuning of the time of day and dosage of anti-Parkinsonian medication can opti-
mize the proportion of “on” time during the day for several hours.

Sara Riggare is a woman who has lived with Parkinson’s disease for several
decades, and as part of her PhD studies at the Karolinska Institute is building smart-
phone applications that allow her to monitor her degree of disability objectively
through a finger-tapping test which is prompted by a medication reminder. In this
way Sara serves as a “patient-researcher” who intends to “co-produce” research and
crowd source data and potentially management algorithms through the use of dis-
tributed data tools. Although an early pioneer, we propose that as subsequent gen-
erations are diagnosed with life-changing illnesses they will view it as their
responsibility not just to participate in studies, but to design them, to run them, to
publish them, to critique them, and to harness their learnings to manage their own
condition day by day with the support of their healthcare providers.
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Implications for the Future

In this chapter we have seen how the potential for medical human computation
evolved from the unstructured qualitative discussions of the pre-web Internet to
modern forms of scientific co-production and human computation that empower
patients to truly participate in research. As the potential of these systems matures
we believe that there are major gains to be made in simple-to-use analytics plat-
forms that can de-mystify some of the more technically complex aspects of medical
research such as statistics or hypothesis testing, and make clinical discovery for
patients that live with the disease as common an activity as online shopping. These
co-producers will no more need to analyse the statistical complexities underlying
hypothesis testing than an online shopper needs to understand logistics chains.

There remain a number of major challenges to be addressed to attain this goal
however. First is the issue of bias—to date it seems likely that the most active users
of online systems are those patients who are younger and more educated (Bove
et al. 2013). Although these can be addressed to some degree by over-sampling
those who are under-represented, today’s tools simply can’t reach those who don’t
use the Internet or digital technology. This should get easier over time but there will
probably be an inevitable “digital divide” that will remain unbridged for many peo-
ple living with disease today.

Second is the issue of verification—until patient’s electronic medical records can
be securely authenticated at low cost it is impossible to confirm that someone self-
reporting themselves as having ALS or Parkinson’s disease truly does so. Although
today there are few incentives for fraudulently pretending to have a serious disease
like this, as the healthcare establishment begins to take more notice of such data,
this is likely to change. It will be important not to lose some of the benefits that
anonymity provides, however, and many patients remain afraid they will lose insur-
ance cover or be discriminated against if they can be explicitly identified alongside
their medical information. Until these policy failings are resolved there will be an
inherent tension between identification and anonymity.

Third is the issue of privacy—the examples given in this chapter have concerned
some of the most severe and disabling diseases a patient can experience—and so
perhaps these individuals are less likely to mind the risks to their privacy against the
severity of their diseases. But the worry for many developed health economies is not
the rare lethal disease; it is the widespread chronic disease like diabetes, obesity,
mood disorders, or back pain. It remains less clear whether patients with these dis-
orders are as engaged with their health to submit regular data for research purposes
nor whether they are willing to risk their privacy for the sake of conditions which
may only be of mild or moderate intensity. Within this are very real concerns about
discrimination, stigma, and loss of opportunity such as insurance coverage or hiring
due to disclosures around health, which can only be addressed by legislation. Ferrari
and Viviani explore these issues in more detail in the chapter “Privacy in Social
Collaboration”.
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Finally there is the delicate issue “cui bono” (who benefits?). Patients donating
their data to for-profit companies free of charge, analysts donating their cognitive
surplus to improve the lives of people they’ll never meet, and new organizations
having access to big datasets that reveal more than we can possibly predict about
ourselves—we approach this issue with hope and optimism based on the mission-
lead nature of the organizations involved so far. But there is nothing to say that the
tools described here couldn’t also be used against patients—in raising insurance
premiums on those who don’t take their GPS-confirmed exercise, in refusing medi-
cal treatment to those who don’t submit themselves to passive monitoring, in
manipulating the prices of interventions to those who are shown to benefit the most
through a quirk of genetics, perhaps even governments restricting the rights of peo-
ple thought to be exposed to communicable diseases.

We agree with the patients who have themselves pioneered in this field; for now,
the benefits outweigh the risks, but we must remain diligent and vigilant. The poten-
tial for empowering patients to join researchers in the quest to fight disease is
incredible—we don’t accelerate progress just by “standing on the shoulders of
giants”—we accelerate progress by creating more giants.

References

Armon C (2010) Is the lithium-for-ALS genie back in the bottle? Neurology 75:586-587

Ayers JW, Althouse BM, Allem J-P, Rosenquist JN, Ford DE (2013) Seasonality in seeking mental
health information on Google. Am J Prev Med 44(5):520-525

Basch E (2012) Beyond the FDA PRO guidance: steps toward integrating meaningful patient-
reported outcomes into regulatory trials and US drug labels. Value Health 15(3):401-403

Basch E, Abernethy AP, Mullins CD, Reeve BB, Smith ML, Coons SJ etal (2012) Recommendations
for incorporating patient-reported outcomes into clinical comparative effectiveness research in
adult oncology. J Clin Oncol 30(34):4249-4255

Beck AT, Ward C, Mendelson M (1961) Beck depression inventory (BDI). Arch Gen Psychiatry
4(6):561-571

Bessiere K, Pressman S, Kiesler S, Kraut R (2010) Effects of internet use on health and depression:
a longitudinal study. ] Med Internet Res 12(1):e6

Bove R, Secor E, Healy BC, Musallam A, Vaughan T (2013) Evaluation of an online platform for
multiple sclerosis research: patient description, validation of severity scale, and exploration of
BMI effects on disease course. PLoS One 8(3): €59707

Call J, Scherzer NJ, Josephy PD, Walentas C (2010) Evaluation of self-reported progression and
correlation of Imatinib dose to survival in patients with metastatic gastrointestinal stromal
tumors: an open cohort study. J Gastrointest Cancer 41(1):60-70

Cedarbaum JM, Stambler N, Malta E, Fuller C (1999) The ALSFRS-R: a revised ALS functional
rating scale that incorporates assessments of respiratory function. BDNF ALS Study Group
(Phase III). (http://www.ncbi.nlm.nih.gov/pubmed/10540002) Journal of the Neurological
Sciences 1999 Oct 31;169(1-2):13-21

Crocco AG, Villasis-Keever M, Jadad AR (2002) Analysis of cases of harm associated with use of
health information on the internet. J] Am Med Assoc 287(21):2869-2871

deBronkart D (2009) Imagine someone had been managing your data, and then you looked.
e-patients.net



128 P. Wicks and M. Little

Dugas AF, Jalalpour M, Gel Y, Levin S, Torcaso F, Igusa T et al (2013) Influenza forecasting with
Google Flu Trends. PLoS One 8(2):e56176

Eriksson N, Macpherson JM, Tung JY, Hon LS, Naughton B, Saxonov S et al (2010) Web-based,
participant-driven studies yield novel genetic associations for common traits. PLoS Genet
6(6):¢1000993

Eysenbach G (2003) The impact of the Internet on cancer outcomes. CA Cancer J Clin
53(6):356-371

Ferguson T (2007) e-patients: how they can help us heal healthcare. Patient Advocacy for Health
Care Quality: Strategies for Achieving Patient-Centered Care 93—150

Food US. Drug Administration (2009) Guidance for industry: patient-reported outcome mea-
sures—Use in medical product development to support labeling claims. Fed Regist
74(235):65132-65133

Fornai F et al. (2008) Lithium delays progression of amyotrophic lateral sclerosis. Proceedings of
the National Academy of Sciences 105.6: 20522057

Frost JH, Massagli MP, Wicks P, Heywood J (2008). How the social web supports patient experi-
mentation with a new therapy: The demand for patient-controlled and patient-centered infor-
matics. In AMIA Annual Symposium Proceedings (Vol. 2008, p. 217). American Medical
Informatics Association

Gabler NB, Duan N, Vohra S, Kravitz RL (2011) N-of-1 trials in the medical literature: a system-
atic review. Med Care 49(8):761-768

Guyatt GH, Haynes RB, Jaeschke RZ, Cook DJ (2000) Users “Guides to the medical Literature
XXV. Evidence-based medicine: principles for applying the users” Guides to Patient Care. J
Am Med Assoc 284(10):1290-1296

Hoch D, Ferguson T (2005) What I've learned from E-patients. PLoS Med 2(8):e206

Hoch DB, Norris D, Lester JE, Marcus AD (1999) Information exchange in an epilepsy forum on
the World Wide Web. Seizure 8(1):30-34

Jha AK (2010) Meaningful use of electronic health records. The ] Am Med Assoc 304(15):
1709-1710

Kiefer AK, Tung JY, Do CB, Hinds DA, Mountain JL, Francke U et al (2013) Genome-wide analy-
sis points to roles for extracellular matrix remodeling, the visual cycle, and neuronal develop-
ment in myopia. PLoS Genet 9(2):¢1003299

Lester J, Prady S, Finegan Y, Hoch D (2004) Learning from e-patients at Massachusetts general
hospital. Br Med J 328:1188-1190

Little MA, McSharry PE, Hunter EJ, Spielman J, Ramig LO (2009) Suitability of dysphonia mea-
surements for telemonitoring of Parkinson’s disease. IEEE Trans Biomed Eng 56(4):1015

Meier A, Lyons EJ, Frydman G, Forlenza M, Rimer BK (2007) How cancer survivors provide sup-
port on cancer-related Internet mailing lists. ] Med Internet Res 9(2):12

Mesa RA, Niblack J, Wadleigh M, Verstovsek S, Camoriano J, Barnes S et al (2007) The burden
of fatigue and quality of life in myeloproliferative disorders (MPDs): an international Internet-
based survey of 1179 MPD patients. Cancer 109(1):68-76

Michael Bowling J, Rimer BK, Lyons EJ, Golin CE, Frydman G, Ribis] KM (2006) Methodologic
challenges of e-health research. Eval Program Plann 29(4):390-396

Miller RGR, Mitchell JDJ, Moore DHD (2012) Riluzole for amyotrophic lateral sclerosis (ALS)/
motor neuron disease (MND). Cochrane Database Syst Rev 3:CD001447-7

Murphy TF (2004) Case studies biomedical research ethics. MIT Press, Cambridge

Nazi KM, Hogan TP, Mclnnes DK, Woods SS, Graham G (2013) Evaluating patient access to
electronic health records: results from a survey of veterans. Med Care 51(3 Suppl 1):S52-S56

Policy A (2011) Professionalism in the use of social media. ] Am Med Assoc

Rheingold H (1993) The virtual community: homesteading on the electronic frontier. Addison-
Wesley, Reading

Ross SE, Todd J, Moore LA, Beaty BL, Wittevrongel L, Lin C-T (2005) Expectations of patients
and physicians regarding patient-accessible medical records. J Med Internet Res 7(2):e13

Rouleau CR, von Ranson KM (2011) Potential risks of pro-eating disorder websites. Clin Psychol
Rev 31(4):525-531



The Virtuous Circle of the Quantified Self... 129

Santanello NC, Barber BL, Reiss TF, Friedman BS, Juniper EF, Zhang J (1997) Measurement
characteristics of two asthma symptom diary scales for use in clinical trials. Eur Respir J
10(3):646-651

Stone AA, Shiffman S, Schwartz JE, Broderick JE (2003) Patient compliance with paper and elec-
tronic diaries. Control Clin Trials 24(2):182-199

Swan M (2012) Crowdsourced health research studies: an important emerging complement to
clinical trials in the public health research ecosystem. ] Med Internet Res 14(2):e46

Swan M, Hathaway K, Hogg C, McCauley R (2010) Citizen science genomics as a model for
crowdsourced preventive medicine research. Journal of Participatory Medicine 2 (2010): €20

Tarlov AR, Trust PM (1989) The medical outcomes study: an application of methods for monitor-
ing the results of medical care

Tsanas A (2010) New nonlinear markers and insights into speech signal degradation for effective
tracking of Parkinson’s disease symptom severity. Age (years)

Tsanas A, Little MA, McSharry PE, Spielman J, Ramig LO (2012) Novel speech signal processing
algorithms for high-accuracy classification of Parkinson’s disease. IEEE Trans Biomed Eng
IEEE 59(5):1264-1271

Van De Belt TH, Engelen LILPG, Berben SAA, Schoonhoven L (2010) Definition of health 2.0
and medicine 2.0: a systematic review. ] Med Internet Res 12(2):e18

Waldron VR, Lavitt M, Kelley D (2000) The nature and prevention of harm in technology-mediated
self-help settings: three exemplars. J Technol Hum Serv 17(2-3): 267-293

Wicks P (2007) Excessive yawning is common in the bulbar-onset form of ALS. Acta Psychiatr
Scand 116(1):76; authorreply76—7

Wicks P, Abrahams S, Masi D (2007) Prevalence of depression in a 12-month consecutive sample
of patients with ALS. Eur J Neurol 14(9):993-1001

Wicks P, Massagli MP, Wolf C (2009) Measuring function in advanced ALS: validation of
ALSFRS-EX extension items. Eur J Neurol 16(3):353-359

Wicks P, Massagli M, Frost J, Brownstein C, Okun S, Vaughan T et al (2010) Sharing health data
for better outcomes on PatientsLikeMe. J Med Internet Res 12(2):e19

Wicks P, Vaughan TE, Massagli MP, Heywood J (2011) Accelerated clinical discovery using self-
reported patient data collected online and a patient-matching algorithm. Nat Biotechnol
29(5):411-414

Wicks P, Keininger DL, Massagli MP, la Loge de C, Brownstein C, Isojérvi J et al (2012) Perceived
benefits of sharing health data between people with epilepsy on an online platform. Epilepsy
Behav 23(1):16-23



Knowledge Engineering via Human
Computation

Elena Simperl, Maribel Acosta, and Fabian Flock

What Is Knowledge Engineering

Knowledge engineering refers to processes, methods, and tools by which knowl-
edge in a given domain is elicited, captured, organized, and used in a system or
application scenario (Studer et al. 1998). The resulting ‘knowledge base’ defines
and formalizes the kinds of things that can be talked about in that particular context.
It is commonly divided into a ‘schema’, also called ‘ontology’, and the actual data
the application system manipulates. The data is described, stored, and managed as
instantiations of the concepts and relationships defined in the ontology. With appli-
cations in fields such as knowledge management, information retrieval, natural lan-
guage processing, eCommerce, information integration or the emerging Semantic
Web, ontologies were introduced to computer science as part of a new approach to
building intelligent information systems (Fensel 2001): they were intended to pro-
vide knowledge engineers with reusable pieces of declarative knowledge, which can
be together with problem-solving methods and reasoning services easily assembled
to high-quality and cost-effective systems (Neches et al. 1991; Schreiber et al. 1999).
According to this idea, ontologies are understood as shared, formal domain concep-
tualizations; from a system engineering point of view, this component is strictly
separated from the software implementation and can be thus efficiently reused
across multiple applications (Guarino 1998).

The emergence of the Semantic Web has marked an important stage in the evolu-
tion of knowledge-driven technologies. Primarily introduced by Tim Berners-Lee
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(2001), the idea of providing the current Web with a computer-processable knowl-
edge infrastructure in addition to its original, semi-formal and human-understandable
content foresees the usage of knowledge components which can be easily integrated
into and exchanged among arbitrary software environments. In this context, the
underlying knowledge bases are formalized using Web-based, but at the same time
semantically unambiguous representation languages that are pervasively accessible
and can (at least theoretically) be shared and reused across the World Wide Web.
Although the combination of human-based computation and Semantic Web tech-
nologies yields promising results,' the implementation of such hybrid systems raises
a whole set of new challenges which are discussed in detail in the chapter ‘The
Semantic Web and the Next Generation of Human Computation’ of this book.

As a field, knowledge engineering is mainly concerned with the principles, pro-
cesses, and methods that produce knowledge models that match this vision. It
includes aspects related to knowledge acquisition, as a key pre-requisite for the here
identification and organization of expert knowledge in a structured, machine-
processable way, but also to software engineering, in particular when it comes to the
actual process models and their operationalization. Last, but not least, knowledge
engineering has strong ties to artificial intelligence and knowledge representation,
in order to translate the results of the knowledge elicitation phase into structures that
can be reasoned upon and used in an application system. In addition, it shares com-
monalities with several other areas concerned with the creation of models to enable
information management, including entity relationships diagrams in relational data
base systems engineering, and object-oriented programming, UML and model-
driven architectures in software engineering. Each of these areas defines their spe-
cific way to capture domain knowledge, represent and exploit its meaning in the
creation of innovative systems and applications.

In this chapter, we will look into several important activities in knowledge engi-
neering, which have been the subject of human computation research. For each
activity we will explain how human computation services can be used to comple-
ment existing automatic techniques, and give a short overview of the state of the art
in terms of successful examples of systems and platforms which showcase the ben-
efits of the general idea.

Why and Where Is Human Computation Needed

Many aspects of the knowledge engineering life cycle remain heavily human-driven
(Siorpaes and Simperl 2010). Prominent examples include, at the technical level, the
development of conceptualizations and their use in semantic annotation, the evalua-
tion and curation of knowledge resources, the alignment of ontologies and data
integration, as well as specific types of query processing and question answering

'Especially in tasks like data annotation or data quality assessment, which involve defining and
encoding the meaning of the resources published on the Web or resolving semantic conflicts such
as data ambiguity or inconsistency.
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Fig.1 Ontology engineering activities (Gémez-Pérez et al. 2004)

(Maribel Acosta et al. 2012). To an equal extent, it comprises almost everything that
has to do with the creation of human-readable interfaces to such sources, in particu-
lar labeling, where human capabilities are indispensable to tackle those particular
aspects that are acknowledged to be hardly approachable in a systematic, engineer-
ing-driven fashion; and also, though to a lesser extent, to the wide array of methods
and techniques that have been proposed as an attempt to perform others automati-
cally. In this second category, despite constant progress in improving the perfor-
mance of the corresponding algorithms and the quality of their results, experiences
show that human assistance is nevertheless required, even if it is just for the valida-
tion of algorithm outputs.

Figure 1 gives an overview of the knowledge engineering life cycle at the level
of ontologies.? The activities we will look into are an essential part of knowledge (or
ontology) engineering, but are not necessarily unique to this area. Nevertheless,
compared to software engineering or relational data bases, it is primarily knowledge
engineering, and in particular its use on the (Semantic) Web, that has been increas-
ingly the subject to a crowdsourcing approach. This is due primarily to the (recent)
strong Web orientation of knowledge engineering as a field, which led to a variety

2 A similar process model applies to the creation, management and use of instance data. Management
and pre-development activities cover the entire scope of the knowledge-engineering exercise.
Development, post-development and support activities are equally relevant to both schema and
data, though there might be differences in their actual realization. For example, instance data is
typically lifted from existing sources into the newly created ontological schema, while a greater
share of activities at the ontology level are carried out manually.
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of knowledge base development projects and applications thereof being initiated
and executed with the help of open Web communities, leveraging Web 2.0 participa-
tory principles and tools. The high costs associated with creating and maintaining
real-world knowledge bases in a classical work environment motivated experiments
with alternative approaches that rely on the wisdom of open crowds, volunteer con-
tributions, or services such as Amazon Mechanical Turk. Especially the latter is still
an expanding field of research, with initial trials for various types of knowledge
domains and tasks delivering very promising results. Nevertheless, in scenarios
which are less open, both in terms of audiences addressed and the technologies they
use, crowdsourcing methods need to take into account additional aspects to be
effective, including the human and computational resources available, and how the
results could be optimally acquired from, and integrated into, productive environ-
ments while avoiding to disrupt established workflows and practices.

The development life cycle in Fig. 1 distinguishes among management, develop-
ment, and support activities. Ontology management refers primarily to scheduling,
controlling and quality assurance. Scheduling is about coordinating and managing
an ontology development project, including resource and time management.
Controlling ensures that the scheduled tasks are accomplished as planned. Finally,
quality assurance evaluates the quality of the outcomes of each activity, most nota-
bly of the implemented ontology. Ontology development can be split into three
phases: pre-development, development, and post-development. As part of the pre-
development phase, an environment study investigates the intended purpose and use
of the ontology. Furthermore, a feasibility study ensures that the ontology can actu-
ally be built within the time and resources assigned to the project. These two activi-
ties are followed by the actual development, which includes first and foremost the
requirements specification that eventually results in a conceptual model and its
implementation in a given knowledge representation language. In the final, post-
development phase, the ontology is updated and maintained as required; this phase
also includes the reuse of the ontology in other application scenarios. Support stands
for a wide range of different activities that can be performed in parallel or subse-
quent to the actual ontology development. The aim of these activities is to augment
the results of the, typically manual, ontology development by automatizing parts of
the process, providing auxiliary information sources that could be used to inform
the conceptualization and implementation tasks, and evaluating and documenting
intermediary results. Typical support activities include knowledge acquisition,
ontology evaluation, ontology alignment, and ontology learning and ontology popu-
lation. Ontology population is closely related to semantic annotation, by which
information artifacts of various forms and flavors are described through instances of
a given ontology. Data interlinking is closely related to the area of ontology align-
ment, and involves the definition of correspondences between entities located in
different data sets, and the description of these correspondences through specific
predicates (equivalence, related to, or domain-specific ones). The two activities not
only share commonalities in terms of the types of basic (machine-driven) algo-
rithms they make use of, but can also influence each other. Based on mappings at the
schema level, one can identify potentially related instances; conversely, the avail-
ability of links between sets of entities may indicate similarities between classes.
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In previous work of ours (Siorpaes and Simperl 2010) we surveyed methodolo-
gies, methods and tools covering each activity in order to learn about the types of
processes knowledge and ontology engineering projects conform to, and the extent
and reasons they might rely on human intervention. In the remainder of this section,
we summarize the results of this analysis for a selection of activities: conceptual
modeling as part of ontology development, alignment and interlinking as a promi-
nent support activity in the engineering life cycle introduced earlier, and finally
documentation, as a classical example of human-driven activity.

Developing Ontologies

Developing ontologies requires domain expertise and the ability to capture domain
knowledge in a clean but purposeful conceptual model. An ontology describes the
things that are important in a specific domain of interest, their properties, and the
way they are interrelated. It defines a common vocabulary and the meaning of the
terms used in the vocabulary. In the last 15 years, a wide array of ontology develop-
ment methodologies have been proposed (Gémez-Pérez et al. 2004). Many suggest
to start with the specification of the scope the ontology should cover and the require-
ments it should fulfil. This is often complemented by the informal and formal speci-
fication of competency questions. Based on that, relevant terms in the domain are
then collected. Widely accepted ontology representation formalisms use classes,
properties, instances and axioms as ontological primitives to describe domain
knowledge. The overall process can be performed in a centralized (within a pre-
defined team of knowledge engineers and domain experts) or a decentralized fashion
(within a potentially open community of stakeholders, domain experts, and users).

The conceptual modeling process includes the definition of classes and the asso-
ciated class hierarchy, as well as the definition of properties and additional axioms.
Several automatic approaches have been proposed to discover specific types of rela-
tionships, in particular specialization and generalization extracted from natural lan-
guage text, but human intervention is required for training the underlying algorithms,
building the text corpus on which they operate, and validating their results (Bouquet
et al. 2006; Buitelaar and Cimiano 2008). In addition, efforts need to be typically
invested in post-processing the domain and ranges of individual properties, so that
these are defined at the most appropriate level in the abstraction hierarchy. Defining
axioms, on the other side, involves specifying precise, logics-based rules, such as
cardinality constraints on certain properties and disjointness that apply to classes.
Approaches for automatically specifying such axioms are very limited in their scope
and require substantial training and validation (Volker et al. 2007).

As explained previously, the creation of instances is related to semantic annota-
tion; we investigate it in more detail below. Relevant for the context of ontology
development is the definition of so-called ‘fixed’” or ‘ontological’ instances which
are the result of explicit modeling choices during the conceptualization phase. The
distinction between classes and instances is very specific to the application setting,
and we are not aware of any approaches aiming at automatizing this task.
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There is a wide range of approaches that carry out semi-automatic annotation of
texts: most of them make use of natural language processing and information extrac-
tion techniques. Even though they require training, a large share of the work can be
automated (Reeve and Han 2005; Uren et al. 2006). The situation is slightly different
with the annotation of multimedia content: approaches for the annotation of media,
no matter if manual, semi-automatic or automatic, aim at closing the so-called
“semantic gap”, which is a term coined to describe the discrepancy between low-
level technical features of multimedia, which can be automatically extracted to a
great extent, and the high-level, meaning-bearing features a user is typically inter-
ested in and refers to when searching for content. Recent research in the area of
semantic multimedia retrieval attempts to automatically derive meaning from low-
level features, or other available basic metadata. This can so far be achieved to a very
limited extent, i.e., by applying machine learning techniques with a vertical focus for
a specific domain (such as face recognition), in turn for a substantial training and
tuning, all undertaken with human intervention (Bloehdorn et al. 2005). The annota-
tion of Web services is currently a manual task, but more research is needed in order
to clearly determine whether this can be traced back to the nature of the task, or to
the fact that the corresponding area is not mature enough to produce approaches that
can offer reliable automatic results (Dimitrov et al. 2007; Kerrigan et al. 2008, 2007).

In Siorpaes and Simperl (2010) we analyzed various tools for text and media
annotation which create semantic metadata with respect to the degree of automation
they can support (nine tools in the first category, and six in the second one). In the
case of textual resources, the main challenge is finding optimal ways to integrate
human inputs (both workflow-wise and implementation-wise) with existing pre-
computed results. On the contrary, multimedia annotation remains largely unsolved;
there the typical scenario would use human computation as a main source of input
for the creation of annotations, though specific optimizations of the process are
nevertheless required. In Simperl] et al. (2013) we embark on a broader discussion
about how users could be motivated to engage with different types of participatory
applications, including human computation ones, and on the principles and methods
that could be applied to study and change user behavior to encourage engagement.

Supporting Ontology Development

Support activities accompany the development of ontologies. One prominent exam-
ple thereof is the alignment of heterogeneous ontologies. Many of the existing
ontology engineering environments provide means for the manual definition of
mappings between ontologies. In addition, there is a wide range of algorithms that
provide automatic support (Euzenat et al. 2007; Euzenat and Shvaiko 2007; Noy
and Musen 2001, 2003), whilst it is generally accepted that the question of which
ontological primitives match cannot (yet) be done fully automatically (Euzenat and
Shvaiko 2007; Falconer and Storey 2007). This area is closely related to data inter-
linking, which we analyzed in more detail in (Simperl et al. 2012; Wolgeretal. 2011).
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Another support task is documentation, which contains two main components:
the documentation of the overall process, and of the resulting knowledge base, in
particular in terms of labels and commentaries associated to concepts, attributes,
properties, axioms, and instances of the knowledge base. Either way, it remains
human-driven, especially when it comes to recording modeling decisions and their
rationales. Basic support for ontology documentation can be obtained by automati-
cally creating entries for each ontological primitive which capture its core context
in terms of labels and other annotations, as well as related classes, instances and
properties. In this context, it is also worth mentioning the topic of ontology localiza-
tion, which mainly refers to the translation of labels into different natural languages.
Similarly to other areas in ontology engineering which employ natural language
processing techniques for instance, ontology learning human input is required in
order to solve translation questions which are highly context-specific, or to choose
between different alternative translations.

We now turn to an analysis of how human computation could be applied to these
activities in order to overcome the limitations of automatic techniques. For each
activity, we will introduce examples of systems and applications such as games-
with-a-purpose, microtask crowdsourcing projects, and community-driven collab-
orative initiatives that demonstrate the general feasibility of a hybrid human-machine
approach.

Games-with-a-Purpose for Knowledge Engineering

Games-with-a-purpose is one of the most popular instances of social computing
approaches to knowledge acquisition proposed in the last years. The game designer
capitalizes on the appeal of key game properties such as fun, intellectual challenge,
competition, and social status to turn the significant number of hours willingly spent
playing by users through sophisticated algorithms into meaningful results that lead
to qualitative improvements of information management technology. The concept is
particularly useful to problems in knowledge engineering, an area which histori-
cally has targeted highly specialized audiences rather than casual Internet users.
Tasks such identifying classes as groups of similar individuals, relating objects
through properties, defining sub- and super-classes, validating whether two entities
are the same or different, or labeling things in a given natural language are, though
not always trivial to answer, much easier to tackle by humans than by machines.?

In the remainder of this section we will give a number of examples for this type
of games illustrating the general concept.

3Exceptions include highly contextualized systems, which require extensive training and/or back-
ground knowledge. In these cases, the manual efforts shifts from the creation and maintenance of
the knowledge base to the generation of training data sets and background corpora.
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Deviled crab

A deviled crab (croqueta de jaiba) is a simple croguette
made from seasoned and cooked crab meat which is
breaded, rolled into the approximate shape of a football or
small potato, and fried.[1]The dish originated in the
immigrant community of Ybor City, Tampa, Florida during
the Great Dep: ion and uses ingredi that were
cheap and readily available at the time: crab and stale
brea ...

Is wikipedia page about a:

or happening  set/type of opjecys
O @) @ =class

«Lassie” is an instance

starting Singleplayer mode ...

SKIP OK

Fig. 2 OntoPronto: Expanding an existing ontology with Wikipedia concepts

Conceptual Modeling

OntoPronto

OntoPronto (Siorpaes and Hepp 2008) (see Fig.2) is a real-time quiz game for the
development and population of ontologies. The knowledge corpus used to generate
challenges to be addressed by players is based on the English Wikipedia. Random
Wikipedia articles are classified to the most specific class of an upper-level onto-
logical structured called Proton (SEKT). The game can be played in a single- and
two-players modus, where the former uses pre-recorded answers to simulate inter-
action. In the most general case, two players are randomly playing and can gain
points by consensually answering two types of questions referring to the same
Wikipedia article. In the first step, they are shown the first paragraph of an article
and (if applicable) a picture, and are asked to agree whether the topic of the article
stands for a class of similar objects or a concrete object. Once this issue has been
settled, they enter the second step of the game, in which they navigate through the
hierarchy of classes of the Proton ontology in order to identify the most specific
level which will be extended through the topic represented by the Wikipedia article.
The game back-end uses a number of standard means to validate the players’ results.
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Fig. 3 Virtual Pet: Creating a Chinese semantic network

Questions are subject to several game rounds and repeated, consensual answers are
considered correct if they were authored by reliable players.

Virtual Pet and Rapport

Virtual Pet Game* (see Fig. 3) aims at constructing a semantic network that encodes
common knowledge (a Chinese ConceptNet® equivalent). The game is built on top
of PPT, a popular Chinese Bulletin Board System, which is accessible through a
terminal interface. Each player has a pet which he should take care of in order to
satisfy its needs, otherwise it could die. In order to take care of the pet (e.g., buy
food), the player has to earn points by answering quiz-like questions that are rele-
vant to the semantic network creation task at hand. The pet, in this game, is just a
substitute for other players which receive the questions/answers and respond or
validate them. Question and answers are provided by players using given templates
(e.g., subject, predetermined relation, object). The validation of players’ inputs is
based on majority decision.

The purpose of the Rapport Game (Yen-ling Kuo et al. 2009) is very similar.
Rapport Game, however, is built on top of Facebook (see Fig.4) and uses direct
interaction between players, rather than relying on the pet-mediated model

“http://agents.csie.ntu.edu.tw/commonsense/cate2_1_en.html
Shttp://conceptnet5.media.mit.edu/
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Fig. 4 Rapport Game: Building a semantic network via Facebook

implemented by Virtual Pet. The players ask their opponents questions. These, in
turn, answer them and the answers are evaluated by the user community. Points are
granted for each type of action, from raising questions to answering and rating.

Guess What?!

Guess What?!° (see Fig.5) is a semantic game-with-a-purpose that creates formal
domain ontologies from Linked Open Data.” Each game session is based on a seed
concept that is chosen manually. In the back-end the application tries then to find a
matching URI in a set of pre-defined ontologies of the Linking Open Data Cloud
and gather additional information about the resources identified by the URI from
interconnected Linked Data repositories. Additional information relies mainly on
the adjacent graph in the Linking Open Data Cloud, including related classes and

®http://nitemaster.de/guesswhat/manual.html
"http://linkeddata.org/
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Fig. 5 Guess What?!: identifying complex concepts

entities, but also documentation such as labels. The resulting labels and URIs are
analyzed using natural language processing techniques in order to identify expres-
sions which can be translated into logical connectors such as ‘AND’. Complex
descriptions are broken down into smaller fragments, which are then weighed by a
generality and confidence value. These fragments are used to generate the chal-
lenges solved in each game round. More specifically, a round starts with the most
general fragment, and in the subsequent rounds a more specific one is connected to
it through a logical operator. The goal of each round is for the player to guess the
concept described by the interconnected fragments. For instance, in an initial round
the fragment shown to the user contains the fragments ‘fruit” AND ‘yellow” AND
‘oval’, with solutions such as ‘lemon’ OR ‘citrus’. Quality assurance is achieved
through consensus and majority voting.

Alignment and Interlinking

WordHunger

WordHunger® (see Fig. 6) is a turn-based Web application that integrates among two
large knowledge bases: WordNet and Freebase.” WordNet is a large lexical data
base in which elements are grouped into synonym sets. Freebase is a structured
knowledge base. Each game round consists of a WordNet term and up to three sug-
gested possible Freebase concepts. The player then has to select the most fitting of
those, or in case of insecurity, pass. Players may also select “no match” in case the
articles are not related. After one of these possible choices the player proceeds to the
next WordNet term. A player gets a point for each answer given. The data is vali-
dated through repeated answers.

$http://wordhunger.freebaseapps.com/
®WordNet: http://wordnet.princeton.edu/, Freebase: http://www.freebase.com/
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Fig. 6 WordHunger: Mapping WordNet to Freebase
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Fig. 7 SpotTheLink: ontology alignment illustrated on DBpedia and Proton

SpotTheLink

SpotTheLink (Siorpaes and Hepp 2008) (see Fig. 7) is a real-time quiz-like game for
ontology alignment. It aligns random concepts of the DBpedia ontology'® to the
Proton upper-level ontology that was already used in OntoPronto. Each game round

10http://wiki.dbpedia.org/Ontology
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Fig. 8 UrbanMatch: connecting points of interest with image data sets

is centered around a randomly chosen DBpedia concept. In the first step of a game
round, both players have to select a fitting concept from the Proton ontology. In case
they choose the same concept they proceed with agreeing on a relationship between
these concepts, either is the same or is more specific. They earn points for each
consensual answer. After successfully matching a DBpedia class with a Proton class
the players have to match the same DBpedia to the hierarchical next level of the
Proton class. Otherwise, they play a new random DBpedia class. The validation of
the results is based on consensus and majority voting.

UrbanMatch

UrbanMatch!! is an application used to interlink Smart Cities data sources by exploit-
ing games-with-a-purpose and gamification techniques (Fig. 8). It is built as a mobile,
location-aware application in which players are expected to match points of interest
related to a urban area to representative photos retrieved from the Web. To generate
the challenges to be played, in each game round the application uses a mixture of
trusted and less trusted online sources, including OpenStreeMap,'? a geo-informa-
tion repository, Flickr and Wikimedia Commons, the collection of images used by

http://swa.cefriel.it/urbangames/urbanmatch/index.html
12 http://www.openstreetmap.org


http://swa.cefriel.it/urbangames/urbanmatch/index.html 
http://www.openstreetmap.org 

144 E. Simperl et al.

the Wikipedia encyclopedia. Candidate links are validated based on a metric taking
into account the source of the image and of the answers. There are six difficulty
levels and two game modes: in a ‘race against time’ players maximize the number of
links founds between points of interest and pictures, thus optimizing recall; accuracy
is addressed by a ‘wise choice’ option in which players have to identify the best pos-
sible links and submit their best-four selection without any time constraints.

Semantic Annotation

There is a wide array of games applied to tasks related to object identification and
annotation of multimedia content. A selection of some of these games published in
the human computation literature of the last five years can be found on the
SemanticGames site.'* They apply a large variety of games models (input agree-
ment, output agreement, see GWAP),'* and further distinguish themselves in the
choice of game narrative, quality assurance (majority voting and beyond), and
selection of challenges in each game round.

Microtask Crowdsourcing for Knowledge Engineering

In this section we introduce a number of approaches that have used microtask crowd-
sourcing to execute knowledge engineering tasks in a highly parallel fashion by using
services of established crowdsourcing labor markets such as Amazon Mechanical
Turk (AMT) and CrowdFlower."> For this purpose the actual task was first decom-
posed into small work units (denomintaed microtasks) and published on these plat-
forms. The input collected from the crowds was incorporated into knowledge-based
systems to be further consumed by the systems themselves, other automatic
approaches, or even processed by human workers in more complex tasks.

Conceptual Modeling

CrowdSPARQL: Ontological Classification

CrowdSPARQL (Maribel Acosta et al. 2012) is a hybrid query engine for graph-
based data which combines automatic query processing capabilities with microtask

Bhttp://www.semanticgames.org
“http://www.gwap.com/
1> Amazon Mechanical Turk: http://mturk.com, CrowdFlower: http://crowdflower.com
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Fig. 9 CrowdSPARQL HIT interface: Ontological classification (left), entity resolution (right)

crowdsourcing. The aim is to produce enhanced results by evaluating the SPARQL
queries against data stores and crowdsourcing parts of the query to discover rela-
tionships between Linked Data resources via a microtask platform such as AMT.
The human tasks created by the engine are declaratively described in terms of input
and output, which allows translating the results from the crowd directly into data
that can be further processed by a conventional graph query engine.

From a knowledge engineering point of view, this hybrid engine will select spe-
cific patterns in the “WHERE’ clause of a SPARQL query that refer to tasks such as
ontological classification and interlinking. Where such information is not available
in the original data repositories, these patterns will be translated into microtasks
(see Fig.9). CrowdSPARQL implements several mechanisms for spam detection
and quality assessment, including the creation of control questions within the micro-
tasks where the correct answer is a priori known. The new relationships provided by
the crowd are evaluated using majority voting (and some variations of this rule) and
the consolidated answers are integrated into the Linked Data sets.

InPhO System: Conceptual Herarchies

The InPhO system (Niepert et al. 2007) attempts to dynamically generate a taxon-
omy of philosophical concepts defined in the Indiana Philosophy ontology.'® The
system relies on a user community composed of domain experts to construct and
develop a philosophical hierarchy via asynchronous feedback, where the users
(dis)confirm the existence of semantic relationships between the ontology concepts.
The system follows a human-computation-based approach, where the feedback is
collected and incorporated automatically into the taxonomy, evolving it and allow-
ing new users’ contributions.

Eckert et al. (2010) applied microtask crowdsourcing to populate the InPhO tax-
onomy via AMT, and compared the quality of the AMT workers’ input with the

1S https://inpho.cogs.indiana.edu/
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Fig. 10 CrowdMAP human task interface

feedback provided by the experts. The experiment involved the crowdsourcing of
1,154 pairs of philosophical concepts; each HIT submitted to AMT consisted of 12
questions where the users must first determine the relatedness (‘unrelated’ vs.
‘highly related’) of concept pairs and then select a predefined semantic relationship
between these concepts. Each HIT was answered by five distinct workers. In addi-
tion, the authors implemented filtering mechanisms to detect low quality answers.
By applying the right combination of these filters, the results suggest that it is pos-
sible to achieve high quality answers via crowdsourcing, as the feedback from the
crowd and the experts is comparable.

Alignment and Interlinking

CrowdMAP: Ontology Alignment

CrowdMAP (Sarasua et al. 2012) introduces a human-loop in the ontology align-
ment process by crowdsourcing the possible mappings between ontologies as
microtasks with individual alignment questions. The CrowdMAP architecture
receives as input two ontologies to be aligned and an automatic algorithm to gener-
ate an initial mapping. Based on this information, CrowdMAP generates the human
tasks (see Fig. 10) and submits them to CrowdFlower, where the workers suggest
the type relationships between a pair of concepts (‘same’, ‘subclass of’, ‘superclass
of”). During the microtask generation, control questions where included in the tasks
in order to facilitate the spam detection. In addition, the quality assurance and
answer consolidation mechanisms supported by CrowdMap are those offered by the
platform CrowdFlower. The experimental study in Sarasua et al. (2012) showed that
CrowdMap on average is able to outperform automatic solutions, and the results
suggest that the combination of ontology alignment algorithms with human-driven
approaches may produce optimal results.

CrowdSPARQL: Entity Resolution

In Linked Data it is often the case that different data sets create their own resource
identifier to refer to the same concepts. CrowdSPARQL (Maribel Acosta et al. 2012)
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is designed to handle entity resolution tasks via crowdsourcing when links between
data sets are required while processing a SPARQL query. The current status of the
engine allows the interlinking of Linked Data resources to DBpedia, which contains
the RDF representations of knowledge extracted from Wikipedia. The workers per-
form the discovery of ‘same as’ correspondences providing the Wikipedia entry
(URL) for a given Linked Data resource (see Fig.9).

ZenCrowd: Entity Linking

ZenCrowd (Demartini et al. 2012) is a hybrid system that combines algorithmic and
manual techniques in order to improve the quality of entity extraction on a corpus
of news articles and linking them to Linked Data resources, by executing state-of-
the-art solutions to find candidate matches and selecting the right one via microtask
crowdsourcing. In each microtask, the workers have to select the correct Linked
Data resource for a given entity. The results from the crowd are analyzed by
ZenCrowd using a quality model to select the right answer based on probabilistic
graphs, where entities, workers and candidate matches are represented as nodes,
which are connected through factors. The experimental results showed that
ZenCrowd is able to outperform automatic approaches by crowdsourcing entity
linking, reflected as an improvement of the overall system accuracy.

Documentation

Mechanical Protégé: Ontology Documentation

Mechanical Protégé!” is a plug-in for the open source Protégé'® ontology editor tool
and knowledge-base framework, which allows crowdsourcing ontology develop-
ment activities such as creating classification hierarchies or labeling concepts and
translating them into different languages. The ontology editor selects a task and the
concepts within the ontology subject to crowdsourcing as illustrated in Fig. 11, and
Mechanical Protégé creates and submits the human tasks to AMT. The types of
tasks handled by Mechanical Protégé are considered complex tasks due to the vari-
ety of answers that may be retrieved from the crowd, therefore the ontology editor
must perform the analysis and validation of the human input manually.

7http://people.aifb.kit.edu/mac/mechanicalProtege
18 http://protege.stanford.edu/
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Other Approaches

Other human computation-based approaches rely on collaborative contributions
from users to achieve their goals. One recent example comes from the Linked Data
community for evaluating the well-known data set DBpedia. The DBpedia
Evaluation Campaign,' aimed at detecting possible quality issues in the DBpedia
data set; it was performed in two phases: first, a taxonomy of common quality issues
was built by experts; then, Linked Data enthusiasts were invited to use the
TripleCheckMate tool (see Fig.12) in order to arbitrarily explore the data set
resources and identify possible quality problems contemplated in the taxonomy. The
second phase was performed as an open contest; the user submissions were analyzed
and verified by experts, who selected a winner based on his contributions. Although
the campaign has finished already, the information collected from the participants
represents a valuable input to correct future versions of the data set and implement
better (semi-)automatic data extractors on top of the Wikipedia mappings.?

While DBpedia is the attempt to extract structured, semantic data from the only
partly ordered, enormous knowledge base that is Wikipedia, the project Wikidata?!
takes a different, more fundamental approach by letting the community directly
build structured data relations to be then used by automated systems. This happens,

Yhttp://nl.dbpedia.org:8080/TripleCheckMate/
20Wikipedia extractors. http://wiki.dbpedia.org/DeveloperDocumentation/Extractor
2 http://www.wikidata.org/
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e.g., through inline queries from Wikipedia, pulling for example up to date inhabit-
ant numbers from Wikidata into info boxes of articles about cities. Community
members, mostly Wikipedia editors, establish and maintain the data entries in a
collaborative, open fashion. Data entries are stored as triples and can be accessed
using Linked Data technologies. Wikidata is operated by the Wikimedia Foundation
as the ‘Data Layer’ for its projects, much like Wikimedia Commons acts as its over-
all storage for media files. The project bears many similarities with initiatives such
as Freebase, which applied a combination of volunteer and paid crowdsourcing to
collaboratively create and maintain a structured knowledge base.??

Conclusions

In this chapter we gave an overview of how human computation methods such as
paid microtasks and games-with-a-purpose could be used to advance the state of the
art in knowledge engineering research, and develop and curate valuable (structured)

2 http://www.freebase.com/
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knowledge bases in different domains. Given the inherently human-driven nature of
many knowledge engineering tasks, most notably knowledge acquisition and mod-
eling, human computation has received great attention in this community as an
alternative to costly, tedious expert-driven approaches followed in the past, with
promising results. This resulted in an impressive number of systems, in particular
casual games, tackling tasks as diverse as ontological classification, labeling, prop-
erty elicitation, entity linking, ontology alignment or the annotation of different
types of media. Besides these promising prospects, many of these projects still need
to prove themselves in terms of sustainability and actual added value in the data they
produce. More research is needed in order to enable the reuse of human-computa-
tion data, and even allow for different methods to be applied in combination. This
would not only increase the quality of the crowd-engineering knowledge, which
will be curated in time through various tools and platforms, but it would possibly
facilitate the application of human-computation methods to different types of tasks
and workflows, that are less amenable to parallelization.
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Human Computation in Citizen Science

Chris Lintott and Jason Reed

Early Development of Citizen Science Through Human
Computation

Human computation is playing an increasingly important and interesting role in the
scientific process through projects which variously label themselves as ‘citizen sci-
ence’, ‘scientific crowdsourcing’ or simply ‘public participation in scientific
research’ (PPSR). The willingness of large crowds of volunteers to give their time
to projects that offer the promise of an authentic contribution to science, and the
projects themselves are forming a critical piece of the response to the growing chal-
lenge of big data facing researchers in fields from astronomy to zoology.

In many ways, these distributed citizen science projects were a response to the
success in the early years of distributed computing projects, particularly those such
as SETI@Home (Anderson et al. 2002), which make use of the widely distributed
BOINC platform and library (Anderson 2004). Projects such as ClimatePrediction.
net (Massey et al. 2006), Einstein@home (Knipsel et al. 2010) and ROSETTA @
home (Raman et al. 2008) have all produced significant scientific research. However,
there are plenty of scientific tasks where human classification, transcription, inter-
vention or computation is still superior to available machine learning solutions. In
common with other fields in which human computation is deployed, many—most—
of these problems are not impossible to attack with automated routines, but merely
difficult. The lack of infinite resources for machine learning and computer vision
mean that there are plenty of scientists and researchers classifying images, sorting
through data and performing other repetitive tasks, and these are the problems that
distributed citizen science projects can attempt to solve.

C. Lintott (<)
University of Oxford, UK
e-mail: cjl@astro.ox.ac.uk

J. Reed
Adler Planetarium, Chicago, USA

P. Michelucci (ed.), Handbook of Human Computation, 153
DOI 10.1007/978-1-4614-8806-4_14, © Springer Science+Business Media New York 2013


http://climateprediction.net/
http://climateprediction.net/

154 C. Lintott and J. Reed

An early large attempt to develop a program such as this was NASA’s clickworkers
program, launched in 2000. Volunteers, known as clickworkers, were invited to look
at images of the Martian surface from the Mars Global Surveyor spacecraft and
record the positions of craters in order to determine the age of surface features.
(Kanefsky et al. 2001) Clickworkers was primarily designed as a proof of concept,
and it was successful, with click workers coming within a few pixels of the known
catalogues (Barlow et al. 2000). The project team also noted user behaviours which
were to become familiar to many running such projects; both a sudden rise in the
number of classifiers and a division of labour between ‘super-classifiers’ and those
who only visit once were noted in the project report (Kanefsky et al. 2001).

Although further iterations of the clickworkers project were developed, it did not
become a general platform for citizen science, nor did it produce significant scien-
tific results. Stardust@home, launched in 2006, fulfilled both of these goals and,
more importantly, dispelled the notion that attractive images were necessary in
order to engage a crowd (Mendez 2008). The task was to sort through images of
dust grains returned by the Stardust probe from Comet 8 1P/Wild (Wild-2), with the
goal of identifying interstellar dust grains trapped in the spacecraft’s aerogel detec-
tor. A significantly challenging test was introduced to ensure classifiers were pro-
viding data of sufficient quality, and the incentive of having the right to informally
name any verified interstellar dust grains found (!) was introduced. Tens of thou-
sands of participants took part, and in 2010 two particles were announced as candi-
date interstellar grains. The team responsible for Stardust@home went on to build
the Berkeley Open System for Skill Aggregation (BOSSA), the first scientific
crowdsourcing platform, which more recently has, with the advent of pyBOSSA
(http://crowdcrafting.org), been ported into Python.

The Advantages of Citizen Science

In this section, I focus on Galaxy Zoo, a project developed by one of the authors
[CL] and an interdisciplinary team, directly inspired by the success of Stardust@
home. The original aim of Galaxy Zoo was to provide morphological classifications
of nearly one million galaxies imaged by the Sloan Digital Sky Survey (Lintott et al.
2008; York et al. 2000). Galaxy Zoo received strong support from a volunteer com-
munity from its launch in July 2007, reaching a peak rate of more than 70,000 clas-
sifications per hour (Lintott et al. 2008) and still receives classifications in a new
version 6 years later. It has produced data used in many scientific papers (see zooni-
verse.org/publications for an updated list). This longevity and productivity make it
ideal to illustrate the advantages of human computation in this scientific space.

The scientific results of Galaxy Zoo have come from two routes. The first is the
designed route, resulting from the collection and combination of user responses
delivered through the main interface, allowing the project to meet the key challenge
of being able to provide the scale of effort required. In the case of Galaxy Zoo, users
were asked to provide answers to questions presented in a decision tree next to an
image of a galaxy. (The process of data reduction for citizen science is discussed
below, in section “Citizen Science Motivations: Gaming the System”).
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However, two key design decisions enabled not only data analysis but serendipitous
discovery. Firstly, classifiers could follow a link to the ‘professional’ view of their
galaxy, which provided more than 100 items of metadata, spectra and the ability to
view images at different wavelengths. In later iterations of the project, this link is
only available after the image has been classified in order to guard against the pos-
sibility of biasing classifications. Secondly, a forum was added to the site, initially
in response to the large numbers of emails received which quickly overwhelmed the
team’s ability to respond.

Volunteers quickly adopted the forum as a place to discuss unusual finds, which
ranged from galaxies shaped like letters of the alphabet (mygalaxies.co.uk) to more
scientifically interesting finds. For initial discoveries, such as ‘Hanny’s Voorwerp’,
a galaxy sized gas cloud heated to 50,000 K by a jet from a now quiescent super-
massive black hole (Lintott et al. 2009), the forum and thus the communities’ role
was limited to simple discovery (even if individual volunteers were included in
discussions about follow-up observations and papers), but as the community
matured more complex behaviours emerged.

In some cases, this was self directed. The Galaxy Zoo ‘peas’, a set of small, round
and (in SDSS imagery) green galaxies which turn out to be the most efficient facto-
ries of stars in the local Universe were identified and investigated by approximately
twenty volunteers who downloaded data, analysed spectra and even collaborated to
produce their own crowdsourcing site to sort through candidate objects. (Cardamone
et al. 2009) In this example, therefore, the community of volunteers was able to iden-
tify objects of interest and classify them according to a schema they devised, but also
to carry out more advanced work, which contributed greatly to the final scientific
paper. This mode of operation, in which small groups of volunteers are able to work
on rare classes of objects can be enabled by interaction with the scientists; members
of the Galaxy Zoo team who interacted with forum participants were able to arrange
significant searches for multiple classes of such objects (Keel et al. 2013, 2012).

Serendipitous discovery is thus a key advantage of this form of human computa-
tion, in both directed and undirected modes, and projects built on the Zooniverse
platform (Fortson et al. 2012) which grew from Galaxy Zoo now almost always
explicitly allow for this in design. However, it became clear that the forum employed
by Galaxy Zoo was not adequate; it used off the shelf software that could not easily
be incorporated with the main classification task, and as the forum’s content grew
both in size and complexity it became increasingly hard to navigate. (The Galaxy
Zoo forum (www.galaxyzooforum.org) currently contains more than 600,000 posts
in nearly 20,000 topics). The percentage of Galaxy Zoo users using the forum
dropped steadily over time as a result, and scientists were increasingly unwilling to
spend time looking for interesting conversations. This latter factor was a particular
problem as a large part of the forum’s scientific output had come from collaboration
between citizen and professional scientists.

In response to these challenges, a new object-oriented discussion system was
developed and deployed on later Zooniverse projects. Known as ‘Talk’ (http:/
github.com/zooniverse/talk) it is linked from the main classification page, and
allows users to quickly discuss interesting or curious subjects they have encountered
while classifying. Forum-like boards enable longer discussions, and collections and
hashtags increase the visibility of interesting objects. Talk has been successful, in
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particular on the Planet Hunters project (Schwamb et al. 2012) which looks for
extrasolar planets in data provided by NASA’s Kepler space telescope. More than
60 % of Planet Hunters users have used the system, and more than half of those have
made comments (Fischer et al. 2012). Significant discoveries, including Planet
Hunters 1b, the first planet in a four-star system (Schwamb et al. 2013) and more
than forty planet candidates in the habitable zone of their parent stars (Ji et al. 2013),
have come from efforts led by Talk users. Where active communities have grown up
on projects using talk, they show an interesting propensity to become interested in
topics which diverge from the interests of the science team; examples include the
community of bird watchers on SnapshotSerengeti.org (an animal identification
project which lumps almost all birds into a single category) and those planet hunters
studying variable stars. Talk has not always succeeded, however, and early engage-
ment with the community by the scientific team seems to be a critical factor.
Nonetheless, it is clear that serendipitous discovery can not only be a crucial part of
a successful citizen science project, but also can be designed for and encouraged.
A third key advantage is in the feedback between citizen science and machine
learning approaches to the same problems. In many cases, the limiting factor in the
performance of such algorithms is the lack of sufficiently large training sets; these
can be provided by citizen science projects. (Smith et al. 2010; Bloom et al. 2012)
In addition, the design of a typical project in which several classifiers independently
work on the same subject allows systems to be trained not only with gold standard
data but given an estimate of the uncertainty in the resulting classification; such data
has been shown to improve the performance of neural networks significantly (Banerji
et al. 2010). This ability to improve the performance of automated routines is key as
datasets continue to grow in size, requiring an ever-higher proportion to be auto-
matically processed even in cases where the need for human computation remains.
These are all advantages which are intrinsic to the process of research; reasons
why the adoption of a citizen science approach might be of use for the researcher
attempting to sort through a large dataset. Citizen science projects also often have
extrinsic goals, whether or not there are explicitly stated, in serving as part of an
educational or outreach effort whose goals are not limited to imparting the knowl-
edge necessary to be an effective participant. Both formal (Raddick et al. 2013) and
informal education programs have been developed which make use of such projects;
research into the effectiveness of such efforts is in the early stages, but it is clear that
the ability of hybrid systems which contain both citizen science activities and inter-
ventions designed for learning provides a rich laboratory for experiments in the field.

Citizen Science Motivations: Gaming the System

Discussion of learning through citizen science introduces the question of user moti-
vation. A large survey of Galaxy Zoo volunteers suggested that the most common
primary motivation lies in a desire to contribute to research, with an interest in the
specific subject concerned second. (Raddick et al. 2013; von Ahn et al. 2008)
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Fig. 1 A screenshot of the “Unsolved monkey virus protein” Foldit puzzle, showing the complex-
ity of both task and interface. Fold.it players produced a structure which was accurate enough to
enable the ultimate solution of the three dimensional structure for this molecule

For developers of projects, this is encouraging as it suggests that significant engagement
need not be limited to subjects such as astronomy which have large public follow-
ings already.

However, the reach of citizen science is not limited to projects which appeal
directly to these motivations; the success of the reCAPCHA project (von Ahn et al.
2008) in digitizing words entered by users as an anti-spam device suggests that the
deployment of scientific crowdsourcing as a tool for distinguishing humans from
machines might be worth trying. More relevantly, several projects have attempted to
build systems which involve the user in playing a game which also happens to pro-
duce scientifically useful results.

The most successful of these attempts is Fold.it (Khatib et al. 2011a), a protein
folding game. The new Fold.it user is presented with a series of puzzles (See Fig. 1)
of increasing difficulty which teach the use of a variety of tools which can be used
to manipulate the structure of a simulated protein. A score can be assigned such that
the lowest energy state achieved scores most highly (in fact, the calculation is an
approximation to the actual energy), incentivizing ‘correct’ behaviour. Once a user
has progressed through the training levels, they can choose to work on a series of
real problems where the correct answer is not known. The system design is both
elegant, incorporating the necessary knowledge about how chemical bonds behave,
for example, in tool behaviour, and successful, scoring highly in international pro-
tein folding competitions (Popovic 2008) and making discoveries worthy of follow-
up (Khatib et al. 2011b). Fold.it allows collaboration on problems, with volunteers
refining and adding to the solutions found by others, and an intriguing degree of
specialization has grown up with some users, for example, priding themselves on
specializing in the ‘end game’—the final adjustments that can improve already good
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Fig. 2 This image shows an example of the data used in Eyewire, where the task is to assign
regions of an image to neurons. On the left, the blue area represents an automatic attempt to solve
the problem, but a small part is erroneously excluded. This mistake is corrected by human inter-
vention (right)

solutions. Over time, the Fold.it team have added further complexity, with the
introduction of macros (scripts with perform predetermined tasks automatically)
allowing the community a means of recording and passing on knowledge, even as
individual classifiers come and go.

Fold.it demonstrates the power of a gameified approach to citizen science proj-
ects, and has inspired a series of newer projects which take a similar approach.
Critically, it has some differences from the classifier-based model described earlier.
Most strikingly, rather than combining classifications from a large crowd of volun-
teers, it looks for individual solutions from a small number of classifiers (or a small
number of small groups of classifiers). Whereas all participants in, for example,
Galaxy Zoo are providing data which directly impacts the scientific results, most
fold.it players are working their way through the training levels or failing to improve
on existing solutions. This suggests that the motivation of such volunteers might be
slightly different from those participating in classification citizen science projects.

The kind of game treatment deployed by fold.it will not be suitable for all scien-
tific human classification problems. In particular, the protein folding problem ben-
efited from an easily calculated proxy for the correct answer; in problems where the
correct answer is unknown devising a reward scheme that encourages the right
behaviour may prove impossible. The development costs associated with the
deployment of a fully game-like system are likely to be high, the failure rate higher
(building computer games which people want to play is hard, even without the con-
straint of producing useful results) and the results less generalizable.

These limitations suggest the development of a hybrid model in which game-like
features are introduced to an otherwise standard classification system. This can be
effective (a particularly comprehensive attempt has been made by EyeWire (see Fig. 2),
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arecent project which aims to map the 3d structure of neurons) but it risks conflicting
motivations and thus having a detrimental effect on user behaviour. For example,
the introduction of a points system in an early trial version of Galaxy Zoo led to the
loss of both particularly poor and particularly good classifiers. The former makes
sense, but we can hypothesize that the latter were no longer motivated by a desire to
contribute but rather by a gaming motivation that resulted in stopping playing when
the game was ‘won’ or no further improvement was possible. Even the addition of
rewards in the form of achievement badges, a common simple game-like addition
can be problematic—in SETI@home, an experimental Zooniverse project, the
interruption of receiving a badge meant that people were likely to leave instead of
being motivated to continue classifying. Gameification, then, is to be done carefully
rather than forming a panacea to all problems.

Data Reduction and User Weighting

A discussion of the deployment of human computation through citizen science
would not be complete without including discussion of the methods used to combine
work from multiple classifiers. These have become increasingly sophisticated as
projects seek increases in efficiency and accuracy. Moving on from simply taking a
majority vote, for example, the Galaxy Zoo project weighted users who consistently
agreed with the majority of users (Lintott et al. 2008), and measured and adjusted
the bias inherently in classifying smaller, fainter or more distant galaxies (Land et al.
2008; Bamford et al. 2009; Willett et al. 2013). The Planet Hunters (see Fig. 3)
project mentioned above used classifications of ‘gold standard’ data (in their case,
classifications of both known and simulated planets were sought for verification
purposes) (Schwamb et al. 2012). The Milky Way project, which analysed infrared
images of the sky looking for ‘bubbles’ associated with the formation of stars used
user behaviour as a proxy for ability, discounting classifications from those who did
not use the full set of tools provided (Simpson et al. 2012).

However, much more sophisticated analyses are possible, and several research-
ers have used archived data from citizen science projects to demonstrate the effec-
tiveness of a Bayesian approach to the problem. In this picture, each classification
provides information not only about the image being classified but also about the
volunteer doing the classification (see Fig. 4). This information can be used both to
provide more accurate classifications, but also to direct attention through the effi-
cient choice of the next classifier (Simpson et al. 2013; Kamar; Waterhouse 2013).
Details of these systems are described elsewhere, but they typically achieve an
increase in efficiency of between 30 % and 70 %. This has led to interest in deploy-
ing these systems, especially from those researchers who are working on systems,
which interact not with a large archive of data but with a live stream of information,
necessitating rapid response for follow-up or decisions about data storage.

There are substantial technical challenges to such implementation, primarily the
time or computational resources needed to deal with a system of tens of thousands
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Fig. 4 Distribution of effort in the original Old Weather project, with each square corresponding
to the contributions of a single transcriber. The general pattern—in which substantial effort is

provided by both occasional users as well as those who are much more committed—is seen in
many Zooniverse projects
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of classifiers and hundreds of thousands of classifications in real time. Volunteer
classifiers are unlikely to be tolerant of even small delays in deciding what they
should see next. However, the real problem is that such systems make explicit the
conflicts between motivations mentioned above. In systems which combine many
imperfect automatic classifiers, and in much of the literature (including those papers
cited in the previous paragraph) it is assumed that each classification provided has a
fixed cost; whether the subject for classification is selected because we want to know
more about that subject, because we want to know more about the performance of
the classifier on subjects like it, or whether we are training users by asking them to
classify it, the cost is usually assumed to be equal. The goal is then to minimize cost.

With a system containing volunteer classifications things are much more com-
plex. Consider a simple system that shows the most difficult images (say, the faint-
est galaxies) to the best human classifiers (those that perform most strongly on a
training set of faint galaxies). Now consider that in this system, all human classifiers
are motivated by seeing varied images of galaxies—a perfectly plausible situation.
Given that, unlike their automatically classifying robot counterparts, the volunteers
are free to stop classifying at any time, this system would systematically drive away
the best classifiers from the site due to the monotony of the visual experience.
Without a proper understanding of motivation, therefore, attempts to improve the
efficiency of citizen science projects are likely to fail.

This is a key example of the ability of citizen science to throw up interesting
general problems in the field of human computation. There has been a rapid increase
in the number of such projects in the last 5 years, as well as in their variety and
scope. There is thus much need for collaboration between scientists making use of
citizen science and experts in computational systems to move beyond simple ‘clock-
work’ and toward dynamic and complex systems that balance learning with simply
getting the job done.
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Human Computation as an Educational
Opportunity

Carole R. Beal, Clayton T. Morrison, and Juan C. Villegas

Introduction: Citizen Science

Volunteers have long made important contributions to science. For example, Charles
Darwin was a volunteer naturalist during his travels on the HMS Beagle (Silvertown
2009). However, in the last two decades the dramatic growth in technologies that
support global-scale communication and data sharing have contributed to a move-
ment in which large numbers of individual volunteers can participate in significant
scientific research through collecting and processing data. Such “citizen science”
projects represent an example of human computation in that powerful computa-
tional and communication tools now allow for the distribution of the work of sci-
ence to hundreds, thousands or millions of volunteers (Clery 2011; Cohn 2008;
Silvertown 2009). Citizen science projects offer the potential for individuals to
cooperate to solve the major challenges facing humanity, from documenting the
impact of climate change to early detection of earthquakes and discovering unique
objects in the night sky. By providing novices with the tools to record, share and
review data, scientists can crowd-source some of the data collection, making it pos-
sible to work at a much larger scale than is possible for a single research team.
One of the earliest examples of citizen participation in science involves bird
counting, such as the annual Christmas Bird Count conducted by the Audubon
Society for more than a century, and now expanded into year-round bird-monitoring
activities directed by the Cornell Laboratory of Ornithology (2012). People who are
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interested in birds and knowledgeable about species characteristics and behavior
voluntarily conduct systematic observations in their neighborhoods, and then con-
tribute valuable information about the location and density of different species. The
breadth of the observations supports large-scale mapping of ranges and changes in
populations over time that would not otherwise have been possible. Early data con-
tributions by bird observers were conducted primarily by mail but now involve
online data entry via a Web portal. Related examples include projects involving
searching for and marking sea turtle nest sites (Bradford and Israel 2004) and nest-
ing bird sites (King and Lynch 1998). These are all excellent examples of citizen
science capitalizing on natural interest ranging from curiosity to serious hobby, and
existing expertise in the community can opportunistically provide useful observa-
tions in the field.

Astronomy is another area that has long utilized novices’ observations of the
night sky to move the field forward. Since 1911, amateur astronomers have made
recordings of changes in the brightness of individual stars, contributing more than
20 million data points to a database used by professional astronomers (Williams
2001). In the Galaxy Zoo project, more than 200,000 people have logged into the
Sloan Digital Sky Survey website where they view and classify images of galaxies
(e.g., is the galaxy spiral in shape and if so, what is the direction of its rotation?).
Their volunteer labor contributed to dozens of scholarly publications as well as
independent research initiated by some of the volunteers themselves (Raddick et al.
2010). Here, citizen scientists perform a critical role in processing and analyzing
data that has been collected but requires decision-making that is still difficult to
automate yet takes relatively little training for humans to accurately manage.

More recent examples of citizen science projects involve a range of new tech-
nologies for data collection and contribution, such as the large-scale data collection
about seismic activity contributed by users via accelerometers in their laptops
(Cochran et al. 2009). The “Quake-Catcher Network™ is improving the speed with
which pending earthquakes are detected by contributing data from locations that are
between established recording stations. Mobile devices support “BioBlitz” events
in which volunteers use their phones to conduct rapid inventories of biological
diversity in a specific area within 1 or 2 days (Lundmark 2003). Brightsmith et al.
(2008) found that volunteers were even willing to pay for the opportunity to partici-
pate in a research project to photograph and document the behavior of Blue-headed
Macaws in the rainforests of Peru, pointing to the potential of integrating citizen
science with ecotourism. Such collaborations are being explored for global coral
reef monitoring (Marshall et al. 2012) and preservation of the Galapagos Islands
(Gibbs and Milstead 2012).

As these examples illustrate, citizen participation in large-scale science projects
can benefit professional researchers through the accumulation of data at a scale that
may not otherwise be possible (Silvertown 2009). Related work suggests that there
are also benefits to the volunteer participants in terms of the opportunity to build
scientific thinking skills (Trumbull et al. 2000). Citizen scientists may also benefit
through a deeper understanding of the value of science and its impact on their daily
lives (Fusco 2001).
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Citizen Science and STEM Education

The power of citizen science has led an increasing number of scientists, agencies
and professional research organizations to involve student volunteers in data collec-
tion, raising questions about whether volunteers are able to contribute high quality
data consistent with professional standards (Cohn 2008). New methods for auto-
matically calibrating the quality of volunteer-provided data and identifying suspi-
cious entries are being developed (Yu et al. 2012). Some studies revealed the need
for careful protocols and detailed training to ensure that the data collected by the
volunteers were consistent with the work of professionals (Engel and Voshell 2002).
Overall, though, it appears that volunteers are able to contribute valuable data. For
example, in the Oregon White Oak Stand Survey, students were trained to identify
and log the locations of the white oak, a native tree that provides valuable habit to
endangered species in the region. More than 600 students were transported to the
area by bus and assigned to a transect, where they reported the location and canopy
shape of oaks versus other tree species. Comparisons with data provided by profes-
sionals indicated that the students’ data were of generally high quality although the
novices tended to over-report observations of rarer species (Galloway et al. 2006).
Similar positive conclusions about the quality and value of volunteer-contributed
data were noted in Delaney et al. (2008) with regard to novices’ ability to recognize
and document the presence of native and invasive crab species in the Eastern coastal
region of the United States. In a project involving large-scale monitoring of mam-
mal (e.g., badger) signs in the Oxfordshire forest, Newman et al. (2003) found that
volunteers typically took longer to record observations but that the quality and util-
ity of their data was equivalent to that of the professionals.

Case Study: The B2E2 Project

Taking into account these lessons learned in practical citizen science applications,
the Biosphere 2 Evapotranspiration Experiment (B2E2) project explored the inter-
section of science, public participation, and education by combining a citizen sci-
ence approach to expand research beyond the laboratory with a special emphasis on
creating educational opportunities for middle and high school students.

Climate Change and the Water Cycle

The project was born out of the dissertation research of Dr. Juan Villegas at the
University of Arizona and Biosphere 2 facility located outside of Tucson, AZ.
Dr. Villegas’s research focused on the study of evapotranspiration, the combined
process of water loss from soil (evaporation) and from plants through their leaves
(transpiration). Somewhat surprisingly, factors that affect water loss through these
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two processes are not fully understood; nor is it clear how environmental character-
istics such as foliage density or woody versus non-woody plant types affect the
ways in which water is lost into the atmosphere. These questions are increasingly
urgent with the impact of climate change and long-standing drought on the
Southwestern region of the United States, as well as in other drought-ravaged
regions such as Australia (Adams et al. 2009).

The goal of Dr. Villegas’s project was to learn more about how the changing
vegetation in the desert might affect the water cycle, more specifically, the ratio of
water loss into the atmosphere from evaporation from soil, and from transpiration
from plants. Climate changes have led to the invasion of non-native species into the
desert; non-natives tend to grow more closely together than native species and there
is growing concern that greater density may alter the traditional seasonal weather
patterns such as the summer monsoon rains around which the desert ecosystem
revolves (Huxman et al. 2005).

The Biosphere 2 Research Laboratory

The Biosphere 2 facility provided an ideal laboratory to conduct Dr. Villegas’s
research. Biosphere 2 is a large (over three acres) glass-enclosed laboratory that
includes five distinct biomes and its own internal ocean, and serves as a research
facility for The University of Arizona. The unique design allows an unprecedented
degree of control over climate factors such as humidity and temperature, and pro-
vides a venue for systematic, controlled environmental science research at a scale
not possible in traditional laboratories or in the field. Taking advantage of this facil-
ity, the investigators set up experimental comparisons involving arrangements of
mature trees planted in large boxes and interspersed with boxes that contained only
soil. Measurements of evaporation from the soil and transpiration from the trees
indicated that the relative ratio of foliage and soil did affect water loss patterns
(Villegas et al. 2009).

The control afforded by the Biosphere 2 facility allowed Dr. Villegas to precisely
monitor details of evapotranspiration processes that would be difficult to replicate
on a large scale, such as sap flow monitoring, precise measurement of microclimate
conditions that require specialized equipment, and the chosen study subjects of
mature mesquite trees. At the same time, the landscape-scale: study using living
trees spaced as they would occur in the desert pointed to the need for additional
research to better understand the broad range of parameters affecting evapotranspi-
ration. This led to considering alternate forms of the general evapotranspiration
study design in which these parameters might be explored but using smaller scale
materials and apparatus. Furthermore, it was recognized that there was an opportu-
nity to turn these smaller scale studies into an educational opportunity in which the
studies could be run in classrooms.
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The “Tabletop” Experiment

A partnership was formed with middle schools in the area in which students con-
ducted table-top versions of the experiment and contributed their data to the research
team. The science curriculum included units on scientific inquiry, earth sciences,
and the water cycle, making the citizen science activity well-aligned with the ongo-
ing instruction.

The activity began with a pre-test of students’ initial understanding of the water
cycle and science methods that was conducted by their science teachers. The next
day, a member of the research team visited each classroom and gave a 40 min pre-
sentation about the water cycle, the processes of evaporation and transpiration, and
the study being conducted at the Biosphere 2, and invited the students to participate.
Students appeared highly engaged by the idea of contributing to the research through
their classroom activity.

The week after the pre-test and introduction, sets of small pots with soil and pots
planted with snapdragon plants were delivered to the classrooms, along with instruc-
tion for arranging the pots in specific patterns designed to contrast relative density
(i.e., how many pots out of 20 were planted versus just had soil) and arrangement
(e.g., if there were five plants, they could be grouped together or spaced apart with
bare soil between them). The protocol specified how much water to administer each
day and the intervals at which the pots would be weighed to measure overall water
loss. The difference between the weight change attributed to soil-only pots and
planted pots was attributed to the contribution of evaporation and transpiration that
make up the overall evapotranspiration factor.

Over the next 2 weeks, the students worked in teams and followed their specified
protocol with regard to the amount of water to administer. They weighed their pots
and recorded the data, and transmitted it to the research team. The data were entered
by students into a spreadsheet that was displayed on a interactive smartboard. As the
weights were logged into the appropriate cells, the calculations representing water
loss were automatically updated along with the graph showing loss attributed to
evaporation versus transpiration. At the end of the week-long activity students com-
pleted a post test regarding their knowledge of evapotranspiration and science inquiry.

Study Results and Extensions

Teachers reported that the students took the activity seriously and that there was very
little “off-task™ behavior during the week. In addition, students appeared concerned
with guaranteeing the correctness of their measurements. Having the values dis-
played publicly in an easy to read fashion on the smartboard led to interesting class-
room discussion and promoted an informal peer review-like process in which the
students corrected errors immediately during the data collection and analysis phases
of the project. In addition, the pre-post test comparisons showed a positive impact
on the student participants with regard to their understanding of the water cycle.
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After the activity, students were more likely to provide accurate definitions for key
terms, to recognize the factors and conditions that influenced evapotranspiration,
and to suggest reasonable strategies for calculating weight (Villegas et al. 2010).

Students were also able to follow the experimental protocols successfully and to
provide valuable data. The success of the activity was somewhat surprising given
that the process of weighing plants required considerable attention to relatively fine-
grained measurements and the use of the metric scale—topics that are known to be
challenging for middle school students in the United States (Slavin and Lake 2008).
In addition, the activity was sensitive to the successful completion of multiple
sequential steps: students had to weigh the plants, record the values in decimal for-
mat to the second decimal place, and then enter the data into the workbook on the
smart board. Processes that involve multiple steps are often prone to error, espe-
cially with relatively young participants (Michaels et al. 2008; Hassard and Diaz
2008). However, the data generated by the students in the table-top experiments
were considered credible and valuable by the research team, and were directly used
to increase the breadth of experimental results of the larger scale Biosphere 2 study.
Ultimately, the students’ work led to the development of new conceptual frame-
works about the effects of vegetation type and structure on the partitioning of evapo-
transpiration (Villegas et al. 2009).

The table-top experiment has now been administered several times, each time
varying the plant type and other conditions. The initial table-top experiment was
conducted in local Arizona schools in the spring of 2009 and 2010. In the summer
of 2009, a group of high school students visiting the Biosphere 2 for a summer pro-
gram carried out the experiment. Then, in the fall of 2009, another opportunity
arose, this time partnering with two schools in New South Wales, Australia, the
Dubbo Public School and Trangie School. In this variation the same experiment
design was used, and video conferencing was used in which Dr. Villegas presented
the introductory lecture and provided the same interaction that was used in the local
studies. Feedback from the students and teachers at the remote sites was extremely
positive, suggesting the potential to expand the activities via technology.

Conclusions

The possibilities for harnessing human computation on a large scale are far from
exhausted but already the opportunities and benefits that result from engaging the
public to participate in scientific research are being realized. The B2E2 project
offers an example of one such opportunity: if an experiment can be presented at the
right scale, there is opportunity to combine active science with appropriate STEM
curricula goals, while at the same time also affording broader exploration of scien-
tific questions, varying parameters and conditions as a kind of exploratory data col-
lection. Our entry into the age of large and pervasive data is not only a boon for
scientists, but will transform how we conduct science and how science communi-
cates with and educates the public.
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Search and Discovery Through Human
Computation

Albert Yu-Min Lin, Andrew Huynh, Luke Barrington, and Gert Lanckriet

Introduction

Machines are good at handling huge amounts of data, but they lack the flexibility and
sensitivity of human perception when making decisions or observations. To under-
stand human perception, we look toward what defines being human. To sense,
observe, and make sense of the world around us, we combine our biological recep-
tors (eyes, ears, etc.) with our cognitive faculties (memory, emotion, etc.). But the
memory banks that we pull from to create comparative reasonings are unique from
individual to individual. Thus, we each see things in slightly different ways, i.e. what
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is beautiful to one person may not be to another. However, there are trends that
emerge among our collective human consciousness and efforts to tap a consensus of
human perception, i.e. crowdsourcing, depend upon these trends to scale up analyti-
cal tasks through massively parallel networks of eyes and minds. This concept of
crowd based computing has become an important approach to the inevitable “data
avalanches” we face.

The Modern Age of Human Information Processing: More than one quarter
of the world’s population has access to the Internet (Internet World Stats 2009), and
these individuals now enjoy unprecedented access to data. For example, there are
over one trillion unique URLs indexed by Google (Google Blog 2008), three billion
photographs on Flickr, over six billion videos viewed every month on YouTube
(comScore 2009), and one billion users of Facebook, the most popular social net-
working site. This explosion in digital data and connectivity presents a new source
of massive-scale human information processing capital. User generated content fills
blogs, classifieds (www.craigslist.org), and encyclopedias (www.wikipedia.org).
Human users moderate the most popular news (www.reddit.com), technology
(www.slashdot.org), and dating (www.plentyoffish.com) sites. The power of the
internet is the power of the people that compose it, and through it we are finding
new ways to organize and connect networks of people to create increasingly power-
ful analytical engines.

Breaking up the Problem: To combine the large-scale strength of online data
collection with the precision and reliability of human annotation, we take a creative
approach that brings the data collection process close to humans, in a scalable way
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Fig. 1 Ultra-high resolution imagery of Mongolia displayed on the HiperSpace visualization
facility at UC San Diego

that can motivate the generation of high quality data. Human computation has
emerged to leverage the vast human connectivity offered by the Internet to solve
problems that are too large for individuals or too challenging for automatic meth-
ods. Human computation harnesses this online resource and motivates participants
to contribute to a solution by creating enjoyable experiences, appealing to scientific
altruism, or offering incentives such as payment or recognition. These systems have
been applied to tackle problems such as image annotation (von Ahn and
Dabbish 2004), galaxy classification (www.galaxyzoo.org), protein folding (Cooper
et al. 2010), and text transcription (von Ahn et al. 2008). They have demonstrated
that reliable analytics can produced in large scales through incremental contribu-
tions from parallel frameworks of human participantion.

One approach to human computation motivates participants by creating enjoy-
able, compelling, engaging games to produce reliable annotations of multimedia
data. Markus Krause’s chapter (in this book) on gamification provides a brilliant
investigation of this specific topic. These “games with a purpose” (von Ahn 2006)
have been applied to classify images (von Ahn and Dabbish 2004; von Ahn 2006),
text (von Ahn et al. 2006) and music (Mandel and Ellis 2007; Barrington
et al. 2012b; Law and vonAhn 2009). In general, these games reward players when
they agree on labels for the data and, in turn, collect information that the consensus
deems reliable. The goal of these games has been to collect data on such a massive
scale that all the available images, text or music content could be manually annotated
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by humans. Although simple and approachable online games — “casual games” —
have broadened the video gaming demographic (International Game Developers
Association 2006), designing a human computation game that meets these data col-
lection goals while being sufficiently attractive to players in massive volumes
remains a challenge.

In this chapter we describe several efforts to produce game like frameworks that
take on a needle-in-a-haystack problems, often when the needle is undefined.
Specifically, we explore innovative networks of human computation to take on the
ever expanding data challenges of satellite imagery analytics in search and discov-
ery. We describe frameworks designed to facilitate peer directed training, security
through the partitioning and randomization of data, and statistical validation through
parallel consensus. In each case it is clear that careful architecture of information
piping is a determinate in the success of parallel human computation. We begin with
an overview of our initial efforts in satellite remote sensing for archaeology, fol-
lowed by subsequent experiences in disaster assessment, and search and rescue.

Case Study: Archaeological Remote Sensing

In 2010 we launched “Expedition: Mongolia” as the satellite imagery analytics
solution for the Valley of the Khans Project (VOTK), an international collaboration
between UC San Diego, the National Geographic Society, and the International
Association for Mongol Studies to perform a multidisciplinary non-invasive search
for the tomb of Genghis Khan (Chinggis Khaan). We turned to massively parallel
human computation out of frustration from the inability to effectively survey the
vast quantity of imagery data through automated or individual means.

Since the invention of photography, aerial images have been utilized in
archaeological research to provide greater understanding of the spatial context of
ground features and a perspective that accentuates features which are not otherwise
apparent (Riley 1987; Bewley 2003; Deuel 1969; Lyons 1977). Buried features can
produce small changes in surface conditions such as slight differences in ground
level, soil density and water retention, which in turn induce vegetation patterns
(cropmarks), create variability in soil color (soilmarks) or even shadows (shadow-
marks) that can be seen from above.

The introduction of earth sensing satellites has further contributed to the integra-
tion of remote sensing in archaeology (Fowler 1996; Parcak 2009). The ability of
detecting features on the ground from space is largely dependent upon the ratio of
feature size to data resolution. As sensor technologies have improved, the potential
to utilize satellite imagery for landscape surveys has also improved (Wilkinson
et al. 2006; Lasaponara and Masini 2006; Blom et al. 2000). In September of 2008
the GeoEye-1 ultra-high resolution earth observation satellite was launched by
GeoEye Inc. to generate the world’s highest resolution commercial earth-imaging
(at the time of launch) (Madden 2009). Generating 41 cm panchromatic and 1.65m
multispectral data this sensor further expanded the potential of satellite based
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archaeological landscape surveys. However, the massive amount of data that is col-
lected each day by these sensors has far exceeded the capacity of traditional analyti-
cal processes. Thus, we turn to the crowds to scale human computation towards a
new age of exploration.

We construct a massive parallel sampling of human perception to seek and sur-
vey the undefined. Specifically, we aim to identify anomalies in vast quantities of
ultra-high resolution satellite imagery that represent archaeological features on the
ground. Because these features are unknown we are searching for something we
cannot predefine. Our internet-based collaborative system is constructed such that
individual impact is determined by independent agreement from the “crowd” (pool
of other participants who have observed the same data). Furthermore, the only
direction that is provided to a given participant comes from the feedback in the form
of crowd generated data shown upon the completion of each input. Thus, a collec-
tive perception emerges around the definition of an “anomaly”.

The Framework

Ultra-high resolution satellite imagery covering approximately 6,000km? of land-
scape was tiled and presented to the public on a National Geographic website'
through a platform that enabled detailed labeling of anomalies.

Within the data interface participants are asked to annotate features within five
categories: “roads”, “rivers”, “modern structures”, “ancient structures”, and “other”.
For each image tile, participants were limited to create no more then five separate
annotations. This limitation was designed to limit the influence that any single indi-
vidual could have on a given section of imagery (see Fig.2).

Image tiles (with georeference meta data removed) were distributed to partici-
pants in random order. By providing segmented data in random order a collection of
participants (or participant with multiple registrations) could not coordinate a
directed manipulation of any given location. This was designed to both secure the
system against malicious data manipulation as well as to protect the location of
potential sites from archaeological looters.

At the onset of the analysis, ground truth information did not exist to provide an
administrative source of feedback of the accuracy of analysis to participants. Thus
we depend upon peer feedback from data previously collected by other randomly
and independent observers of that image tile to provide a consensus based reference
to position ones input in relation to the “crowd” (see Fig. 3).

The semi-transparent feedback tags provide a reference to gauge one’s input to
the perceptive consensus of a crowd. This reference information cannot be used to
change the input provided to that particular image tile, however is designed to influ-
ence the participant for the following image tiles. Basing training on an evolving

Uhttp://exploration.nationalgeographic.com/mongolia
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Fig. 2 User interface for online participants to identify anomalies within randomly presented
sub-sectioned satellite imagery (Presented on http://exploration.nationalgeographic.com/mongolia)

peer generated data set we allow a form of emergent collective reasoning to deter-
mine the classifications, an important design element when searching for something
that cannot be predefined.

The emergence of “hotspots” of human agreement also provide a form of valida-
tion through agreement among independent observers (a multiply parallel blind test).
The mathematical quantification of agreement is the basis for extracting insight from
the noisy human data. A detailed investigation of this framework and the role of col-
lective reasoning will be reported in a forthcoming manuscript (Lin et al. 2013).
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Fig. 3 Peer based feedback loop (Presented on http://exploration.nationalgeographic.com/
mongolia)
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Fig. 4 Registration (blue) and image view (red) statistics across the duration of the experiment

Opening the Flood Gates

Since its launch over 2.3 million annotations from tens of thousands of registered
participants were collected. Recruitment was facilitated through public media high-
lights, i.e. news articles and blogs. These highlighting events provide observable
spikes of registration/participation, as seen in Fig.4. We show this trend to articulate
the importance of external communities to drive participation in crowdsourced
initiatives.

Overlaying this huge volume of human inputs on top of satellite imagery creates
a complex visualization challenge (Huynh et al. 2013) a subset of which is depicted
in Fig. 5. While independently generated human inputs are inherently noisy, clusters
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Fig. 5 Human generated tags overlaid on satellite imagery showing emergent agreement around
features. Tag categories “road” and “ancient” are represented in red and yellow, respectively. We
have explored methods of clustering to define linear features through tags (roads and rivers, Huynh
and Lin (2012))

of non-random organization do emerge. Categorical filtering highlights road networks,
rivers, and archeological anomalies, respectively.

Guided by this global knowledge of public consensus, we launched an expedi-
tion to Mongolia to explore and groundruthed locations of greatest convergence
(defined mathematically through kernel density estimations). From three base camp
locations along Mongolia’s Onon River Valley we were restricted to a proximity
boundary based upon 1 day’s travel range and limitations associated with extreme
inaccessibility. This created an available coverage distance of approximately
400 square miles. Within these physical boundaries we created and explored a prior-
ity list of the 100 highest crowd rated locations of archaeological anomalies. The
team applied a combination of surface, subsurface geophysical (ground penetrating
radar and magnetometry), and aerial (UAV based) survey to ground truth identified
anomalies (Lin et al. 2011). Of those 100 locations, over 50 archaeological anoma-
lies were confirmed ranging in origins from the Bronze age to the Mongol period
(see example in Fig.6).

Case Study: Christchurch Earthquake Damage Mapping

Born out of the success of “Expedition:Mongolia” Tomnod Inc. was formed in 2011
to explore broader application of human computation in remote sensing. While
search targets varied, the computation challenge was consistent. The methodology
of large scale human collaboration for earth satellite imagery analytics was quickly
applied in the aftermath of a 6.3 magnitude earthquake that devastated the city of
Christchurch, New Zealand in February 2011.
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Fig. 6 Rectangular burial mound (identified through our human computation network) from early
to late Bronze Age origins (Allard and Erdenebaatar 2005; Jacobson-Tepfer et al. 2010)

Once again, a website was developed to solicit the public’s help in analyzing
large amounts of high-resolution imagery: in this case 10cm aerial imagery
(Barrington et al. 2012a). Users were asked to compare imagery taken before and
after the quake and to delineate building footprints of collapsed or very heavily
damaged buildings. The interface was designed to be simple and intuitive to use,
building on widespread public familiarity with web-mapping platforms (Google
Maps, Google Earth, Bing Maps, etc.), so that more of the user’s time is spent ana-
lyzing data versus learning how to use the interface. Using a simple interface that
runs in a web browser, rather than an ‘experts-only’ geographic information system
(GIS) platform, opens the initiative to a larger group of untrained analysts drawn
from the general Internet public (Fig.7)

After just a few days, thousands of polygons outline areas of damage were con-
tributed by hundreds of users. The results are visualized in Fig. 8 below where areas
of crowd consensus can be clearly identified by densely overlapping polygons. The
crowd’s results were validated by comparison to ground-truth field surveys con-
ducted in the days immediately following the earthquake. The field surveys marked
buildings with red (condemned), yellow (dangerous) or green (intact) tags, indicat-
ing the level of damage. Ninety-four percentage of the buildings tagged by the
crowd were actually reported as damaged (red or yellow) by the field survey
(Foulser-Piggott et al. 2012).
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Fig. 7 Tomnod Disaster Mapper Interface in the Christchurch GEOCAN effort

Case Study: Peru Mountain Search & Rescue

The previous case studies demonstrated the capability of large networks of distrib-
uted human analysts to identify undefined features and apply visual analytics to
remote sensing datasets on a massive scale. The final application of crowdsourced
remote sensing we discuss highlights the timeliness that can be achieved when hun-
dreds of humans help search through imagery and rapidly identify features of inter-
est. On July 25, 2012, two climbers were reported to be lost in the Peruvian Andes.
Missing in a remote, inaccessible region, the fastest way for their friends in the US
to help find them was to search through satellite images. DigitalGlobe’s World View-2
satellite captured a 50cm resolution image and, once again, Tomnod launched a
crowdsourcing website to facilitate large scale human collaboration. Friends, family
and fellow climbers scoured the mountain that the climbers were believed to have
been ascending. The crowd tagged features that looked like campsites, people, or
footprints and, within hours, every pixel of the entire mountainside had been viewed
by multiple people (Fig.9).

One of the first features identified within just 15min of launching the website
showed the 3-man rescue team making their way up the glacier in search of the
climbers. Over the next 8h, consensus locations were validated by experienced
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Fig. 8 Results of the crowd-contributed damage outlines and highlights of two destroyed
buildings. Red = completely destroyed, orange = heavy damage, yellow = light damage

Fig. 9 Comprehensive crowdsourcing maps an entire mountain in just a few hours. The crowd
identified possible footsteps (orange), people (green), campsites (blue) and avalanche regions (red)
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Fig. 10 Fresh foot tracks in the snow outlined through crowdsource analytics of near real time
ultrahigh resolution satellite imagery

mountaineers and priority locations were sent to the rescue team on the ground
(e.g., footprints in the snow, Fig. 10).

The search ended the next morning when the climbers bodies were discovered
where they had fallen, immediately below the footprints identified by the crowd.
While this case study has a tragic ending, the story highlights the power of human
collaboration networks to search a huge area for subtle clues and, in just a few
hours, go from image acquisition to insight. Furthermore, we observe that in times
of need, humans want to help, and when channeled in appropriate collaborative
pipelines can do so through computation.

Next Step: Collaborating with the Machine

While we have shown three examples of scalable human analytics, it would be a
challenge for human computation alone to analyze every image on the web, every
galaxy in the sky or every cell in the human body. However, human computation
systems can produce well-labeled examples in sufficient volume to develop machine
learning methods that can tackle such massive problems autonomously
(Barrington et al. 2012b; Snow et al. 2008; Novotney and Callison-Burch 2010). By
integrating machine intelligence systems with human computation, it is possible to
both focus the human effort on areas of the problem that can not yet be understood
by machines and also optimize the machine’s learning by actively querying humans
for labels of examples that currently confound the machine.
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Fig. 11 Three phase approach to combine machine learning with search and discovery human
computation: consensus convergence; feature extraction; and multiple instance learning

The detection of anomalies within an image is a difficult problem: we know that
they may be located in regions of the image, but we don’t know exactly where. We
believe the application of multiple instance learning (Babenko et al. 2006; Maron
and Lozano-Pérez 1998; Maron and Ratan 1998; Zhang et al. 2002) would be best
suited for the problem at hand. Unlike the classical approach to learning, which is
based on strict sets of positive and negative examples, multiple instance learning
uses the concept of positive and negative bags to address the nature of fuzzy data.
Each bag may contain many instances, but while a negative bag is comprised of
only negative instances, a positive bag is comprised of many instances which are
undetermined. While there may be negative examples in the positive bag due to
noisy human input, the majority the positive examples will tend to lie in the same
feature space, with negative examples spread all over. Multiple instance learning is
able to rely on this insight to extrapolate a set of features that describes the positive
bag. This is very appropriate for our data since a single image patch may contain
many alternative feature vectors that describe it, and yet only some of those feature
vectors may be responsible for the observed classification of the patch. A schematic
of a proposed workflow for combining human computation and multiple instance
learning (a machine based method) is outlined in Fig. 11.

If we are able to pool human perception to identify and categorize hard to define
anomalies, we can begin applying this approach. From each of the many instances
in a given category bag (i.e. ancient structure) we extract a set of image feature vec-
tors. Since not every instance in the bag truly represents the labeled concept, some
of these features will describe random image details, while others may be drawn
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from an actual ancient structure and will, for example, exhibit a certain rectangular
shape. As we iterate through all the instances in multiple bags, the aim is that the
features that describe an anomaly will become statistically significant. As the signal
from multiple positive instances emerges from the uniformly distributed background
noise, we can identify the features that best describe certain classes of anomaly.
Thus even with multiple, noisy, weakly-labeled instances from our training set,
applying multiple-instance learning will result in a set of features that describe each
anomaly and which we can apply to new data to find anomalies therein.

Conclusions

The idea of collecting distributed inputs to tap the consensus of the crowd for deci-
sion making is as old as the democratic function of voting, but in this digital age,
networks of individuals can be formed to perform increasingly complicated compu-
tational tasks. Here, we have described how the combined contribution of parallel
human micro-inputs can quickly and accurately map landscapes and features
through collective satellite imagery analytics.

In “Expedition:Mongolia” we designed a system of peer based feedback to
define archaeological anomalies that have not been previously characterized, to
leverage a collective human perception to determine normal from abnormal.
Participants without pre-determined remote sensing training were able to indepen-
dently agree upon image features based on human intuition, an approach avails of
the flexibility and sensitivity of human perception that remains beyond the capabil-
ity of automated systems. This was critical in our search for the “undefined needle
in a haystack”.

While this initial effort focused on an archaeological survey, applications of
crowdsourced remote sensing exist across domains including search & rescue and
disaster assessment. This was demonstrated through the efforts of Tomnod Inc., a
group born out of the experiences in Mongolia to tackle the data challenges of the
commercial satellite imaging industry through crowdsourced human computation.
In the Christchurch disaster mapper effort we observe a remarkable 94 % accuracy
to ground truth. This result opens new possibilities for human computation and
remote sensing in the assessment and ultimately recovery of disaster events. The
Peruvian Mountain search & rescue operation demonstrated the remarkable speed
with which insight could be gained from pooling human effort for large scale data
analytics, suggesting that a combination of networked human minds and fast data
pipelines could actually save lives.

Each example demonstrates the potential of online communities to mine
unbounded volumes of digital data and catalyze discovery through consensus-based
analytics. We have shown how human perception can play a powerful role when
seeking unexpected answers in noisy unbounded data.

However, while our approach depends upon emergent trends of agreement as the
validating principle of actionable information, we observe this inherently does not
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capture the value of outliers (independent thinkers). Future work may identify
mechanisms to reward “out of the box” thinking, possibly through a more detailed
understanding and utilization of the individual human variables that contribute to a
distributed human computation engine.

Finally, we observe that the natural next step in the evolution of human centered
computation will be the collaboration between human and automated systems. This
synergy will likely be required as we face the increasingly overwhelming data ava-
lanches of the digital world.
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Human Computation in Electronic Literature

Scott Rettberg

Introduction

Louis von Ahn (2009) has described human computation as “a paradigm for utiliz-
ing human processing power to solve problems that computers cannot solve.” Quinn
and Bederson (2011) further describe a consensus that what constitutes human com-
putation are the problems that fit the general paradigm of computation, and as such
might be solvable by computers; and in which the human participation is directed
by the computational system or process. A typical example of human computation
would be an Amazon Mechanical Turk process using the incremental labor of inter-
net workers to verify that images of red shoes for sale in an online store actually
match the description of the product’s color advertised on the site.

Most forms of electronic literature can be considered to have some elements of
human computation: the majority of works in this field consist of texts authored by
humans which are then subject to some sort of computational process or algorithmic
manipulation. Electronic literature is a field of literary and artistic practice that,
according to the Electronic Literature Organization, involves “works with important
literary aspects that take advantage of the capabilities and contexts provided by the
stand-alone or networked computer.” This encompasses a wide range of digital liter-
ary practices including hypertext fiction, kinetic poetry, chatbots, interactive fiction,
interactive drama, generated poetry and narratives, narratives situated in networked
communication technologies such as email, SMS, blogs, Twitter, and wikis, textual
digital art installations, and many other practices. With electronic literature, human

S. Rettberg (<)
The University of Bergen, Bergen, Norway
e-mail: scott.rettberg @lle.uib.no

P. Michelucci (ed.), Handbook of Human Computation, 187
DOI 10.1007/978-1-4614-8806-4_17, © Springer Science+Business Media New York 2013



188 S. Rettberg

authors develop texts that involve computational processes—both texts that are
themselves computer programs and texts that are the result of human interaction
with algorithms—and human readers engage in reading practices that are techno-
logically mediated.

Considering electronic literature from the standpoint of human computation is
something of an inversion of the standard perspective. Scholars in this field more
typically focus on how computers, networks, and computational processes can be
useful in enabling humans to create new forms of literary expression, rather than
beginning from the question of what roles humans play in a computational process.
The challenges of creating a convincing and engaging narrative or producing a rich
poetic use of language are still not generally solvable by computation alone. Even
in the case of successful story or poetry generation, aspects of human writing are
deeply integrated into the development of the system.

Hayles (2008) refers to the relationship between humans and computers evident
in many works of electronic literature in terms of symbiotic loops: “Humans engi-
neer computers and computers reengineer humans in systems bound together by
recursive feedback and feedforward loops, with emergent complexities catalyzed by
leaps between different media substrates and levels of complexity.” Likewise, the
relationship between the system and the human participants/authors in works of
electronic literature is often more complexly layered than a single iteration of enlist-
ing humans to perform tasks the system cannot provide without human input. There
are examples of works of electronic literature where human authorship is directed
by computational processes. We encounter systems that are first developed—by
humans—as literary platforms, which then computationally direct, arrange, or inte-
grate contributions by other humans.! The system may or may not be altered in
response, in a recursive cycle that can continue.

After briefly discussing architectures of participation in collective narratives,
I will focus herein on three types of human computation relevant to electronic
literature:

1. Digital art projects involving human computation which offer some lessons for
human-computation-driven electronic literature;

2. Poetry engines that use human contributions or human judgment to produce or
refine combinatory or generate poetry;

3. Literary projects that are self-consciously engaged in a meta-level critique of the
role that large-scale systems of human computation—for examples Google’s
global-scale harvesting of search queries—play in reconstructing contemporary
human culture and social practices.

'The ePluribus Solver project (Greene et al. 2014) provides an example from the domain of col-
lective journalism. Working with small fragments of a story in pictures using only a few characters
or words, team members cast into descriptive and evaluative roles worked together to develop a
collective narrative of the given situation.
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Architectures of Participation: Frameworks for Collaboration

A literary project involving human computation should be understood to have an
architecture of participation, a system that affords and constrains human participa-
tion. This architecture can be understood both as a platform in the sense of a com-
putational system and a stage on which human interaction with the text, the system,
and other authors and editors takes place.

Human computation in electronic literature is relatively uncharted territory. Paul
Rohwer’s “A Note on Human Computation Limits” (2010) considers two projects:
A Million Penguins, a crowdsourced wiki novel produced by De Montfort University
and Penguin Books in 2007, and two audio books produced by BBC Audiobooks
America, that harvested Twitter responses to the first line of a story in “an iterative
progression, singular integration model” to result in a collective fiction. The wiki
novel project was an experiment in using the collaborative wiki platform—in which
any user may edit any other user’s text at any time (though those changes may be
reverted)—to create collectively written novel. In their “A Million Penguins
Research Report” (Mason and Thomas 2008) produced after the conclusion of the
project, project organizers concluded that the result was ultimately less interesting
as a novel than it was as a cultural text or performance. Penguin Digital Publisher
Jeremy Ettinghausen reports “as the project evolved, I stopped thinking about it as
literary experiment and starting thinking about more as a social experiment.” Other
critics and co-authors of the project recorded similar responses. The lightly con-
trolled chaos of the wiki, it appears, served as a compelling arena for textual perfor-
mance, but not for the development of a cohesive narrative.

Rohwer contrasts this project with one he considers successful, Hearts, Keys,
and Puppetry by Neil Gaiman and the Twitterverse (2010). The story began with
one tweet by Neil Gaiman, and readers then contributed Tweet-long continuations
of the story. A single editor reviewed these tweets and selected the next line that
would be included in the canonical version of the story, one line at a time. Rohwer
argues that the “single real-time editor may be the natural requirement to achieve a
sufficiently coherent narrative.” While it is problematic to suggest that there is any
“natural” requirement for coherent narrative—there are certainly many examples of
multi-authored texts that did not have a single editor—it is clear that the two proj-
ects had different architectures of participation and control. The problem with nar-
rative cohesion in A Million Penguins may have simply been that this architecture
was not established as a system in which contributory and control roles were clearly
defined and functional.

In a previous article focused on collective narratives (Rettberg 2011), I discussed
a number of different online literary narrative projects that involved collaborative
methods. These range from collaboration in small groups of authors, such as in the
hypertext novel (Gillespie et al. 1998) to the attempt in the early 1980s by the Seattle
writing group The Invisibles to use questionnaires and an early form of literary
computer database to gather material for a novel, Invisible Seattle (1987), written by
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the whole city of Seattle, to projects such as Barbara Campbell’s /001 Nights Cast
(2005)—a durational performance in which Campbell daily solicited individual
texts from internet participants in response to a prompt which changed each day,
and then performed a reading of one texts each night 1001 nights in a row. Surveying
collective narrative projects, I identified three different types of participation:

Conscious participation: Contributors are fully conscious of explicit constraints,
of the nature of the project, and of how their contribution to it might be utilized.

Contributory participation: Contributors may not be aware of how their contribu-
tion fits into the overall architecture of the project, or even of the nature of the
project itself, but they do take conscious steps to make their contribution avail-
able to the project.

Unwitting participation: Texts utilized in the collective narrative are gathered by
the text-machine itself, and contributors have no conscious involvement in the
process of gathering the material.

Human-computation-driven literary projects might involve any of these three dif-
ferent types of participation. People might be consciously participating as co-authors
(for example by writing or editing a chapter of a wiki-based novel), may simply
provide some text or information that will then be integrated by editors or by a com-
putational system into a larger literary structure (for example respondents in the
Invisible Seattle project who answered questions like “What is the best restaurant in
Seattle to go for a break-up dinner?” and thus provided settings for the novel), or
could be participating in a completely unwitting way (I will later discuss of Twitter
haiku projects which harvest unwitting haiku from a general Twitter stream).

Digital Artworks Based on Human Computation

Electronic literature and digital art practices are deeply intertwined, so before mov-
ing to further specifically literary examples, it is useful to consider some notable
examples of non-linguistic digital art that involve human computation. Aaron
Kolbin’s “The Sheep Market” (2006) is a project that involved the production of
10,000 sheep by workers on Amazon’s Mechanical Turk. The workers were paid
$.02 for each sheep they produced. Kolbin developed a Processing-based drawing
tool, which recorded the drawing of each sheep. Each worker was instructed to
“draw a sheep facing left.” The results of the project included installations with
prints of all 10,000 of the sheep, and animations, which reproduce the process of
each sheep being drawn. Kolbin reports that the average wage paid to each worker
was $.69 per hour, and the average time spent on drawing each sheep 105 seconds.

One might reasonably ask what the point of such an experiment might be, or where
we should locate the “art” in a project which is based very much on the idea of “ama-
teur” production (albeit “professional” in the sense that each of the workers was paid).
Certainly on some level there is an embedded critique of the labor dynamics of human
computation. Paying someone $.69 an hour for labor of any sort is unconscionable by
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Fig. 1 Overview of “Seed Drawing 52” by Clement Valla (Reproduced from the artist’s website)

the standards of most developed nations.? It calls into question other projects that use
Mechanical Turk and similar platforms—is human computation simply a way of low-
ering labor costs to avoid paying human workers a reasonable minimum wage? And
of course, the project also mirrors some more general global labor issues: Western
consumers would not have access to such a plethora of affordable and wondrous con-
sumer electronics without laborers in the East who are paid subsistence wages in poor
working conditions to perform repetitive tasks. So on one level, the work can be under-
stood as being about the political economy of contemporary consumer markets.

On the other hand, the process of human computation here also reveals tremen-
dous creativity and diversity in a generalized class of human producers. Even in a
simple rectangular black-and-white drawing environment, we encounter a diverse
variety of approaches to producing a drawing of a barnyard animal. Like snow-
flakes, each of the 10,000 sheep in the market is in some way distinct from the oth-
ers. The most fascinating aspect of watching the animations of the sheep drawings
is seeing a human decision-making process unfold, as the workers draw, hesitate,
make half-starts and scratch-outs. The drawings themselves are not nearly as affec-
tive as these ghostly presences, these invisible hands (Fig. 1).

2In his contribution to this volume, “Labor Standards,” Alek Felstiner (2014) begins to unpack
some of the thorny conceptual and jurisdictional issues involved in utilizing a globally distributed
casual labor pool for crowdsourced human-computation-based labor.
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Fig. 2 Detail of “Seed Drawing 52" by Clement Valla (Reproduced from the artist’s website)

Clement Valla’s “Seed Drawings” series (2011) likewise uses Mechanical Turk
as an engine for a collective art practice. In this case, rather than being provided
with a written instruction of what to draw, each online worker is provided with a
“seed drawing”—a pattern—and instructed to reproduce it using a simple drawing
tool. The results, the artist notes, are much like a game of “telephone.” The first
drawing is placed on the center of a grid, and the drawings based on it appear adja-
cent to it as they are produced. As each worker produces a new drawing based on
another copy, the variability also increases dramatically. So what, in “Seed Drawing
52, for example, is seeded as a simple black-and-white line pattern might, several
generations later, evolve into an image of a face, or a coffee mug, or a letter, or a
fish, or a star. As the original “message” is interpolated, its content changes signifi-
cantly. One particularly interesting aspect of the drawings in “Seed Drawing 52” is
that as the drawings are interpreted by different human actors, they generally appear
to move from abstraction towards representation—at the center of the image we see
abstract drawings but as we move to the outer parts of the grid, many more of the
drawings are of recognizable objects or symbols. When charged with the pure task
of mechanical reproduction, it seems the workers could not simply engage in auto-
matic reproduction of the previous image, but were instead driven first towards
interpretation. While a simple computer program could have replicated the seed
drawing accurately in all 6,560 squares, the human workers first reflected on what
they thought it was, reproducing not the image but an idea of the object it signified,
even if it may have originally signified nothing (Fig. 2).

Kolbin, Valla, and a number of artists have continued to explore this type of col-
lective, human-computation-driven methodology in subsequent works. From the
perspective of narrative generation, Kolbin and Chris Milk’s recent 2012-2013
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project “This Exquisite Forest (2013)” is perhaps the most intriguing. In this case,
each work begins with a seed animation: for example of a stick figure falling down
at the beginning of “A Bad Day.” A HTMLS5 web-browser-based tool then allows
successive users to add new frames to the new animation. They might continue to
build from the seed narrative, or they might build upon any of the resulting branches.
The branching tree structure can be used in a number of different narrative or the-
matic ways. In some cases the trees are clearly based on continuing established
narratives and taking a story to a new turn or diverted path, while in other examples
the continuities are limited to those of visual style.

We can note common features in each of the three art projects discussed above
that provide lessons for the production of successful literary works based on human
computation:

1. In each case, the artists provide users with a simple tool and platform for devel-
oping their contributions;

2. Contributors are also provided with a clear and concise constraint;

3. While the constraint or instruction is explicit, the interaction of the user with the
constraint is also the point at which play takes place in the system, as it involves
a moment of interpretation and decision on the part of the contributor;

4. The essential element of what makes each work appreciable, as an aggregate,
collective work of art is not the accuracy of the human response to instructions,
but the variability of the human responses to the given constraints recognizable
in the aggregate.

Online Haiku Generators Involving Human Computation

Many of the early experiments of net.art involved the aggregation of contributed
texts by a number of different anonymous human actors. The World’s First
Collaborative Sentence, launched by Douglas Davis in 1994 is one simple example
of this. When reader/contributors open TWFCS in a web browser, they encounter a
long unbroken stream of text, and a link to a web form which they can use to con-
tribute to the work-in-forever-progress. The primary goal of the project appears to
have been open performance on a global network—the instructions encouraged con-
tributors to “WRITE, PERFORM, OR SING ANYTHING YOU WISH TO ADD
IN WHATEVER LANGUAGE YOU LOVE TO THIS COLLABORATIVE WORK,
JOINING HANDS AND MINDS WITH YOUR SISTERS AND BROTHERS OF
WHATEVER RACE, REGION, OR BELIEF ANYWHERE IN THE WORLD...”
Contributors were encouraged to add not only text but also “PHOTOGRAPHS,
VIDEO, SOUND.” The only constraint was that the contribution could not include
a period and therefore the sentence could theoretically go on forever.?

3Davis’s work was live until the early 2000s when the scripts driving the project became non-
functional in the context of the contemporary Web. In 2012, the Whitney Museum restored the
digital work, releasing both a “restored” historical version and a fully functional live version which
allows for new contributions.
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Like many net.art projects, TWFCS was largely about the early idealistic exuber-
ance and utopianism with which many people took the Web as they first encoun-
tered it as a new medium for human expression. The possibilities of instantaneous
publication with nearly global reach and the ability to share texts and collaborate
with thousands of other people, without the intrusion of institutional gatekeepers,
were still very new in 1994. The focus is largely on the novelty of the device and the
medium itself. The project was successful insofar as its aim was to simply be a
large-scale participatory text—more than 200,000 contributions were made to
TWECS between 1994 and 2000. But it would be difficult to assess its interest or
merit as a literary work. When the goal of the project is unstructured participation,
it is no surprise that the result was rambling and largely incoherent.

From the standpoint of human computation, more compelling examples of digi-
tal literature involve participatory structures that use human contributions in more
specific ways, driven by constraints and processes intended to result in a coherent
reading experience. These often involve the use of literary forms that are themselves
constrained. Let us consider for example three projects that enlist human participa-
tion in the generation of online haiku.

Though the structure of the traditional Japanese haiku is more refined, in its
English incarnation, haiku is generally understood to be a form of three lines in a
5 -7 -5 syllable structure. Haiku are often imagistic, and typically deal with two
aspects of nature that when juxtaposed, can serve to startle the reader or bring about
some sense of recognition. Given the comparative simplicity of the form in its
English incarnation compared say to a Shakespearian sonnet, it is no surprise that it
has been the subject of many experiments with combinatory, generative, or collec-
tive poetry. Haiku were in fact among the forms of some of the earliest experiments
with poetry generation—in 1967 John Morris published “How to Write Poems with
a Computer” describing his haiku generation program developed at Michigan State
University. Morris both described his actualized program and conceptualized a bet-
ter one that would balance an algorithmic process with elements of randomness,
though, he confessed that he found the most affective poetry to be “...communica-
tion from a particular human being. And this is precisely what a computer is not.”

Nanette Wylde’s haikU (2001) is a project based on principles of user participa-
tion and on the use of a randomizing function to produce haiku that startle in the
sense of producing unintended juxtapositions—no single author has determined
which lines will appear together. The reading interface is a simple, spare web page.
Every time a reader reloads the page, a new haiku is produced. Following a link to
“Write haiku” individuals can submit their own haiku in three lines, each of which
has its own button to post the line to bins of first, middle, and last lines. The poems
delivered on each reload of the site are not the individual haiku as submitted by
readers, but recombinations of these first, middle, and last lines of haiku pulled
together in a variable way. Two reloads of the page produced for example “working
round the world/the oven melting fire/brushed by a warm hand” and “under the
rainbow/dew softly lays upon grass/hot sex in the night.” Reloading the page 20
times or so, it is remarkable how many of the poems read as if they have been indi-
vidually intended by a human intelligence. Most of the haiku, perhaps 80 %, cohere
quite well as poetry (Fig. 3).
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Fig. 3 Example of a haikU (Reproduced from the project site)

Write haiku

The challenge of writing successful random haiku, is that each line must be 'open’ enough to create a connection with any two
other random haiku lines.

Successful random halku develop an image in the reader's mind that gives cause for contemplation/reflection/awareness.
First line = 5 syllables:

Send | Reset

Second line = 7 syllables:

Send Reset

Third line = 5 syllables:

Send | | Reset

Return to haikU Nanette Wylde

Fig. 4 HaikU writing interface (Reproduced from the project site)

Wylde provides two opportunities for instructions to contributors. The first is on
the brief “about haikU” page where she explains not just what the project is but
what Haiku are: “Haiku traditionally reference a season and are generally observa-
tions of everyday life”” and she attests that the “challenge of writing successful ran-
dom haiku is that each line must be ‘open’ enough to create a connection with any
two other random haiku lines. Successful random haiku develop an image in the
reader’s mind that gives cause for contemplation/reflection/awareness.” She reiter-
ates these last two instructions on the “write haikU” page (Fig. 4).

In haikU, the combinatory form and structure of the project, in concert with the
form and structure of the poetic form, and the fairly subtle instructions to contribu-
tors, lead to the production of a poetic database that works fairly well. While
extremely simple in concept and execution, the combination of human-written lines
and arbitrary structure results in new poetry neither completely determined by any
human nor free of authorial intention.
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Another online haiku generator project produced during the early 2000s,
HaikuTree.org, (Goodwin 2000) attempted to bring human judgment to computer-
generated haiku. Web readers would place generated haiku on a virtual tree. The
haiku would be ranked by all these readers and would further “weather” over time.
Only the most popular haiku would survive this process. In theory—though the
project and its source code are no longer online—these selections would inform the
process of refining the generator itself, to “help computers write better poetry.” It is
unclear from the remaining project documentation whether by this the project devel-
oper meant that human judgment was directly informing and training the system via
a machine learning approach or simply informing the human developer as he refined
the system itself. In any case, poetry or story generators that are trained by human
response to output are certainly conceivable as a branch of further research.

A number of more recent online haiku generator projects harvest human-written
texts from the Internet, scan them for 17 syllable count and appropriate word-breaks,
break them into lines, and redisplay them as haiku. One example of this is John
Berger’s @HaikuD2 Twitter account (Berger 2013). In this case all of the text is
human-produced but none of it is necessarily intended as haiku. It is only when
Berger’s bot provides line breaks and a #haiku tag that it becomes recognizable as
such. The Twitter bot approach, at least in this iteration, may be more limited than
Wylde’s simpler system, which involves more intentionality on the part of the con-
tributors. While some of the resulting haiku are clever or amusing in the way that
they formalize language that is otherwise colloquial or banal, most of them simply
read as tweets with line breaks, and not necessarily as particularly good poetry.

Based on a similar process to that of the Twitter haiku bots but generally produc-
ing more compelling results is Times Haiku (2013). Developed by the software
architecture staff of The New York Times, Times Haiku is driven by an algorithm that
scans the text of articles published on the 7imes home page for potential haikus
using a syllable count dictionary. The dictionary is regularly updated and modified
by the Times’ staff “with words like ‘Rhianna’ and ‘terroir’ to keep pace with the
broad vocabulary of The Times” (Harris 2013). The algorithm discards haiku “if
they are awkwardly constructed” (presumably meaning they don’t break lines prop-
erly) and do not scan articles “covering sensitive topics” (presumably to avoid the
production of deeply offensive haiku). Staff of The Times then read the haiku found
by the algorithm. Human journalists who find a haiku “beautiful or funny or just a
gem of a haiku” then select them for posting to a Tumblr blog. Selected haiku are
posted by the system as an image file on the blog, and from there readers can share
them on a number of social network sites. Each posting also includes a link to the
original Times story. If the haiku produced by this process are not often imagistic or
concerned with nature, they are often timely and amusing in their relation to con-
temporary culture. A couple of choice examples of haiku resulting from this process
during June 2013 include: “There are horses who/can uplift, cause a chuckle, / spur
a memory.” (from June 11, 2013 story “Philotimo: A Horse Rescue Story”) and
“Young skin is spandex; / older is linen and needs/loving attention.” (from June 4,
2013 story “‘Counterclockwise’ and ‘Up’—In Pursuit of Longevity”).
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Consider the relationships between computer and human involved in the
production of Times Haiku:

1. Human journalists write stories including lines which (presumably unwittingly)
have the syllabic count of a haiku;

2. These are automatically fed into an algorithm which flags them as haiku;

The program’s syllabic vocabulary is further modified by human actors;

4. Human curators then interact with a feed of texts that meet the basic formal
requirements of haiku;

5. Selected haiku are then formatted by the system as image files and posted on a
Tumblr blog;

6. Human readers then choose to share and propagate their favorite haiku.

(O8]

Times Haiku provides a superb case of a recursive literary use of human compu-
tation. Without the computational system, the majority of the texts from The Times
would never be recognized as haiku. Without the unwitting participation of human
contributors, the texts would not exist at all. Without the conscious participation of
human curators, the system would have a more limited vocabulary and would pro-
vide less aesthetically satisfying results.

Literary Meta-critique of Human Computation

During recent years several e-lit authors have produced works that engage critically
with human computation as an aspect of the contemporary network environment. In
this case, the authors are not concerned as much with using human computation to
develop collectively produced narratives or poetry, but instead with the systems of
large international corporations such as Google and Facebook that regularly harvest
and monetize information about their users and their behaviors on the network.
Human computation is of course occurring on a large scale in these cases, as every
time a user posts on Facebook or searches on Google, another contribution is made
to a very large graph of extremely marketable information both about that specific
user and about the broader contexts of human language and society. A group of
authors loosely centered on the Digital Language Arts program at Brown University
have this taken as a particular concern and derived literary art from it (Fig. 5).
Mimi Cabell and Jason Huff’s American Psycho (2010) is a work that provides a
context for considering how Google’s different feedback mechanisms shape and
control human experiences on the Internet. With this project, Cabell and Huff
focused in particular on the Google Mail platform. They note “Google reads our
mails, garners information from our personal messages, and uses that profiling strat-
egy to select ‘relevant’ ads. It then displays those ads on the screen next to the very
emails from which they were initially taken.” In order to test the behaviors of this
system, the authors chose to send the entire text of Brett Easton Ellis’s novel
American Psycho through Gmail one page at a time. They then collected the links
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Fig. 5 American Psycho recontextualized (Photo reproduced from the project site)

that Google displayed, and printed a book, in which they left intact Ellis’s chapter
titles but eliminated the text of Ellis’s novel, leaving only footnotes that recorded the
links Google had provided for each page of the novel. They report that some of the
ads Google returned were directly relevant to the text from the novel—a scene in the
novel involving the brutal stabbing of a dog and a man generated ads for knives and
knife sharpeners—if at other times completely irrelevant to the context of the novel.
Sections of the novel including racist language did not return any ads at all, indicat-
ing that Google’s technology has at least some censoring in place. Ads for Crest
Whitestrips coupons were the most frequent single item to appear. The project
might be described as a work of conceptual writing focused on revealing and fore-
grounding processes of human computation that we might take for granted in the
course of everyday interactions on the network that simultaneously take advantage
of us and make marginal but significant alterations to our communications environ-
ments (Fig. 6).

Complex questions of who has—and who should have—access to shared literary
heritage and linguistic data are at play in John Cayley and Daniel Howe’s How It Is
in Common Tongues project (2012). They describe the overall project of Common
Tongues as remediating “practices of and processes of reading” and critically
addressing “the commodification of reading itself, and the proprietary enclosure of
a growing portion of our linguistic cultural commons.” In particular the project
addresses the fact that on the Internet many texts are now first read, processed,
recomposed, and “multimediated” by computers in “pages that precede and prede-
termine any further or deeper ‘human’ reading.” The project, installed at the
ELMCIP Remediating the Social exhibition at the Inspace Gallery in Edinburgh in
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Fig. 6 A page of Cabell’s and Huff’s American Psycho showing only references to advertising
URLSs generated by sending Brett Easton Ellis’s novel through Google Mail (Photo reproduced
from the project site)

November 2012, had a number of different digitally mediated text components that
engage in different ways with the Google search engine, practices of reading, own-
ership of language, and Samuel Beckett’s work How It Is.

One aspect of Cayley and Howe’s installation notable for its engagement with
copyright was a printed copy of Samuel Beckett’s text How It Is. While the text of
the literary work printed in the book is identical on a word-for-word basis to
Beckett’s text, every phrase in the book is footnoted with a URL. This URL corre-
sponds to a non-Beckett use of the phrase found as a result of using a search engine.
In his description of the project in the ELMCIP Knowledge Base, Cayley notes that
all of the words in the book “are quoted from a portion of the commons of language
that happens to have been indexed by a universally accessible engine.” Samuel
Beckett’s estate, notorious for their enforcement of copyright, would doubtless have
some issues with this citation practice. The work however makes the point that the
text here is doubly enclosed: once in Beckett’s text by a copyright system that makes
texts unavailable for reuse and adaptation until long after the authors are dead, and
again as the texts that appear as search results by Google’s indexing system, which
harvests texts written on the Internet by humans and machines and immediately
begins making use of those texts everywhere it encounters them.

Samantha Gorman’s Completely Automated (2011) is an “exploration of how our
written histories are forged through the interplay between human and machine edit-
ing.” The project engages critically with the human-computation-based archival
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project reCAPTCHA—the system developed by Louis von Ahn which serves both
as a spam blocker—by using language recognition to test whether a user is human—
and as aid in the process of digital archiving of scanned texts—by using human
responses to images of individual words in scanned archival texts to verify optical
character recognition. Gorman produced a short film (2012) enacting a fictional
scenario in which she can first be seen typing a text, “Pronouncement Against
Domestick Production of Fraudlent Coinage as Decreed by Sovereign Law and
Writ” by John Cartwright, into a page layout program, making modifications such
as changing the name of the author, as she goes. She prints the modified text, out-
lines over the printed letters with painted ink, stains the paper with tea, giving it an
aged appearance, before scanning the text into a university library’s archive system,
and then planting it in a folder in the rare books room. The video concludes with
other Internet users scrutinizing individual semi-obscured words of the fraudulent
text, as these fragments are approved one at a time.

Gorman explains the crux of her issue with the reCAPTCHA process on the
project site: “Essentially, even a slight deviation from the original may escape the
loop’s filters and be preserved digitally as a final authoritative text: our cultural heri-
tage. Meanwhile, the original print is less conveniently accessible than the digital
version and begins to lose authority within its physical library archive.” Gorman
further suggests that, in privileging human language recognition, the reCAPTCHA
system suggests that these processes are what “define us as human and... best dis-
tinguish human cognition from that of a machine.” So Gorman’s project raises con-
ceptual issues with both the inherent uncertainty involved in integrating humans
into computational processes—humans might not only make errors but conceivably
could purposefully subvert the system—and with the effect human computation
might have on the role and function of human cognition. Furthermore, in integrating
steps of human cognition into processes that are controlled by machines, are we in
effect subordinating human cognition, treating humans as superior sensory appara-
tuses, but lesser cognizers, than the machines they serve?

As the three projects discussed above reveal, the relationship between electronic
literature and human computation is not simply procedural. While electronic literature
authors may design architectures of participation to develop more effective collec-
tively produced narratives, or new ways of harvesting poetry from streams of network
discourse, they also have a role to play in critiquing the technological apparatus in
which humans are increasingly embedded as actors, if not ghosts, in the machine.

Conclusion and Potential for Further Research

This chapter has considered human computation in a number of different aesthetic
contexts: in the development of collective narratives, in massively crowdsourced
visual and conceptual art, in haiku generators that automatically harvest and repre-
sent poetry from a Twitter stream or the news of the day. It has also considered how
authors and artists are responding to a context in which their agency as creators or
co-creators is resituated in relation to networked systems that are increasingly
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harvesting and interpreting human communications, reading and reformulating
texts, and composing and determining narratives. The relationship of contemporary
digital literary practice to human computation is neither entirely symbiotic nor
essentially adversarial.

The field of electronic literature by nature experimental: practices from a number
of different fields including writing, computation, visual arts, performance, com-
munication, and design meet in this sphere. If there is a general commonality to the
various practices and artifacts grouped under the rubric, it is that they all share an
interest in exploring the relationships between literature and computation. It is
important to emphasize that this a reciprocal set of concerns: we explore both the
ways in which new possibilities for literature are afforded and constrained by com-
putational processes and the networked environment and, in turn, the new possibili-
ties for computation and the networked environment afforded by literary practice.

In the specific area of human computation and network-based collective writing
projects, although there is a rich and growing body of experimental work in the area,
a great deal of practical research remains to be done. Detailed analytic case studies
are necessary to better understand how collective writing systems can best be har-
nessed to establish a level of aesthetic control and structure that would result in a
sufficiently coherent reader experience while allowing for a degree of play, vari-
ability of response, and diversity of collective knowledge that could usefully
enhance these sorts of projects and distinguish them from single-author literary
endeavors. Our understanding of these practices would also be furthered by greater
research collaboration between writers and artists working in electronic literature
and digital art with computer scientists working in human computation, machine
language learning, and other areas.

Given world enough and time, this chapter could have detailed many other extant
experimental works of collective writing. It is a growing area of interest. Projects
such as Judd Morrissey, Mark Jeffrey and the Goat Island Collective’s 2007-2010
project The Last Performance (Morrissey et al. 2007), for instance, involved a col-
lective narrative contributed to by more than 100 other writers, all responding to the
same provided constraints. The short narrative and poetic texts they produced were
then machine-interpreted, thematically cross-linked, and visualized in a number of
different configurations. This deconstructed/reconstructed narrative architecture
further served as a text and context for live performance.* Projects such as Brendan
Howell’s Exquisite Code bring algorithmic processes even more deeply into the
writing process. In that project, a group of writers sit together in rooms writing for
extended periods of time in response to prompts that they and system generate. The
texts that they write are then periodically subject to “select/mangle” processes by
the system. Each performance of this project so far has resulted in a book-length
text which could be said to have been written both by the participating authors and
by the machine itself, in what Howell refers to as a “c[ad]aver[n]ous exquisite_code
life-work” (Howell et al. 2008).

4See Rettberg (2010) for further discussion of this work and strategies for reading The Last
Performance as text and collective performance.
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There are many questions we have only begun to address: of how to best make
use of human computation strategies to develop compelling collectively written nar-
ratives, of how to integrate algorithmic procedures into writing processes in ways
that produce aesthetically satisfying results, of how to productively integrate the
artistic research strategies of electronic literature with the experimental methodolo-
gies of computer science, and indeed of how the function of literary writing in
general changes in an environment in which networked systems are constantly har-
vesting and reframing texts of all kinds. We can only be certain that when con-
fronted with technological opportunity, writers will continue to invent new literary
forms and that contemporary literary works will continue to offer opportunities for
reflection on the communication technologies, languages, and cultures of the era in
which they are produced.
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Human Computation for Information
Retrieval

Christopher G. Harris and Padmini Srinivasan

Introduction

Information Retrieval (IR) involves locating documents that match an information
need. Although searching documents is a core component of any IR system, few
user information needs are satisfied by the initial query. In studies of Web searches,
which parallel document searches, more than half of all queries are subsequently
reformulated by users after results are returned from an initial query (Spink et al.
2002). Query refinement is often necessary due to the presence of over- or under-
specified search terms, inappropriate terms retrieving non-relevant documents, and
typos. Thus, query refinement is an important step and a core area of study in infor-
mation retrieval. It is widely acknowledged that an initial query refined using a
reasonable strategy will yield better results than the initial query. The basis of the
refinement may be human-assessed feedback or pseudo relevance feedback!' derived
from the documents retrieved by the initial query.

Two recent human computation developments, crowdsourcing and games with a
purpose (GWAP), charge us to return to query design research. Crowdsourcing is a
framework whereby tasks may be accomplished quickly and cheaply by soliciting
from a largely anonymous pool of participants. GWAP interfaces are similar except
that these devices are also games meant to entertain, reward with scores, be

'Pseudo relevance feedback, also known as blind relevance feedback, automates the manual part
of relevance feedback through local document analysis. The pseudo relevance feedback method is
to perform normal retrieval to find an initial set of most relevant documents, assume that the top
“k” ranked documents are relevant, and then perform relevance feedback techniques as before
under this assumption. Evidence suggests that this method tends to work better than global docu-
ment analysis (Xu and Croft 1996).
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interactive, and provide the look and feel of a game. Crowdsourcing has gained
widespread attention as illustrated by recent conferences and workshops in the IR
context (Alonso and Lease 2011; Lease and Yilmaz 2012). GWAP interfaces, while
harder to implement in IR, have nonetheless obtained a fair amount of interest
though to a lesser extent than crowdsourcing. These recent developments motivate
our goal, which is to assess the use of human intelligence for both for initial query
design and for query refinement in document retrieval. These methods provide us
with the beginnings of a new approach for assisting searchers with query design
(Harris and Srinivasan 2013). The use of human computation mechanisms in query
formulation may be invoked when a query is difficult and the information need has
longevity (e.g., in topic detection and tracking (Allan et al. 1998)) or where some
latency in the returned results can be tolerated.

We study the value of using participants via crowdsourcing in our query design;
this includes both initial query formulation and query refinement given some rele-
vance feedback. We study this approach in game (GWAP) and non-game settings
and compare performance with a machine algorithm baseline. We compare retrieval
results obtained using these query design methods applied to a common set of topics
and by running the resulting queries with the same retrieval algorithms against the
same collection. We ask the following three research questions:

1. Does retrieval performance differ when the initial query is designed by humans
versus the machine?

2. Does retrieval performance differ when feedback-based query refinement is
done by humans versus the machine?

3. Does retrieval performance differ for humans using the non-game (a basic web
interface) versus the game interface? (Note this question is asked both for initial
query design and for query refinement with feedback).

The remainder of this paper is organized as follows. In the next section, we
briefly discuss the background of our approaches. In section “Experimental
Methods”, we provide a description of our experimental methods. In section
“Results”, we provide our results. This is followed by a discussion of our general
findings in section “Analysis and Discussion”. We conclude and briefly discuss
future directions of our work in section “Conclusion”.

Background and Motivation

Crowdsourcing-Based Approaches

To date, most crowdsourcing studies in IR have examined relevance assessment.
Several studies, such as (Alonso and Mizzaro 2012; McKibbon et al. 1990) have com-
pared the crowd to experts in document assessment, concluding there is little difference
in quality, particularly when multiple assessors are used. Few evaluations have been
conducted to compare crowd-based and lab-based participants on search performance.
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One study compared crowd and lab participants on multimedia search results in
(Harris 2012), concluding that the two groups were indistinguishable in quality.

Integrating the crowd is becoming more commonplace for the difficult searches,
perhaps indicating the crowd represents a nice tradeoff between speed, cost, and
quality. A study by Yan et al. (2010) described a mobile search application in
(Xu and Croft 1996); claiming a search precision of 95 %. Ageev et al. conducted
an experiment to evaluate crowd search techniques in (Ageev et al. 2011). Harris
and Srinivasan conduct a study to evaluate queries using crowdsourcing participants
in (Harris and Srinivasan 2012). Each of these studies illustrate that the crowd can
be used effectively to deliver search results with reasonable precision.

Game-Based Approaches

Only a few games with a purpose (GWAP) have been constructed to address initial
query and query reformulation effectiveness. Search War (Law et al. 2009) is a
game used to obtain data on search relevance and intent for a user-provided query.
Players are paired and each given a unique search query and the objective of guess-
ing their opponent’s search query first. The design relies on the premise that players
will select the least relevant webpage w.r.t. the search query, to provide to their
opponent as hints, which implicitly provides a relevance judgment. Thumbs-up
(Dasdan et al. 2009) is another GWAP that uses output-agreement mechanism to
gather relevance data. This game asks players to evaluate search terms and attempt
to independently determine the most relevant document to a given query. Another
game, Koru (Milne et al. 2008), allows users to assess their search skills relative to
other searchers and evaluate how their own searches might be improved; however,
it is limited to a small document collection from a single source. The aforemen-
tioned Harris and Srinivasan study (Harris and Srinivasan 2012) evaluated query
refinement in a news collection and found that the game format had higher average
precision than the non-game version.

Machine-Based Approaches

A number of studies have examined interactive query expansion versus automatic
query expansion and reformulation. Interactive query expansion and reformulation
can be used as an effective means of improving a search. Efthimiadis (2000) found
system-provided terms, on average, when selected, improved retrieval performance.
Ruthven (2003) demonstrated that human searchers are less likely than machine-
based systems to make good reformulation decisions. Anick (2003) found that users
rarely used machine-suggested terms to expand and refine their queries, but when
they did it improved retrieval performance. Thus, there are mixed performance
results from machine-provided query reformulation and these approaches have not
been adequately evaluated against human computation-based methods.
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Experimental Methods

We evaluated performance on three treatments: two different query types (initial
queries and queries refined based on feedback) and three different approaches
(crowdsourcing using a game interface, crowdsourcing using a web (non-game)
interface and machine).

Datasets

We randomly selected 10 topics used in the OHSUMED test collection used in the
TREC-9 filtering task. The 10 topic numbers chosen were: 3, 4, 9, 13, 20, 28, 30, 36,
and 41. These topics were presented to each user in the same order. We used the rel-
evance judgments provided by OHSUMED assessors as our gold standard. Since the
OHSUMED collection was assessed on a three-point relevance scale (0 =non-relevant,
1 =partially relevant, 2 =definitely relevant), we take the approach consistent with the
assessors and consider “partially relevant” and “definitely relevant” documents as
“relevant”. The number of relevant documents per topic ranged from 12 (for topic 4)
to 172 (for topic 30), with an average of 68.8 relevant documents per topic.

Query Design Approaches

Web Interface

Initial Query Formulation. Users were provided with the title and description for
each of the 10 topics. Participants were given a large text box to input their query,
with a pop-up help screen available to them throughout the task. We provided detailed
instructions and examples of how to construct queries using terms and simple opera-
tors (AND, OR and NOT), and provided the following objective to participants: “The
objective of this task is to construct queries that will bring back as many relevant
documents as possible while excluding non-relevant documents”. For example, the
information provided and information need request for topic 4 is given as:

Title: 57year old male with hypercalcemia secondary to carcinoma.
Description: Effectiveness of gallium therapy for hypercalcemia.
Information Need: Find documents that describe the effectiveness of
gallium therapy for hypercalcemia.

Query Reformulation with Feedback. Once a user had provided initial input for
each of the 10 topics, they were instructed to return after 2 hours to allow us time to
run the provided queries against our document collection and to provide the recall
and precision for each query for the second round. The user’s original search terms
were pre-loaded in the input text boxes for each topic, allowing easy modification
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to their original query. Also, in the second round, we provided users with the
highest-ranked relevant and non-relevant document from the collection to aid them
in their query refinement.

Game Interface

Some users invited to participate in this exercise were randomly selected to use a
PHP-based game instead of the standard web interface.

Initial Query Formulation. Users selected to use game interface were given a dif-
ferent URL and were presented with the same initial screen outlining the game’s
objectives, instructions on term and operator rules as the web interface participants.
Participants were asked to enter the initial query. The game instructions also had the
following additions. First, there was a time-based constraint that required search
terms to be entered within 45 seconds, with a point bonus awarded on a sliding scale
based on how quickly the query was entered. Second, scoring was provided instantly
(explained soon). Third, participants had musical sound effects to enhance the inter-
face’s game-like feel. Last, a leaderboard and badges, or icons, were awarded for
superior game performance.

Query Reformulation with Feedback. Unlike the web non-game interface, the
game interface did not provide users with precision and recall information from
their initial round as they began their second round. This was because the calcula-
tion of this information was not integrated into the game interface and would take
away from the feeling of engagement. Instead once a user entered a set of terms for
a topic, these terms were parsed to remove stop-words, stemmed, and compared
against a weighted list of stemmed terms obtained from documents judged relevant
for that topic. A pop-up screen provided scoring and bonus information to each
player after they submitted their query. A higher score was awarded for the use of
relevant terms not commonly used by other participants. This score was immedi-
ately calculated and issued to the user, along with a time-based bonus for complet-
ing the search quickly. Once a user completed the first round, they could begin the
query refinement round without delay. Users were instructed to refine their initial
query based on their score and a relevant and non-relevant document provided to
them to aid their refinement, subject to the same 45 seconds time restriction. Stars
were awarded to users who scored above a certain threshold. Badges were given to
users having the highest overall score, and a leaderboard was shown to the users,
providing the option for top scorers to add their names for “bragging rights”.

Algorithmic Baseline
Initial Query Formulation. The machine-based queries used the title and the

description, as provided from the OHSUMED topics data in TREC-9 Filtering task
(Hersh et al. 1994). Similar to the web and game interfaces, this input had
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stop-words removed using the same stop-word list and were stemmed using the
Porter stemmer. These terms were transformed into a query written in the INQUERY
query formulation language and run against an Indri created index. The ranked list
returned by Indri was evaluated against our gold standard dataset.

Query Reformulation with Feedback. Using the ranked list returned by Indri
(Strohman et al. 2005), we selected the highest-ranked relevant document from the
results of the initial query. If no relevant documents were returned, we randomly
selected a relevant document to use. We appended the terms contained within the
title and Medical Subject Heading (MeSH) terms of the relevant document as addi-
tional inputs to the initial query, applied the stemming and stop-word list to the
added terms. This became our refined query.

Participants

Crowdsourcing participants (N =40) were recruited from Amazon Mechanical Turk
(MTurk) participants and oDesk participants. MTurk participants were paid $0.20
to complete both rounds, whether they were assigned to the game or the non-game
interface. We structured the task such that, to receive any compensation, these
crowd participants would have to complete both rounds of initial query design and
query refinement. We discarded the inputs for those participants who did not com-
plete all 10 topics in both rounds.

Assigning Participants to Interfaces

Crowd participants were assigned randomly to either the web or the non-game
interface or the game interface. Twenty-four of the MTurk participants failed to
complete both rounds; those participants who did not complete both rounds and the
two surveys had their inputs removed from our dataset and replaced by another
participant. Participants were divided equally between game and non-game
treatments.

Retrieval Algorithms

We used an Okapi retrieval algorithm (Robertson et al. 1995), which has been
shown in a previous study on query formulation (Harris and Srinivasan 2012) to
outperform a more commonly-used tf.idf approach (Jones 1972). The Okapi algo-
rithm was implemented using the Indri (Strohman et al. 2005) system. We used
parameter values k1=0.75, b=0.75, and k3=7.
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Results

The results from our study, comparing different human-based approaches and inter-
faces to the machine algorithm baseline, are summarized in Tables 1 and 2. We also
conducted tests to examine each of our research questions, which are provided in
Table 3. For each research question, we provide two-tailed t-tests at the p<0.05
level of significance for results.

Table 1 Overall results for the initial query comparing human
computation approaches to the machine baseline

Initial query
Approach P@10 MAP Recall
Crowd — Non-game (N=20) 0.25 0.161 0.170
Crowd — Game (N=20) 0.22 0.161 0.171
Algorithm (Okapi) 0.07 0.108 0.123

Table 2 Overall results for the initial query comparing human
computation approaches to the machine baseline

Query reformulation w/feedback

Approach P@10 MAP Recall
Crowd — Non-game (N=20) 0.30 0.237 0.243
Crowd — Game (N=20) 0.32 0.244 0.241
Algorithm (Okapi) 0.22 0.201 0.202

Table 3 Summary of findings for the research questions that examine (a) the initial query, and (b)
query reformulation with feedback. Standard deviation is given in parentheses next to each mean
value. An asterisk indicates it is statistically significant at p <0.05

Initial query

Research question

P@10

MAP

Recall

RQ1: Machine (A) vs. Humans (B)

RQ3: Non-game (A) vs. Game (B)

A: 0.070 (0.082)
B: 0.235 (0.088)
p<0.001"

A: 0.250 (0.085)
B: 0.220 (0.092)

A:0.108 (0.059)
B: 0.156 (0.031)
p=0.017"

A: 0.156 (0.029)
B: 0.156 (0.035)

A: 0.123 (0.065)
B: 0.171 (0.047)
p=0.004"

A: 0.170 (0.046)
B: 0.171 (0.049)

p=0.081 p=0.962 p=0.327
Query reformulation w/Feedback
Research question P@10 MAP Recall

RQ2: Machine (A) vs. Humans (B)

RQ3: Non-game (A) vs. Game (B)

A:0.220 (0.132)
B: 0.310 (0.079)
p=0.014"
A:0.300 (0.113)
B: 0.320 (0.097)
p=0.343

A:0.201 (0.074)
B: 0.241 (0.063)
p=0.001"
A: 0.237 (0.064)
B: 0.244 (0.065)
p=0.042"

A:0.202 (0.064)
B: 0.242 (0.086)
p<0.001"
A:0.243 (0.094)
B: 0.241 (0.083)
p=0.759




212 C.G. Harris and P. Srinivasan

Our first two research questions compared human-based and machine approaches
on mean average precision (MAP), precision across the top 10 documents (p@10)
and recall for both the initial query formulation and the query refinement across all
10 topics (See Buckley and Voorhees 2004) for further discussion of these param-
eters. We found a significant difference for both initial query and query refinements
between the crowd and machine approaches. Thus the crowd-supplied queries out-
performed the machine algorithm queries.

For our third research question, we conducted a two-tailed t-test to compare the
game and non-game interfaces for the crowd on MAP, p@ 10 and recall across all 10
topics. The only significant difference found was for MAP in query reformulation,
with better performance provided by the game over the non-game interface.

Analysis and Discussion

Our findings on game vs. non-game performance partially supports the findings of
a previous study by Harris and Srinivasan (Harris and Srinivasan 2012), which
found that games did provide a better MAP, while non-games provided a better
p@10. We did observe the better MAP by games, but not the better p@ 10 for non-
game interfaces.

Crowdsourcing participants supplied fewer terms than machine approaches (4.2
terms vs. 6.1 terms for initial query; 7.1 terms vs. 32.3 terms for the query refine-
ment). Game participants supplied fewer terms than non-game participants (3.7
terms for game vs. 4.7 terms for non-game in the initial query; 5.5 terms vs. 6.7
terms for the query refinement). Understandably, using the correct terms affected
recall and precision more than simply supplying a larger number of terms.

Consistent with numerous earlier findings on Web searches, all of our treatments
improved as a result of the query refinement with feedback. Given that the collec-
tion searched contained medical text documents, the opportunity for users to expand
their queries through the use of synonyms or additional terms to describe the infor-
mation need more accurately. The algorithm, with its access to the MeSH terms
from a relevant document, improved the most between the initial query phase and
the query refinement phase, indicating the power of using a taxonomical approach
to document search. A post-hoc evaluation found that few crowd participants made
use of this information.

Conclusion

We have illustrated how human computation mechanisms, including crowdsourcing
and GWAP can be applied to document searches, a key area of IR. Although query
design, term expansion strategies, methods for reformulating term weights etc.,
have been studied extensively, crowdsourcing and GWAP have motivated a new
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investigation of query design research. We conduct a study to evaluate different how
these developments may impact precision in initial query construction and feedback-
based query refinement. Using identical retrieval algorithms, this study examines
how human-based query approaches compare with machine-based approaches on
10 OHSUMED topics, concluding that the human computation approach we evalu-
ated provides better MAP, p@ 10 and recall compared a machine algorithm approach.
We also evaluate these same three metrics to compare a web-based interface and a
game interface, discovering that games provide a higher MAP score for reformu-
lated queries. Experiments that apply human computation mechanisms to new
domains are still relatively new and there is considerable room for novel human
computation techniques to be applied to well-studied areas such as IR.
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Human Computation-Enabled Network
Analysis for a Systemic Credit Risk Rating

Francois Bry

Introduction

This chapter proposes a novel approach to credit risk rating on financial markets
based upon Network Analysis and Human Computation and consisting in a dual-
purpose participatory mechanism (Quinn and Bederson 2009).

Credit risk rating is an important activity for participants in financial markets
which has become difficult with the advent of financial contracts called derivatives
and structured notes and of credit risk management techniques called securitization.
A wide-spread improper rating of credit risk, especially of the risk associated with
derivative and securitization instruments, has been recognized as a major cause of
the financial crisis of 2007-2009 (Soros 2008; Caccioli et al. 2009; Sarkar 2009;
Gregory 2010; Simkovic 2009, 2010; National Commission on the Causes of the
Financial and Economic Cerisis in the United States 2011; Haldane and May 2011;
Hull 2012; Simkovic 2013; Arora et al. 2012) which sparked a great recession, the
European Sovereign-Debt Crisis (Haidar 2012) and recessions which, after half a
decade, are still going on in many countries.

An improper credit risk rating could wide-spread because derivatives, structured
notes, and securitization challenge the methods used in current credit risk rating.
The disregard of counter-party risk, which is absent in conventional contracts but
inherent to derivatives, undoubtedly played a role in the financial crisis of 2007—
2009 (Gregory 2010) (but has been largely irrelevant to the Subprime Mortgage
Crisis which led to that crisis (Hull 2012)). Therefore, deficiencies of current credit
risk rating methods, or of the current credit risk rating practice, can be seen as core
reasons for the improper credit risk rating which has been a major cause of the
financial crisis of 2007-2009.
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The approach to credit risk rating proposed in this chapter radically departs from
current credit risk rating in four aspects. First, it collects credit risks assessments
from the debtors and not, as usual, from the creditors. Second, it propagates debtors’
risk estimates through the risk dependency graph induced by credit contracts, deriv-
ative contracts, and currencies by aggregating as eigenvector centralities the agents’
contributions in the global market’s risk. Third, it is not based upon stochastic meth-
ods and statistical data. As a consequence, it keeps its relevance in exceptional situ-
ations such as rare crises or bubbles. Fourth, its principle promises much earlier
warnings of an increasing credit risk than possible with current credit risk rating
methods.

Since it combines human computed credit risk assessments and a machine com-
puted eigenvector in which these human inputs are aggregated, the proposed method
is a Human Computation algorithm (Law and von Ahn 2011, Chap. 2, p. 15).
An essential part of this Human Computation algorithm is an incentive, the “Grace
Period Reward” (GPR), for an actual or potential debtor to compute, constantly
actualize, and disclose to a system running the proposed Human Computation algo-
rithm estimates of the risk that, in the future, she will fail to honor her debts. The
approach to credit risk rating proposed in this chapter is a dual-purpose system
(Quinn and Bederson 2009): On the one hand, the GPR gives actual or potential
debtors a reason to assess and to disclose to the system the risk of their own default-
ing; on the other hand the system provides the market participants with a systemic
credit risk rating. Since the reason for an agent to contribute to the Human
Computation system, namely her use of the GPR, is not the primary purpose of the
system, one can call it a passive Human Computation system.!

The novel credit risk rating proposed in this chapter is systemic because of its
global assessment of credit risk by Network Analysis as eigenvector centralities.
This distinguishes it from current credit risk rating performed locally by financial
agents for themselves, or by credit rating agencies (such as Standard & Poor’s,
Moody’s Investor Service, and Fitch Ratings) for financial agents, and which do not
at all, or only to a very limited extent, propagate credit risk estimates between agents
bound by financial contracts.

Implementing the approach proposed would require and induce changes on
financial markets that are briefly discussed in this chapter.

Human Computation systems (whether they are Crowdsourcing marketplaces
such as Amazon Turk, online job marketplaces such as oDesk, prediction markets
(Pennock et al. 2001; Servan-Schreiber et al. 2004; Gjerstad 2005; Wolfers and Zit
zewitz 2006; Hubbard 2007; Snowberg et al. 2007; Berg et al. 2008; Arrow
et al. 2008), decision markets (Leutenmayr and Bry 2011), or games with a purpose
(von Ahn 2006)) on the one hand and markets on the other hand have much in com-
mon. These commonalities are finally investigated. This chapter argues that markets
can be seen as Human Computation systems avant la lettre. This chapter also argues
that, as markets become global and transactions get faster, markets’ good

'This denomination has been suggested by Pietro Michelucci.
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