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   Foreword: Making a Difference   

 Mary Catherine Bateson 

     
   Mary Catherine Bateson is 
a cultural anthropologist 
and author.   

    A volume of papers on human computation (HC) has been needed to lay the founda-
tion of a fi eld and establish a framework in which researchers can effectively build 
on each other’s work. It is also likely to set off alarm bells in many quarters. Yet 
there is a possibility that the thinking collected here will constitute an important step 
toward solving a fundamental ethical problem in human society, namely, the increas-
ingly widespread conviction that “nothing I can do will make any difference.” 
Kant’s Categorical Imperative 1  was an attempt to solve the problem by eliminating 
the question of scale and proposing that an action be evaluated as if it were univer-
sal, but this has not proved particularly effective in ever larger populations. The 
problem of taking responsibility for individual and local actions is most severe at 
the global level. Thus, for instance, individuals have diffi culty believing that leaving 
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an extra electric light burning in their suburban backyard is connected to the likeli-
hood of lethal storms thousands of miles away. Exactly the same kind of reasoning 
discourages voters from going to the polls for local elections. How will people learn 
that what they do “counts”? By counting. 

 We badly need models of interdependence and connectivity that will convey to 
those who work with them the conviction that individual voices and actions  count , a 
message conveyed through many different modalities, both in science and in popular 
culture. At the same time, the very term “human computation,” accompanied by fasci-
nating analogies to insect communities, may suggest a dystopic    loss of individual 
autonomy and value. Human computation for socially useful goals will depend on 
giving individuals a sense of agency – a sense that they indeed can make a difference. 

 Agency has been the central issue for patient communities, so that enrolling 
patients as active collaborators in research has been an important new model for 
citizen science. One of the earliest examples of citizen science was the St. Louis 
baby tooth collection organized by Barry Commoner, in which scientists “took over 
the tooth fairy” 2  to demonstrate the dangers of nuclear testing in the atmosphere. 
The demonstration that Strontium 90 was being transferred in mothers’ milk was a 
signifi cant element in the banning of atmospheric testing, but so no doubt was the 
engagement it evoked in the parents. 

 There is a long history, going back to the Greeks and Romans, of attempting to 
use voting (an early form of human computation), with various modifi cations, to 
create a sense of agency that supports responsibility, and some of the hazards are 
known. Experience suggests, for instance, that plebiscites are easily manipulated by 
autocrats (as in the rise of fascism), so that it makes more sense to vote for individu-
als who are then able to deliberate together about issues and act systemically as 
surrogate decision makers in a second round of voting than it does to decide policy 
by majority popular vote. Other variations such as proportional representation also 
attempt to avoid the dangers of simple majority rule. Voter initiatives may appear to 
increase democracy but when overused may lock in dysfunctional policies. And at 
the same time, voters are increasingly taking the libertarian position that all legisla-
tion and regulation is pernicious. A central promise of human computation, already 
partially realized, is the possibility of creating an awareness of the vast number of 
decisions we all make every day, including the decision involved in where attention 
is focused from minute to minute, 3  along with information about the aggregate 
effect of those decisions and how they are shifting. 

 At the same time, information about new ideas and emerging patterns needs to 
be accessible and individual voices need to be audible. Human computation may 
run the risk of simply reinforcing existing trends, which may be negative, by facili-
tating conformity. The popularity of SUVs and violent movies and games tends to 
be self-reinforcing, and the most popular restaurant in town may not be the most 
pleasant place to go on a Saturday night. Thus, simply waiting to see what “goes 
viral” on YouTube or Twitter is not suffi cient. A noteworthy variation on regenera-
tive feedback, however, is Kickstarter.com, which works like a chain letter to raise 
funds for nonprofi t projects. 
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 A signifi cant effort related to human computation is the effort to create interac-
tive contexts for the expression of greater diversity of knowledge and imagination. 
Interdisciplinary conferences (such as the Macy conferences on Cybernetics and on 
Group Process after World War II) can be seen as an example of taking a group of 
individuals and turning them into a thinking system, a kind of superorganism. 4  With 
the decline in support for exploratory interdisciplinary work, there has been a rise in 
designs for interactive processes, such as America Speaks, the 21st Century Town 
Hall Meeting    format devised by Carolyn Lukensmeyer, 5  and Laura Chasin’s Public 
Conversations Project, 6  as well as research on confl ict resolution and mediation 7  
simultaneously alas with the steady increase in what Deborah Tannen calls the 
 Argument Culture, in which issues are approached antagonistically.  8  Such innova-
tive techniques can be regarded as forms of computation. 

 Human beings change in response to their habitual interactions, and there is 
already concern about deleterious effects of electronic communication, which will 
play a major role in human computation as we move forward. Much of human com-
putation depends on persuading large numbers of individuals, acting separately, to 
contribute personal information, which is then combined, both processes facilitated 
by electronic technology. But it is important to notice that the implicit message of 
such an operation is  membership in a larger whole . Any living system processes 
quantities of material and information, in ways that affect the state of that system 
and other systems to which it is connected, and attending to such processes poten-
tially creates a sense of unity and an awareness of the reality of interdependence. 

 We know today that our entire planet can be looked at as a living system 9  with 
some capacity for self-regulation, and that the circulation of water and atmospheric 
gases is such that disruption or pollution in one place on the planet has measurable 
effects elsewhere. Indeed, earth systems are far more closely integrated than the 
present human capacity to respond to them, even in the preparation for and response 
to major disasters. The emphasis on individual autonomy that underlies American 
culture is a product of the circumstances under which Europeans settled the North 
American continent, but it is descriptively inaccurate for the human condition and 
inhibits effective cooperation in problem solving and humanitarian relief as we 
experience and attempt to mitigate the global effects of climate disruption. Arguably, 
then, if increased reliance on human computation shifts attitudes away from the 
fetish of individual autonomy and teaches us, by implication, to recognize that we 
are connected parts of a larger whole, this is a goal to be pursued. Perhaps too, the 
awareness of inescapably “making a difference,” for better or for worse, by our 
individual choices will come to be seen as an essential aspect of human dignity. 

 Mary Catherine Bateson 
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  Pref ace   

   In all of your deliberations in the Confederate Council, in your 
efforts at law making, in all your offi cial acts, self-interest shall 
be cast into oblivion. Cast not over your shoulder behind you 
the warnings of the nephews and nieces should they chide you 
for any error or wrong you may do, but return to the way of the 
Great Law which is just and right. Look and listen for the 
welfare of the whole people and have always in view not only 
the present but also the coming generations, even those whose 
faces are yet beneath the surface of the ground – the unborn of 
the future Nation.

–  Great Law of the Haudenosaunee  1  

      Why a Book About Human Computation? 

 In the new techno-culture of buffered sociality, in which young people spend more 
time wearing earbuds and texting frenetically than having real live conversations in 
a café, we consider the mounting existential challenges that our children and subse-
quent generations will face. Though human computation may not be a panacea, it 
does represent an opportunity for us to draw together more effectively as a global 
people to address such challenges. However, there is a practical issue. 

 The problem that exists today is that human computation (HC) research is frag-
mented across isolated communities. That is, HC is developed and implemented in 
multifarious ways across diverse fi elds of inquiry and application; yet each of these 
efforts occurs as an offshoot of some other discipline or as a novel method in some 

1   The Haudenosaunee league of Native American nations is known in Western culture as the 
Iroquois. However, “Iroquois” is a French transliteration of a derogatory name used historically by 
a competing tribe. The correct and proper name, “Haudenosaunee,” means “people of the long-
house,” which implies that member nations should live together as families in the same longhouse 
(Wikipedia 2013). 
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applied domain. But there is very little cross-fertilization, due to typical aversions to 
crossing community boundaries, philosophical differences, and terminology confu-
sion. One even gleans cultural differences, such as an emphasis in Eastern cultures 
on systems that support collective rather than individual stakeholders. Thus, this 
book responds to the need for a clear, comprehensive, current, and interdisciplinary 
treatment of HC. 

 Rather than just reporting on the state of practice, we have challenged the 
 confi nes of our conceptual comfort zones and engaged in bold analysis and risky 
ideation – something humans still do much better than machines. Ultimately, we 
have sought to collectively assess the state of the art and anticipate future directions, 
presenting the combination as a foundation and inspiration for future work and 
unlikely collaborations.  

    The Collaboration Has Already Begun 

 It has been both a tremendous honor and an exercise in humility to collaborate with 
such a talented, globally distributed (see Fig.  1 ), and remarkably genuine community 
of over 115 authors and editors. Perhaps it is the promise of human computation that 
draws out the humanity in us, that somehow echoes the mantra “we want to own our 
destiny.” Indeed, the goals of this book have already begun to be realized as a conse-
quence of its very development. Authors have formed new, respectful cross-disci-
plinary relationships, spawning new ideas, many of which appear on the pages of this 
book. From this chrysalis, we hope to nurture the emergence of human computation 
as a formal discipline, a charter for which is conveyed in the fi nal chapter of the book.    

  Fig. 1    Geographic representation of handbook contributors       
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  Introd uction   

 A more descriptive title for this book would have been “The application, design, 
infrastructure, and analysis of heterogeneous multi-agent distributed information 
processing systems and their political, societal, and ethical implications,” but as brev-
ity is the soul of wit, I decided to go with simply  Handbook of Human Computation . 

 Human computation means different things to different people. To some, it 
means using a computer to combine answers from many people into a single best 
answer. To others, it means taking a problem that is too big for any one person and 
splitting it into smaller, more manageable pieces that can be delegated to many 
people. Human computation can be the analysis of human behavior in a social net-
work to better understand the spread of ideas or to predict outcomes on the world 
stage. And possibly it even represents an opportunity to recognize or engineer a new 
life-form with superhuman intelligence. Regardless of which of these things human 
computation might be, they all involve interconnected humans and machines that 
process information as a system, and they all serve a purpose. 

    What This Book Is Not 

 Though you will fi nd much discussion of crowdsourcing herein, this is not a hand-
book of crowdsourcing. Crowdsourcing does not require computation; the term 
derives simply from “outsourcing to crowds.” The individual contribution of each 
crowd member need not be computational nor give rise to computational analysis or 
output. Crowdsourcing is, however, a common method for engaging many partici-
pants in human computation; so they often coincide. 

 Nor is this a handbook of social computing. Social computing is defi ned as the 
intersection of social behavior and computational systems (Wikipedia 2013). 
However, social behavior is not a prerequisite for human computation. In fact, a 
workfl ow process may elicit human input, transform that input, and then pass the 
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result to another human, in a pipeline that involves no social behavior or interaction 
whatsoever, yet is very much a manifestation of human computation. Thus, human 
computation subsumes social computing.  

    Then What Do We Mean by Human Computation? 

 To answer that question, we must fi rst consider what we mean by “computa-
tion.” Computation in this context refers not just to numerical calculations or the 
implementation of an algorithm. Computation refers more generally to  informa-
tion processing . This defi nition intentionally embraces the broader spectrum of 
“computational” contributions that can be made by humans, including creativ-
ity, intuition, symbolic and logical reasoning (though we humans suffer so 
poorly in that regard), abstraction, pattern recognition, and other forms of cog-
nitive processing. As computers themselves have become more capable over the 
years due to advances in artifi cial intelligence    and machine learning techniques, 
we have broadened the defi nition of computation to accommodate those capa-
bilities. Now, as we extend the notion of computing systems to include human 
agents, we similarly extend the notion of computation to include a broader and 
more complex set of capabilities. 

 With this understanding of computation, we can further generalize our notion of 
human computation to encompass not only computation by an individual human but 
also machine-mediated computation by groups of individuals (e.g., pipelined prob-
lem solving systems), aggregate analytic results by groups that result from individual 
information processing (e.g., prediction markets), distributed networks of human sen-
sors (e.g., mash-ups), and many other varieties of information processing that derive 
from the computational involvement of humans in simple or complex systems. 

 While this is what is meant by human computation for the purpose of establish-
ing conceptual guideposts for this handbook, it is itself among the directives of the 
handbook to not only formally defi ne this space of research and practice but to 
explore the past, present, and future scope of this frontier.  

    Why Is Human Computation Important? 

 Each of this book’s many contributors may have a distinct answer to this question. 
My short answer is the following. As a species, we face multifarious challenges 
stemming directly and indirectly from our use of technology, and many of these 
challenges pose an existential threat to humanity. I believe that one promising ave-
nue of recourse is to use technology to help us cooperate more effectively to solve 
the problems we have created. Thus, I believe our very survival depends upon the 
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rapid advancement of human computation as a theoretical and applied science, to 
help us mitigate the effects of climate change, cure disease, end world hunger, pro-
tect human rights, and resolve confl icts.  

    Synopsis of Sections 

 Though the high-level structure of the book is ordinal by design, the following sec-
tion synopsis will help point the reader who has specifi c areas of interest to the sec-
tion of most immediate relevance. For the armchair reader, you may embark on a 
guided tour of human computation by beginning at page one. But if you happen to 
have a mercurial spirit, just open the book to a random chapter and see where that 
might lead you. 

    Foundations 

 The foundations section, edited by Matthew Blumberg, seeks to cast new light on 
the subject matter by asking basic questions, like “What is thinking?” “What is 
information?” and even “What is mental disease?” Answers come in novel forms 
that recast the interrelationship of foundational disciplines toward a deeper under-
standing of human computation.  

    Applications 

 The applications section, edited by Haym Hirsh, seeks to convey the value proposi-
tion of human computation by examining recent examples of how people have been 
brought together in new ways to achieve desired outcomes. This section surveys a 
broad range of human computation applications, in domains such as disaster relief, 
archaeology, medicine, science, education, literature, fi nance, innovation, business 
management, and others.  

    Techniques and Modalities 

 This section, edited by Kshanti A. Greene, catalogs an expansive and growing list of 
human computation techniques – that is, repeatable methods defi ned jointly by their 
applications, interaction paradigms, and/or computational methods. It is essentially 
a set of “design patterns” for human computation that facilitates modeling a new 
HC system on prior work.  

Introduction



xl

    Infrastructure and Architecture 

 The infrastructure and architecture section, edited by Michael Witbrock, seeks to 
balance the logistics of humans as computational resources with goals of actualiza-
tion and empowerment. Thus, it covers the broad space of computational structures 
such as state space, communication protocols, human device drivers, reward struc-
ture programmability, as well as HC-specifi c interaction modeling techniques that 
are sensitive to the quality of human experience.  

    Algorithms 

 This section, coedited by Remco Chang and Caroline Ziemkiewicz, describes a 
variety of “systematic and general ways to treat humans as computational units” as 
well as new methods for formalizing the properties of human computation algo-
rithms. Thus, this section may be useful for assessing, identifying, and constructing 
algorithms to fi t specifi c use cases.  

    Participation 

 This section, edited by Winter Mason, explores a range of factors and associated 
techniques that infl uence the decision to participate in human computation activi-
ties. Importantly, it also considers dynamics that affect the quality of participation.  

    Analysis 

 This section, edited by Kristina Lerman, considers several analytic methods that can 
be used to predict emergent collective behavior and to inform the design of future 
human computation systems. These analytic methods are also considered in the 
context of quality control and performance assessment.  

    Policy and Security 

 This section, edited by Dan Thomsen, examines near-term ethical, regulatory, and 
economic considerations relevant to the emergence and growing prevalence of 
human computation and associated labor markets. It also delves into security and 
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privacy issues germane to HC systems, along with relevant technical and 
 policy- based solutions.  

    Impact 

 The impact section, which I had the privilege of editing, is a collection of forward- 
thinking essays on the near- and long-term implications of human computation on 
individuals, society, and the human condition. It asks hard questions and considers 
carefully the potential risks and rewards associated with the advancement of this 
new technology. It attempts to characterize a future with pervasive human computa-
tion and considers how we might prepare for it.   

    Bon Voyage! 

 Whatever your interest in human computation might be, by reading from this book 
you will hear from a coalescent community of communities and perhaps begin to 
understand our place in the world in a new way. 

 Fairfax, VA, USA Pietro Michelucci  

    Reference 

 Wikipedia (2013) Social computing. In: Wikipedia, the free encyclopedia. Retrieved from   http://
en.wikipedia.org/w/index.php?title=Social_computing&oldid=553413728                    

Introduction

http://en.wikipedia.org/w/index.php?title=Social_computing&oldid=553413728
http://en.wikipedia.org/w/index.php?title=Social_computing&oldid=553413728


   Part I 
   Foundations        



3P. Michelucci (ed.), Handbook of Human Computation, 
DOI 10.1007/978-1-4614-8806-4_1, © Springer Science+Business Media New York 2013

        The current state-of-the art in Human Computing all too often involves large batches 
of some mundane but nevertheless computationally intractable problem (fi nd the 
blue dot; read the words; fi t the puzzle pieces); and is undertaken by a developer 
who realizes that large numbers of people might by various means be induced to 
each perform modest numbers of these tasks before getting bored and moving on to 
something else. And if enough people can do enough of these tasks useful things 
can be accomplished. 

 But this section—and this  Handbook  generally—seeks to encourage thinking 
beyond such a “Virtual Sweatshop” model; and to replace it with the aspiration to 
create massively large scale thinking systems, systems which might some day be 
used to address problems at an order of complexity beyond the competence of any 
individual person. 

 Moving in this direction—opening this avenue of investigation—involves giving 
thought to some basic ideas: what is computing? What is thinking? What is infor-
mation? This direction benefi ts from ideas about the nature of communication; 
about complex systems and the emergent properties of such systems; about control 
of complex systems. Ideas about networks, about collaboration, about minds, about 
ecosystems, about culture—and a great many other topics. 

 In many of these instances, the best and deepest thought has been done in domains 
which might on their face seem distant from software development: Epistemology, 
Psychology, Cybernetics, Biology, Anthropology, Economics, and so on. 

 This chapter is not in any sense a comprehensive collection of “Foundational” 
concepts; it is more a diverse set of interesting tidbits, a taste. We aspire to continue 
an ongoing fl ow of such illuminating ideas as a regular feature in a forthcoming 
 Human Computation  journal. But the chapters that follow embody some introduc-
tory discussions: 

      Foundations in Human Computation 

                Matthew     Blumberg   

        M.   Blumberg    (*) 
  GridRepublic ,     USA
e-mail: mblumberg@picador.net    
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  Patterns of Connection (Matthew Blumberg) —Drawing on ideas from Marvin 
Minsky, this chapter explores the nature of Mind, and the extent to which Mind 
emerges from particular patterns of connection. This is used to illustrate the concept of 
“Cognitive Architecture”, which is proposed as a central concept in Human Computing. 

  The History of Human Computation (David Alan Grier) —The idea of organiz-
ing groups of people to perform cognitive work precedes computers and the Internet. 
This fascinating chapter traces the origins of these ideas back to Charles Babbage’s 
early analysis of factories at the dawn of the industrial era. 

  Biological Networks as Models for Human Computation (Melanie Moses, 
Tatiana P. Flanagan, Kenneth Letendre, G. Matthew Fricke) —Notions of Mind 
have traditionally refl ected to the technology of the day; advancing technology has 
lead, curiously, to ever more powerful metaphors. At various points, the mind was a 
garden, a factory, a computer. Recent trends return to biology: this chapter explores 
biological networks as an instructive model. 

  From Neural to Human Communication (Linda Larson-Prior) —If one wants to 
learn to organize a thinking system, a natural place to look to for guidance is the 
brain. This chapter considers both neural and human communication in order to bet-
ter understand the potential for computation as an emergent behavior of a system. 

  Pathology in Information Systems (Pietro Michelucci, Matthew Blumberg) —
Mental Illness in Humans can be viewed as a specifi c case of the more general 
phenomena of pathology in information systems. Thus Human Computing sys-
tems—and groups of people generally—may become pathological: large scale 
political failures like the Inquisition or Fascism being an example; as potentially are 
smaller scale systems like dysfunctional families. This chapter speculatively 
explores these issues, proposing this as a domain for future inquiry, so as to develop 
means to prevent, diagnose, and repair such systemic pathologies—i.e., to develop 
means to debug complex systems. 

  Information Theoretic Analysis and Human Computation (Carlos 
Gershenson) —This chapter introduces concepts of Information Theory in the con-
text of Human Computing systems. What is Information? What is Computing? How 
does one talk about Networks? 

  Epistemological Issues in Human Computation (Helmut Nechansky) —The 
fi eld of Epistemology brings to bear centuries of thought about the nature of 
Knowledge. This chapter takes as a start the view of Knowledge as “an individual 
model of an external world”, and explores the use of such models for decision- 
making. Implications for Human Computing are considered. 

  Synthesis and Taxonomy of Human Computation (Pietro Michelucci) —As this 
 Foundations  section demonstrates, a wide range of fi elds contribute to the growing 
body of work in human computation. Each fi eld, though, has its own set of concepts 
and associated words (e.g., social computing, distributed thinking, crowdsourcing, 
etc.) This chapter draws from these various disciplines—and from the diverse con-
tributions found in this volume—in an effort to organize the concepts and provide a 
common conceptual framework.   

M. Blumberg
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           Background 

 My interest in Human Computation– described here as “Distributed Thinking”– 
dates back to 2008 and the FIFA World Cup fi nal. The truth is (being American) 
I didn’t watch. I only read about it the next day. It was quite a match, apparently– 
eventually won 1-0, on a 73rd-minute goal by Wayne Rooney of Manchester United. 
But what was most notable in the coverage– to me– was the comment that the match 
had been watched, live, by 700 million people. 

 A soccer game being about 90 min long, this amounts to more than  a billion 
hours  of human attention– focused on a bouncing ball. That’s about 120,000  person- 
years   of attention– compressed into 90 min. 

 Which raised the question: what could be done with all that cognition? Could it 
be harnessed for constructive purposes? What knowledge and tools and methods 
would be required?  

   Crowdsourcing 

 A number of web-based projects have emerged which draw on the aggregated intel-
lectual skills of large numbers of people over the Internet. These projects represent 
the “state of the art” in Human Computation—exciting efforts to harness many 
minds in order to do intellectual work that would otherwise be impossible. A few 
key examples follow (there are of course many others):

      Patterns of Connection 

                Matthew     Blumberg   

        M.   Blumberg    (*) 
  GridRepublic ,     USA   
 e-mail: www.gridrepublic.org  
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•     Clickworkers (2001) —People were shown images of the surface of Mars, and 
asked to help map it by drawing circles around the craters. (Computers aren’t 
good at this sort of pattern recognition, but people are. 1 )  

•    Stardust@home (2006) —A NASA probe dragged a volume of gel through the 
tail of a comet; the comet particles were quite few and small, and searching for 
them in the large volume of gel was a challenge. The Stardust team posted nearly 
a million images of small sections of the volume online, and people were asked 
to search through these and to fi nd characteristic tracks of particles. This collec-
tive effort considerably accelerated the search for the “needles” in the 
“haystack”  

•    Galaxy Zoo (2007) —People are shown images of galaxies, and asked to catego-
rize them by visual features: spiral, disk, etc.; the goal is to build a celestial 
almanac. (As above, computers aren’t good at this sort of image analysis.)  

•    ESP Game (2003) —Pairs of people are shown an image at the same time, and 
each starts typing descriptive words. When both have entered the same word, 
they “win” (and the system presumes to have learned a useful “tag” for use in 
categorizing the image).  

•    Ushahidi (2008) —People in and around crisis situations submit reports by web 
and mobile phones. These are aggregated (and organized temporally and geospa-
tially), to give an accurate and unmediated view of the emerging situation. 2   

•    eBird (2002) —Bird watchers throughout the world submit observations, creating 
a real-time database of bird distribution and abundance.  

•    Iowa Electronic Market (1995) —People buy and sell “contracts” in a (not-for- 
profi t) Futures market, as a tool for predicting outcomes of elections, Hollywood 
box offi ce returns, and other cultural phenomena.  

•    FoldIt (2008) —People solve 3D visual puzzles, as a means to solve problems in 
protein structure prediction.  

•    Phylo (2010) —People search for matching patterns in sequences of DNA, repre-
sented as strings of colored blocks.  

•    EteRNA (2010) —People solve visual puzzles related to the folding of RNA 
molecules    

 The above represents a fairly wide range of objectives and activities—thought it 
may be observed that all follow a certain pattern, one which is presently character-
istic of what is commonly referred to as Crowdsourcing:

•    In each project above, all users perform the same task repetitively (i.e., all users 
draw circles to mark craters, or place a pin to mark traces of comet, or fi nd 
matching patterns in strings of colored blocks.)  

•   In most cases, the task is quite simple; it is the vast quantity that must be slogged 
through which requires the crowd input.  

1   Possibly of interest: see article in this volume by Jordan Crouser and Remco Change, discussing 
relative strengths of humans vs computers. 
2   Possibly of interest: See article in this volume on crowdsourcing disaster relief by Ushahidi 
founder Patrick Meier. Human Computation for Disaster Response. 

M. Blumberg
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•   Tasks are single-user: interaction among participants while performing the work 
is not required. 3   

•   There is no parceling of task-type based on user expertise (At most, users of 
measured skill—ie users who have returned validated results—might get harder 
versions of the task at hand.)    
 In sum, with these tasks, there is no “higher level” thinking being done by the 

“Crowdsourcing” system. All of the tasks completed by the public (individually and 
collectively) could plausibly have been done by the project organizers—in most 
cases better. 4  The projects are really a means of collecting and applying large quan-
tities of unskilled labor. This of course is useful; but much more is possible. 

 The discussion below seeks to make the case that it is possible to create 
“Thinking” systems—systems created of many minds, and capable of sophisticated 
problem solving….   

    Distributed Thinking 

 In order to contemplate what a large scale thinking system might look like, it is 
 useful to have a notion of what  Thinking  is. 

 As a point of reference, consider the model proposed by Marvin Minsky in 
 Society of Mind  ( 1988 ). In Minsky’s model “minds are built from mindless stuff”. 

 Minsky hypothesizes that a Mind—that thinking—is made up of many small 
processes (which he calls “agents”); that these are simple; that they are not espe-
cially intelligent in and of themselves—And that  it is the way that these things are 
connected  that creates intelligence, as a sort of emergent property of the “thinking” 
system. 

    Picking Up a Cup of Tea 

 For example, if one wanted to pick up a cup of tea there might be several processes 
involved (several “agents”):

•    Your GRASPING agents want to keep hold of the cup  
•   Your BALANCING agents want to keep the tea from spilling  
•   Your THIRST agents want you to drink the tea  
•   Your MOVING agents want to get the cup to your lips    

3   ESP game is an exception here; sort of. 
4   A notable exception is FoldIt: In the case of FoldIt, it turned out that a public participant was 
unusually good at the task, better than subject area experts. This fact alone highlights the sophisti-
cation of that project. I.e., FoldIt serves to demonstrate the example that when projects are suffi -
ciently advanced, they may draw in “savants”, persons unusually good at the particular task—better 
in some cases than the project organizers themselves. And/or, projects may empower novel com-
binations of intellectual skills of persons otherwise unknown the project organizers. 
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 … These would all be independent processes, performed in parallel, competing 
for resources in various ways—and collectively producing the behavior of picking 
up and drinking the cup of tea.  

    Stacking Blocks 

 Another illustration, a slightly more complicated cognitive problem– Imagine you 
had a pile of blocks, and you wanted to pile them up in a stack. You might hypoth-
esize the existence of a “mental program” to do this, call it “Builder” (Fig   .  1 ):

BUILDER     Fig. 1           

BUILDER

BEGIN ADD END

  Fig. 2           

ADD 

FIND GET PUT

SEE GRASP MOVE RELEASE

-- PRIMITIVES --

  Fig. 3           

   In the Minsky view of the mind, this program would be composed of smaller 
applications, for instance (Fig.  2 ):

   And each of these “programs” or “agents” would themselves be composed of 
smaller functions. And each of these, of possibly smaller… Until you got down to 
some list basic “primitive” functions from which all the others are built (Fig.  3 ):

   What’s interesting about this approach is that if you took from the previous chart 
describing “Builder” only the list of the Agents themselves, you wouldn’t know 
anything about what the Builder does. It’s only when you put the things into a struc-
ture that it becomes possible to contemplate that they might do something useful 
(Fig.  4 ):
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   This brings us to the fi rst essential point of this essay:  Intelligence is created not 
from intellectual skill, but from the patterns within which intellectual skills are 
connected.  

 The Minsky “Society of Mind” model is but one example; in general, patterns of 
organization which result in emergent “intelligent” behavior may be referred to as 
 “Cognitive Architectures”.   

    From Crowdsourcing to Intelligent Systems 

 With an eye towards imagining a system which has a higher level of intelligence 
than its individual participants, and following Minsky’s Cognitive Architecture– it’s 
perhaps interesting to imagine what the set of “primitives” (the basic, unintelligent 
functions from which more complicated processes might be built) could be. Perhaps:

•     Pattern Matching/Difference Identifi cation   
•    Categorizing/Tagging/Naming   
•    Sorting   
•    Remembering   
•    Observing   
•    Questioning   
•    Simulating/Predicting   
•    Optimizing   
•    Making Analogies   
•    Acquiring New Processes     

 …This is not meant as a comprehensive list, just some illustrative examples. 
Note that none of these functions are especially complicated in and of themselves 
(though several are to varying degrees computationally intractable). Most are, in a 
wide range of contexts, quite parallelizable. 

ADD GRASP
SEE FIND 
PUT GET
MOVE RELEASE

AGENTS BY THEMSELVES AGENTS IN  A SOCIETY

BUILDER

BEGIN ADD END

FIND GET PUT

SEE GRASP MOVE RELEASE 

  Fig. 4           

 

Patterns of Connection



10

 As food for thought, consider that many of the previously listed crowdsourcing 
projects provide quite nice templates for several of these very activities:

•     Pattern Matching/Difference Identifi cation— As noted, in  Clickworkers , par-
ticipants identifi ed circles in a database of images; in  Stardust@home , partici-
pants identifi ed characteristic traces of comet dust in a database of images; in a 
range of other projects participants mark features on satellite images to generate 
or enrich maps, etc.  

•    Categorizing —In  Galaxy Zoo , participants are shown images of galaxies, and 
asked to categorize them, by visual features: spiral, disk, etc.—and this is used to 
build up a structured database of astronomical objects.  

•    Tagging/Naming— In  ESP Game  participants create useful tags for image search 
(*In fact the system was licensed by Google to improve their image- search 
functionality).  

•    Observing— In  Ushahidi , in  eBird , and many other projects, distributed obser-
vations are entered into a shared central database  

•    Simulating/Predicting— In  Iowa Electronic Market , and a wide range of 
 subsequent “Prediction Markets”, participants engage in a process which has 
been shown to effectively predict the outcome of a range of events.  

•    Optimizing— In  FoldIt  participants are asked to optimize the shape of an object 
according to certain parameters.  

•    Etc…     

 Following the earlier discussion, while it may be the case that any individual one 
of these systems is useful and interesting, it is the potential of  putting these things 
together into systems – into intelligent patterns, into Cognitive Architectures– where 
really interesting things may become possible.  

    A Speculative Example 

 Imagine creating a drug discovery pipeline using Distributed Thinking – 
 By way of context, note that one method of drug discovery is {1} to identify a 

mutant or malformed protein which has been implicated in a specifi c pathology. 
And then {2} to fi nd some other protein that binds to this deviant but nothing else– 
this is akin to sticking a monkey wrench into a running machine: the goal is to muck 
up the works, to cause that process to fail. And this can be quite effective. 

 Given a target identifi ed by lab work, one could imagine subsequently breaking 
the process of discovering such “monkey-wrench” proteins into a sequence of 
steps– like, “docking” to see what candidate proteins stick to your target; “similarity 
analysis” to see which proteins are like which other proteins (to fi nd alternative 
avenues of exploration); “optimizing” (to improve marginally useful candidates); 
“cross screening” (to see if a candidate has side effects, by checking whether it 
docks with anything it’s not supposed to); and so on… (Fig.  5 ).
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   All of these individual steps/processes could be imagined in terms of systems on 
par with existing crowdsourcing applications. And one could imagine linking these 
functions—these agents– into a fairly elaborate workfl ow, 5  the collective function 
of which would be to seek out and create promising drug candidates. 6    

    Summary 

 A great deal has been done with Crowdsourcing. Current examples share a number 
of features however, most notably insofar as each supports only a single type of 
task. The discussion presents the idea of “Cognitive Architectures”—patterns into 
which individual systems, each performing specifi c (and potentially mundane) 
tasks, might be interconnected to collectively create a higher level of cognition. 

5   A small but important step in the evolution from current-generation Crowdsourcing to Distributed 
Thinking would be adoption of a standard means to integrate individual projects (individual func-
tions) into more complex workfl ows. It is hoped that developers of such projects—and especially 
developers of middleware like BOSSA and PyBOSSA—will provide APIs that enable others to 
submit inputs and collect outputs, so the output of one project might be used as the input for 
another. For instance, a Phylo-style DNA project might input sequences into a FoldIt style struc-
ture prediction application. 
6   Of course there are numerous technical reasons why these steps are incomplete or may be imprac-
tical or infeasible at the moment. As noted it is a speculative example, a broad-stroke illustration. 

  Fig. 5           
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 The goal is to raise the prospect that “Apollo Project” challenges might be met 
by the application of suffi cient attention, properly structured—It’s all a matter of the 
patterns by which we connect ourselves and our information.     
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           Nature of Crowdsourcing 

 Though it is often to be a new phenomenon, one that is deeply tied to new  technology. 
Jeff Howe, who identifi ed and named the phenomena, claimed that it was a revolu-
tion “intertwined with the internet.” (Howe    2008) However, it is actually a very old 
idea, one that has many historical antecendents in the twentieth, nineteenth and even 
eighteenth century. To understand crowdsourcing, we need to go back to Charles 
Babbage, the early nineteenth century mathematician. 

 Babbage was perhaps the fi rst to understand that computation of any form was 
merely a form of divided labor. Babbage, of course, was not the fi rst to discover 
divided labor. The concept of divided labor opens Adam Smith’s  1776  book, The 
Wealth of Nations. “The greatest improvements in the productive powers of labour,” 
Smith wrote in his fi rst chapter, “and the greater part of the skill, dexterity, and judg-
ment, with which it is anywhere directed, or applied, seem to have been the effects 
of the division of labour.”(Smith  1776 ) 

 However, crowdsourcing is not merely any form of divided labor but the single 
form of divided labor that is untouched by modern information technology, the divi-
sion of work by skill. Traditionally, economists have identifi ed fi ve ways of dividing 
labor. Any task can be divided by time, place, person, object and skill. You can 
 create tasks by identifying the time when it must be done, the place where it must 
be done, the people with whom it must be done, the object on which the work is 
done and fi nally, the skill needed for the task.(Barnard  1936 ) Of those fi ve methods, 
the fi rst four can be mediated by modern information processing technology. 

 This technology can used to move work so that it need not be done at a specifi c 
time or place. It can move data, the object on which the work must be done, from 
one place to another. Finally, it can also be used to establish communications 
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between any team of people on any part of the globe. The one thing that it cannot 
do is to change the skill of individual workers, though it can connect workers with 
 different skills to work on the same project. 

 Crowdsourcing moves beyond the mere division of labor by skill and looks at the 
problem of how to combine best the skills of workers with the capabilities of infor-
mation technology. It considers how to divide work and assign some tasks in order 
to get the right skills doing the right pieces of the job. As such, it is an example of 
what production managers call “refactoring work.” The current forms of work that 
we identify as crowdsourcing are merely ways of refactoring work in a way that can 
use workers fl exibly and that gets the right skills to the right part of a production. 
Charles Babbage was among the fi rst scholars to look at this problem and certainly 
prepared the foundation for crowdsourcing.  

    Babbage and the First Scholar of Crowdsourcing 

 As a starting point for the study of crowdsourcing, Babbage has a much better 
 perspective than Smith. Smith wrote at the start of the industrial era and focused on 
the four forms of divided labor that are easily handled by information technology: 
the division of labor by time, place, person, and object. Furthermore, he had a 
 limited understanding of the potential of machines. He wrote of machines as tools. 
“A great part of the machines made use of in those manufactures in which labour is 
most subdivided, were originally the invention of common workmen, who, being 
each of them employed in some very simple operation, naturally turned their thoughts 
towards fi nding out easier and readier methods of performing it.” (Smith  1776 ) 

 Writing more than 50 years after Smith, Babbage had a better understanding of 
the division of labor by skill and the role that machines might have in such a divi-
sion. Babbage is generally remembered as a nineteenth century mathematician who 
designed computing machines.(Hyman  1982 ) In fact, Babbage is a much broader 
scholar, who was interested in chemistry, astronomy, and economics as well as 
mathematics. Perhaps the best way to understand Babbage is to recognize that he 
identifi ed himself as an “analytical mathematician” during his years at Cambridge 
University and formed a club called the Analytical Society. (Grier  2010 ) 

 By labeling himself as an Analytical, Babbage was fi rst identifying with a school 
of European mathematicians, such as Leonhard Euler or Joseph Louis Lagrange, 
who approached the study of calculus in a certain way. However, Babbage broadened 
his defi nition to analysis to include almost any activity that divided work into small 
pieces, create a symbol for those pieces and manipulated those symbols mechani-
cally. (He named his second computing machine the “Analytical Engine” because it 
was capable of manipulating mathematical symbols in such a way.) (Grier  2011 ) 

 Because of his analytical background and his interest in machinery, Babbage 
studied the organization of factories and production. The result of this work he 
 published, On the Economy of Machinery and Manufacturers, in 1831. The book 
combines broad principles of industrial organization with surprisingly detailed 
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comments on industrial tasks. He gives principles of using machinery and mixes 
them with comments on cutting glass and splitting wood. In it, he builds upon 
Smith’s work and moves beyond the division of labor by time, place, object and 
person to the division of labor by skill. 

 In considering the division of labor, Babbage realized that the division of labor 
by skill had more economic impact than the other four forms of divided labor. “That 
the master manufacturer, by dividing the work to be executed into different pro-
cesses, each requiring different degrees of skill or of force,” he wrote can purchase 
exactly that precise quantity of both which is necessary for each process”   (Babbage 
 1831 ) He argued that if you did not divide work by skill, the manufacture would 
have to hire people who had all the skills necessary for the job. Such individuals, he 
observed, would be unlikely to perform all skills equally well and would be more 
expensive than workers who had only a single skill. This observation is generally 
known now as Babbage Rule. (Braverman  1975 )  

    The Progenitor to Crowdsourcing: Dividing Mental Labor 

 In the Economy of Machinery and Manufacturers, Babbage applied the ides of 
divided labor to clerical tasks and calculation, categories of work that he identifi ed 
as mental labor. It may, he wrote, “appear paradoxical to some of our readers that 
the division of labour can be applied with equal success to mental as to mechanical 
operations.” He argued that not only was such work governed by the principles of 
Adam Smith but that showed that it showed that manufacturing was “founded on 
principles of deeper root than may have been supposed.”(Babbage  1831 ) 

 At the time, both Great Britain and France did scientifi c calculation, one of 
Babbage’s forms of mental labor, with methods that were quite similar to modern 
crowdsourcing. Beginning in 1767, British Nautical Almanac used freelance workers 
to prepare its annual volume of astronomical tables. These workers were generally 
teachers or clerics in the British Isles, though at least one worker was the widow of a 
cleric and the other was a teacher who lived in North America and communicated with 
the Almanac offi ce through the slow and irregular North Atlantic mails. (Grier  2005 ) 

 The workers for the Almanac would get their assignments in much the way that 
crowd workers would get their assigns from the markets at oDesk or eLance. The 
director of the Almanac would determine which charts needed to be calculated and 
describe the nature of the calculations. He offered these calculations to anyone who 
was qualifi ed and willing to do them. The workers would accept the tasks and do 
them at their homes. Most used this job to supplement their income. (Grier  2005 ) 

 In writing about calculation, Babbage argued that since it was governed by the 
same economic laws as physical labor, it would be pulled into the same forms of 
production as had word working or pottery. He noted that economic forces “causes 
large capitals to be embarked in extensive factories.” In a crude way, this argue 
 presages the argument, made 100 years later by Ronald Coase, for the existence of 
organized companies. “The main reason,” argued Coase, “why it is profi table to 
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establish a fi rm would seem to be there is a cost” to making all decisions in the 
market. (Coase  1937 ) 

 Indeed, in 1831, the Nautical Almanac was in the process of moving its produc-
tion into a single offi ce and eliminating freelance computation. Babbage had been 
on the committee that had reviewed the Almanac and had recommended the new 
computing factory model. He also watched as a second computing offi ce, that at the 
Royal Observatory at Greenwich, also adopted factory models for its calculation. 
(Grier  2005 ) 

 Babbage got many of his ideas about mental labor, the organized processing of 
information by studying the computing offi ce of the French civil surveying offi ce, 
or Bureau Cadastre. By any measure, the Bureau Cadastre followed factory pre-
cepts. It operated a single computing offi ce in Paris and employed no freelancers. 
However, it served as a model for later efforts that were much closer to crowdsourcing 
and it also taught Babbage about the division of labor by skill and how to utilize 
machinery to minimize costs. (Grier  2005 ) 

 The Bureau Cadastre operated a computing offi ce from 1791 to about 1795 
under the direction of the engineer, Gaspard de Prony. The Revolutionary French 
Government had assigned this offi ce the task of creating trigonometric tables for 
surveying and navigation. In particular, they wanted these tables based not on the 
standard units that divided a circle into 360° but a new division that divided each 
quarter circle into 100 grads. (Daston  1994 ) (Rogel  2010 ) 

 De Prony divided the calculations by skill. He created three groups of workers. 
The fi rst group was a small offi ce of well-trained mathematicians. The Author de 
Roegel argues that this group may have had about six individuals, including the 
mathematician Andrien-Marie Legendre. It identifi ed the equations that would 
be used in the calculation. The second group was less skilled than the fi rst. It took 
the equations and used them to compute some of the basic values of the trigonomet-
ric functions. This group was called calculateurs. The third group was the least 
skilled. They took the basic values from the calculateurs and interpolated intermedi-
ate values between them. De Roegel notes that this group was the largest of the 
three. It had at least 15 workers and might have had as many as 60. De Prony once 
claimed that it had 150 workers. (Rogel  2010 ) 

 In writing about the Bureau Cadastre, Babbage was primarily interested in the 
problem of refactorization, of dividing labor and utilizing machines for some of the 
tasks. The “possibility of performing arithmetical calculations by machinery may 
appear to non-mathematical readers to be rather too large a postulate,” he explained. 
However he would “remove a small portion of the veil which covers that apparent 
mystery.”(Babbage  1831 ) He argued that his fi rst computing machine, the Difference 
Engine could do exactly the kind of interpolation that was done at the Bureau 
Cadastre. “The ease and precision with which it works leave no room to doubt its 
success,” he added. (Babbage  1831 ) 

 The Bureau Cadastre operated for only 3 years before it was disbanded. “The 
division of labour cannot be successfully practiced unless there exists a great demand 
for its” products, Babbage noted, “and it requires a large capital to be employed in 
those arts in which it is used.”(Babbage  1831 ) Indeed, few organizations could afford 
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to support any information processing offi ce, much less a scientifi c computing offi ce. 
During the rest of the nineteenth century, most of the scientifi c computing was done 
on a small scale. A single scientist would do the work, aided by a student, a child, or 
a spouse. The few large computing organizations, such as the American Nautical 
Almanac or the Harvard Observatory, tended to build computing factories because 
they were able to do more work with their resources. They also tended to look closely 
at how they could substitute machinery for labor. None tried to build a complex 
computing machine like Babbage’s Difference Engine. However, many of them 
were able to expand their capacity by using small, mass produced adding machines. 
(Grier  2005 )  

    Resurrection of the Bureau Cadastre as a Crowdsourced 
Organization 

 In 1938, the American Government created a computing organization that was 
based on the model of the Bureau Cadastre and used methods that were much closer 
to those of modern crowdsourcing. This organization, called the Mathematical 
Tables Project, followed the outlines of the Bureau Cadastre. It had three divisions. 
The fi rst were senior mathematicians who identifi ed the calculations. The second 
was a planning committee who created worksheets to guide the work. The third was 
group of clerks who completed the worksheets. In general, the members of this last 
group had limited mathematical skills. They were usually asked only to do addition 
or subtraction. (Grier  2005 ) 

 Unlike the Bureau Cadastre, the Mathematical Tables Project used market 
 mechanisms to manage its workers. It hired senior mathematicians as freelancers to 
identify the calculations. It used a two-stage market to engage the clerks in the third 
group. Unlike modern crowdsourcing operations, it was restricted only to a crowd 
that lived close to its base of operations in New York City. Still, within the limits of 
the communications technology of the time, it operated much as a complex crowd-
sourcing company of the twenty fi rst century. (Grier  2005 ) 

 At its founding, the Mathematical Tables Project represented a retreat from the 
practices of its day. Most organizations wanted long term relationships with clerical 
employees. They wanted the employees to learn more about the organization, gain 
skill in their job and become more effi cient. The most prominent expert on organiz-
ing offi ce work in that age was William Henry Leffi ngwell, whose book, A Textbook 
of Offi ce Management, was widely read by offi ce directors. In it he argued that 
offi ce workers needed to be permanent members of the staff. If large numbers of 
workers were leaving their jobs after a short time, they represented “a serious loss.” 
(Leffi ngwell  1932 ) 

 Leffi ngwell was a student of Frederick Winslow Taylor, the mechanical engineer 
who invented the concept of scientifi c management. Taylor’s system involved divid-
ing work into small tasks, analyzing these tasks and setting goals for the workers 
and using a task market to pay the workers. The workers would be rewarded for 
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each task completed. However, Taylor did not want the workers to gain control of 
production through the task market. He was often critical of factories that used a 
task market and didn’t attempt to set standards for production. In reviewing one fac-
tory, he argued that “The workmen together had carefully planned just how fast each 
job should be done, and they had set a pace for each machine throughout the shop.” 
(Taylor  1911 ) 

 Yet 1938 was not the easiest year in which to apply the ideas of scientifi c 
 management. The United States had been in a depression for 9 years and had 
recently seen a sharp rise in unemployment. The Administration of Franklin 
Roosevelt had set the goal of getting jobs for workers. “Our greatest primary task is 
to put people to work,” Roosevelt had explained to the nation. He wanted to fi nd 
jobs for people even if the work was not always profi table. “The joy, the moral 
stimulation of work,” he added, “no longer must be forgotten in the mad chase of 
evanescent profi ts.” (Roosevelt  1933 ) 

 The Mathematical Tables Project was therefore organized as a work relief effort. 
It had to be fl exible. It had to make use of workers when they were available and be 
ready to train new workers when they arrived. To do this, it used a two-stage market. 
It used one market to get workers. That market was run by the Works Progress 
Administration, the fi nancier of the project. Each day, the project would tell the 
main Works Progress Administration how many workers it could use and accepted 
the workers that came from that offi ce. (Grier  2005 ) 

 The Project operated a second market within its offi ce. This market was 
 represented by a rack of worksheets. Each worker would take sheets from the rack, 
complete the calculations and return the sheets to the rack. They had to complete a 
minimal number of worksheets each day to be paid. (Grier  2005 ) 

 Though the project followed the crowdsourcing model, it pushed to refactor labor 
and move towards a factory model, much as Charles Babbage had observed 100 years 
before. The leaders pushed to acquire calculating machines and punched card equip-
ment, arguing that these devices made the group more effi cient. The manager of the 
organization, Arnold Lowan, argued that such machinery allowed handicapped work-
ers to do more. It “has been found from actual work records over an extended period of 
time,” explained one report, “that one armed operated using the new Frieden calculator 
was able to produce 40 % more work an unimpaired worker using a calculator which 
is not fully automatic.” (Grier  2005 ) 

 Lowan also reduced the size of the organization and strived to retain workers. 
He was motivated partially by ambition and partially by rising labor costs. He des-
perately wanted the organization to be accepted by American scientifi c institutions. 
For the fi rst 2 or 3 years of operation, he regularly wrote to university scientists and 
begged them to give him something to compute. Rarely did he receive a reply much 
less a problem. Furthermore, the nation’s scientifi c leadership was skeptical of the 
group. They argued that the unemployed were not prepared to do scientifi c work and 
so the Mathematical Tables Project could not be expected to produce valid results. 
(Grier  2005 ) 

 However, by 1941, Lowen felt the pressure of rising labor costs more than desire 
to build a respectable organization. The preparation for the second world war 
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required large numbers of workers and had raised the cost of labor. Lowan, who 
once could rely on a large pool of inexpensive workers, now had to try to keep every 
worker he could fi nd. As Leffi ngwell argued, he tried to keep workers and give them 
an opportunity to build skill. By the start of the war, he was offering mathematics 
classes to his workers in order to keep them engaged in the process. (Grier  2005 ) 

 Shortly after Pearl Harbor, the group split in two. The Navy took one group and 
had them prepare navigation charts. The Offi ce of Scientifi c research and develop-
ment took the other and had them to general-purpose scientifi c calculation. This 
second group was the most active computing organization of the war. Still, the com-
bined size of the two was a small fraction of the original organization. The Navy 
group had roughly 50 workers while the other group had 25. At its inception, the 
project had 450 workers. (Grier  2005 ) 

 During the war, both parts of the Mathematical Tables Project worked to system-
atize their operations and move away from a management model that resembled 
crowdsourcing. The Naval Section of the project moved quickly towards this goal. 
It produced only one kind of calculation, navigation tables for the new LORAN 
radio navigation system. The leader of the section, the mathematician Milton 
Abramowitz, devoted a great deal of time to studying the algorithm that produced 
the tables. He discovered a way of reusing information and several steps that could be 
simplifi ed. Finally, as Babbage had done 100 and 10 years before, he explored ways 
of substituting machine work for human labor. He fi rst introduced adding machines 
into the process and later, found a way to do a substantial fraction of the calculations 
with punched card machines. The punched card machines actually used a more 
complicated algorithm than the hand computation, but it produced results that 
required substantially less review for errors. (Grier  2005 ) 

 The other section of the Mathematical Tables Project also worked to simply 
operations, remove market management techniques and substitute machines for 
human labor. As it was a general purpose computing offi ce, it was driven less by a 
single, repeated calculation than by the need to be able to address many different 
kinds of problems in a short period of time. The mathematical leader, Gertrude 
Blanch, found that the project received many requests that simply required too 
much effort to prepare for the large group of modestly skilled clerks. (Grier  2005 ) 

 Initially, Blanch tended to do many of these special jobs herself, spending an 
extra evening or weekend had her adding machine. However, by the fall of 1942 or 
the winter of 1943, she received too many requests to be able to handle them herself. 
As others had before he, she worked to improve the skills of her workers and extend 
their capacity through adding machines. In this work, she was added by the mathe-
matician Cornelius Lanczos, who had once served as Albert Einstein’s research 
assistant. Blanch and Lanczos ran a series of classes to train the workers. These 
classes began with the basic properties of arithmetic and ended with college level 
course on numerical analysis. (Grier  2005 ) 

 Even though Blanch moved her offi ce away form crowdsourced management 
methods during the war, she still occasionally used the methods of crowdsourcing 
for sensitive or secret calculations. Both the Offi ce of Scientifi c Research and 
Development and the U. S. Army regularly asked for computations that it wished to 
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keep secret. These calculations included radar tables, bombing plans, shock wave 
propagations, and, most famously, a serious of calculations for the plutonium bomb 
being designed at Los Alamitos. (Grier  2005 ) 

 The Offi ce of Scientifi c Research and Development considered the staff of the 
Mathematical to be a security risk. Many of them came from social groups that 
the Army considered to be unreliable or had had had dubious associations during 
the 1930s. Blanch, for example, lived with a sister who recruited for the Communist 
Party. For these calculations, Blanch would receive the request from mathemati-
cians outside of the project. These requests would have no reference to the physical 
problem behind the calculation or any hint of the physical units of the various 
 elements. Blanch would convert these requests to worksheets which further obscured 
the calculations. (Grier  2005 )  

    Other War Time Crowdsourcing Efforts 

 Though the Mathematical Tables Project moved away from crowdsourcing during 
the war, other organizations embraced methods for raising funds or producing 
goods. In some ways, the second world war was a war of amateurs, a war that asked 
people to undertake roles that they had not done before. Women moved into facto-
ries, shop stewards became factory managers, factory managers became entrepre-
neurs. In this environment, organizations regularly turned to their employees for 
innovation in much the same way that companies turn to crowds for the same ideas. 
(Grier  2005 ) 

 The methods of crowdsourced innovation in the 1940s were called “suggestion 
systems” and these processes were symbolized by the suggestion box. Though such 
systems fell into disfavor during the 1950s, they were a common practice in the 1930s 
and 1940s. They had been developed during the fi rst world war by the National Cash 
Register Company and had been promoted during the 1920s by the National 
Association for Suggestion Systems. Among the organizations that used suggestion 
systems were Swift Meats, United Airlines, People’s gas and Light, Firestone Rubber 
and Westinghouse. (National Association for Suggestion Systems  1944 ) 

 The National Association for Suggestion Systems published books that described 
how to design and operate such systems. The theory behind these books was quite 
similar to the theories of open innovation. It posited that the employees of a  company 
had untapped knowledge about the company’s products and production methods. 
It presented ways of soliciting ideas from employees, curating and developing those 
ideas, testing the ideas in practice and rewarding the ideas. (National Association 
for Suggestion Systems  1944 ) 

 During the war, many, many organizations also used ideas that were similar to 
the modern idea of crowdfunding. These organizations ranged from the Federal 
government, which sold low value War Bonds, to local Community Chests, which 
raised funds for families with soldiers oversees. Of course, the idea of passing the 
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hat and raising funds from small contributions is probably as old as the monetary 
economy itself. However, the process had been developed into a carefully designed 
system during the 1938s, when the National Foundation for Infantile Paralysis 
looked for ways of raising large amounts of money for polio research. He developed 
an idea that became known as the “March of Dimes.” (Helfand et al.  2001 ) 

 The March of Dimes swept through a social network in much the way that 
crowdfunding attempts to harness a social network. It restricted contributions to a 
small amount, ten cents, and began building a social network to gather funds. They 
started with the supporters of President Roosevelt, who had suffered from this 
 disease, and urged them to collect money from their families and then move to 
friends and neighbors. The campaign quickly acquired the name “March of Dimes.” 
(Helfand et al. 2001) 

 Though many organizations used methods that resembled modern crowdsourcing, 
at least one organized argued that crowdsourcing techniques, especially those tech-
niques that used crowds to gather information, were inferior to more systematic 
methods. That organization, American Public Opinion, was promoting statistical 
surveys and random sampling techniques as a means of gathering information. Prior 
to the mid-1930s, many commercial and government organizations had used crowd-
sourcing as a means of collecting information. They would distribute penny post-
cards to the crowd and ask the members of the crowd to send them certain information 
or pass the card to someone who could. During the fi rst world war, this method had 
been heavily used by the U. S. Food Administration to gather information on food 
prices, local crop production, and farm labor. Mass market periodicals used the 
technique to gather consumer information from their readers. (Robinson  1932 ) 

 Many private and governmental organizations continued to use the penny  postcards 
to gather information through the 1940s even though the American Public Opinion 
Company had decisively demonstrated the values of such methods during the 1936 
election. The statistical techniques required expertise that was not commonly found 
in many organizations. They were also expensive to conduct. By contrast, a penny 
postcard effort could be managed by a couple of clerks. To promote the new statistical 
techniques, the U. S. Government published several books and pamphlets on sam-
pling and distributed them widely. (Hansen and Demming  1932 ) 

    Crowdsourcing After the War 

 The end of the war not only ended the confl ict it also ended many of the production 
methods that we compare to crowdsourcing techniques. Writers as diverse as John 
Kenneth Galbraith, William Whyte and Peter Drucker pointed a society that desired 
economic stability and feared the return of the depression, just as the recession of 
1922 had followed the fi rst world war. However, a few organizations, such as the 
Mathematical Tables Project, continued to explore crowdsourced methods. The 
Federal government reunited the two parts of the project into a single offi ce under 
the management of the National Bureau of Standards. For 3 years, the bureau 
debated the fate of the organization. Many scientists argued that the new electronic 
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computer made the group obsolete. Others, including John von Neumann, argued 
that the group might be useful for a decade or so. He noted that the leaders knew a 
great deal about organizing computation and about identifying errors in calculation. 
(Grier  2005 ) 

 In the end, the Bureau shut the Mathematical Tables Project offi ce in New York 
and transferred about 25 members of the group to a new offi ce in Washington DC. 
This group joined a new Applied Mathematics Laboratory and served as a general 
computing group. As all the members of this group were highly skilled in computa-
tion, they abandoned their old methods that resembled crowdsourced microtasks. 

 In 1952, the new Applied Mathematics Offi ce returned to crowdsourced 
 techniques, though in form that differed substantially from their 1930s operations. 
At the urging of MIT mathematician Philip Davis, the offi ce started to write a new 
handbook for hand computation. For nearly 5 years, Davis had been arguing that 
electronic computers would not be readily available to ordinary scientists and engi-
neers for two decades. To bridge this gap, he wanted a handbook that would present 
the best methods for computation. (Grier  2005 ) 

 The veterans of the Mathematical Tables Project created the handbook through a 
partial crowdsourcing technique. It developed a list of prospective chapters and 
 circulated that list among the former members of the project and people who have 
been in contact with the group. In a few cases, the editor, Milton Abramowitz, had 
to pressure a former member to agree to do a chapter. In all, the bulk of the book was 
written by members of the book. A few chapters were written by individuals 
who had been part of the Applied Mathematics Laboratory after the war. The book 
was published in 1964 as the Handbook of Mathematical Functions.   

    Summary 

 We should not be surprised that we can fi nd historical antecedents to crowdsourcing. 
If anything, we should be surprised if we could not fi nd them. Afterall, the current 
concepts of employment have been shaped by things such as the vertically struc-
tured corporation, mass production, mass distribution and mass consumption, all of 
which have relatively short histories. (Chandler  1977 ) (Benniger  1986 ) Even at the 
start of the industrial age, we can fi nd examples of self-organized crowd labor that 
resembles the self-organized crowds of the Red Balloon Challenge. (Montgomery  1987 ) 
(Tang et al. 2011) 

 In reviewing the history of organizations that use crowdsourcing techniques, we 
can see patters that refl ect the cost of labor and tolerance of risk. In general, organi-
zations are more interested in using these techniques when the cost of labor is low 
and economic conditions make it risky to create a large permanent organization. 
These same organizations move start building more permanent organizations when 
the cost of labor starts to increase and when they start to feel that they have invested 
in their workers and don’t wish to lose them. 
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 Finally, we can also see that many of the concepts of crowdsourcing were 
 discussed by Charles Babbage in his analysis of scientifi c computation and mental 
labor. Babbage foresee the modern internet any more than he foresaw the modern 
computer. His second computing machine, the Analytical Engine, is closer to a pro-
grammable calculator than a modern computer. Still he saw that any data processing 
activity could be divided into small tasks, that these tasks could be priced according 
to the skill required for each task, and that they could be offered to workers in a way 
that got the right skills into the right part of that activity. Babbage is one of the key 
forbearers of computation. He is also a forbearer of crowdsourcing as well.     
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        Organisms process information in order to survive and reproduce. Biological com-
putation is often distributed across multiple interacting agents, and is more adaptive, 
robust and scalable than traditional computation that relies on a central processing 
unit to schedule and allocate resources. In this chapter we highlight key features of 
computation in living systems, particularly focusing on the distributed computation 
of ant colonies as a model for collaborative human computation. 

 Natural computation is necessarily robust because sensory inputs are noisy and 
error prone, and appropriate behavioral responses are contingent on dynamic and 
unpredictable environments. For example, plant and animal cells extract informa-
tion from the dynamic chemical soup in which they exist and convert that informa-
tion into actions. Cells transmit information from the cell membrane via signal 
transduction pathways throughout the cell. These signals interact with molecules 
and structures built by the cell according to instructions encoded in DNA. Cellular 
computation is distributed across a Byzantine set of chemical reactions that are 
robust to individual component failures (Bray  1990 ,  1995 ). There is no central con-
troller in the cell; instead myriad processes act in parallel and the interaction among 
processes give rise to behavior. 

 The immune system is another information storage and computational system in 
multi-cellular animals. The cells that comprise the immune system collectively 
 distinguish self from other and remember previously encountered pathogens 
(Von Boehmer  1990 ). Immune cells respond only to local information but collec-
tively mount a coherent global response to infection. The tolerance of T cells to 
“self” proteins exemplifi es this process: T cells that bind to an animal’s own healthy 
cells are eliminated in the thymus, thus all remaining T cells can safely attack cells 
to which they bind without checking any central authority. Immune cells release and 
respond to chemical signals such as chemokines that direct cell movement in space 

      Ant Colonies as a Model of Human 
Computation 

             Melanie     Moses     ,     Tatiana     Flanagan     ,     Kenneth     Letendre     , and     Matthew     Fricke    

        M.   Moses      (*)  •     T.   Flanagan    •      K.   Letendre    •      M.   Fricke      
  University of New Mexico ,   Albuquerque ,  New Mexico   
 e-mail: melaniem@unm.edu; tpaz@unm.edu; kletendr@unm.edu; matthew@fricke.co.uk  



26

and cytokines that regulate cellular activity (Rossi and Zlotnik  2000 ). Cells move 
and react based on random sampling combined with positive and negative reinforce-
ment from chemical intermediaries, enabling the immune system to self-regulate 
without central control (Moses and Banerjee  2011 ). 

 The brain is a more obvious computing machine than a cell or an immune sys-
tem, but similar computation occurs through the interaction of billions of individual 
neurons each responding to thousands of inputs using a redundant and distributed 
network of neural pathways. Animals are computing systems that integrate immune 
systems, brains, sensory input and other organ systems, each made up of individual 
cells carrying out local tasks. 

 Superorganisms, such as ants, and bees are groups of individual organisms in 
which natural selection acts primarily on a colony’s collective behavior. The compu-
tational capabilities of colonies emerge from interactions among individuals (Greene 
and Gordon  2003 ). These interactions range from direct antennal contacts between 
ants to communication via stigmergy, such as laying chemical pheromones in the 
environment where they are sensed, responded to, and sometimes reinforced by 
other ants. Colonies demonstrate how cooperative computation can be organized 
among autonomous agents, each individually capable of its own local computation. 

 Each of these biological systems—cells, brains, and ant colonies have inspired 
successful computational algorithms and heuristics. The behavior of cells inspired 
the development of cellular automata (Von Neumann and Burks  1966 ) and more 
recently, membrane computing (Berry and Boudol  1992 ; Cardelli  2005 ). Neural net-
works, fi rst developed as models of the neuron, were quickly incorporated into the 
fi rst computers (McCulloch and Pitts  1943 ), and have since become ubiquitous tools 
for solving classifi cation problems which require generalization and plasticity. 
Artifi cial immune systems are algorithms and architectures that mimic biological 
immune systems in order to secure computers (Bersini and Varela  1991 ; Forrest and 
Perelson  1991 ). The recognition that evolution itself is a powerful computational 
process led to the fi eld of Genetic Algorithms (Holland  1975 ; Mitchell  2006 ; 
Schwefel  1965 ), which have taken a central place along with neural networks to 
solve a vast array of optimization problems. The collective computational abilities of 
ants inspired Ant Colony Optimization (ACO) algorithms that mimic ant chemical 
communication via pheromones to focus computational resources on successful par-
tial problem solutions (Dorigo  1992 ). ACO have been successful in a wide variety of 
problem domains, particularly in scheduling and routing tasks (Dorigo and Stützle 
 2010 ). ACO are also a key component of the fi eld of Swarm Intelligence, which 
examines how collective computation can emerge from interactions among local 
agents, for example in swarm robotics (Hecker et al.  2012 ; Brambilla et al.  2012 ). 

 A recent response to the need for scalable, adaptable and robust computing that 
more closely mimics natural systems is the Movable Feast Machine (MFM, Ackley 
et al.  2013 ). A MFM is composed of relatively simple computational modules con-
taining a processor, memory, and input/output ports; the computational power of the 
MFM comes from spatial interactions among the components that maintain a sort of 
computational homeostasis that is resilient to disturbance from hardware failure or 
malicious attack. In much the same way that multiple ants in a colony contribute to 
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a collective goal while minimizing the propagation of individual mistakes, the MFM 
combines multiple processors into a distributed scalable system in which the com-
putation of the system is more robust than that of its individual components. 

 In this chapter we transcend specifi c classes of algorithms like ACO and explore 
ant colonies more generally as complex systems capable of computation. We 
describe the manner in which ants, seen as simple agents, are able to use local infor-
mation and behavior to produce colony wide behavior that is robust and adaptive. 
Ant colonies are particularly suitable models for distributed human computation 
because they demonstrate how individuals can collaborate in order to perform quali-
tatively different computations from those any individual agent could perform in 
isolation. This feature of ant colonies has led them to become extraordinarily suc-
cessful foragers, dominating ecosystems across the globe for tens of millions of 
years. While there are key differences between ant colonies and collections of 
human agents, the nascent fi eld of human computation can learn from the myriad 
strategies that ants have evolved for successful cooperation. 

    Colony Computation 

 Colony computation is distributed, adaptive, robust and scalable to large numbers of 
ants. Colony computation includes, for example, processes of collective decision- 
making (Franks et al.  2006 ; Marshall et al.  2009 ), task allocation (Gordon  2002 ; 
Pacala et al.  1996 ), and regulation of activities such as selecting new nest sites and 
foraging (Beverly et al.  2009 ; Franks and Deneubourg  1997 ; Gordon  2010 ; Mailleux 
et al.  2003 ). Here we focus on foraging behavior as a collective process in which 
individual ants react to local environmental conditions and information, including 
information produced by other ants, without central control (Bonabeau et al.  1999 , 
 1997 ; Camazine et al.  2001 ). 

 Foraging ants exploit spatial information without building maps, balance explo-
ration and exploitation without explicit planning or centrally directed task assign-
ments, and leverage noise and stochasticity to improve search. Communication 
among ants is embodied in physical signals that are inherently local, decentralized, 
and used only when needed. Foraging is achieved without centralized coordination. 
Ant behavioral responses to local information regulate colony behavior; thus, the 
collective behavior of the colony emerges from local interactions (Gordon  2010 ; 
Pinter-Wollman et al.  2011 ; Prabhakar et al.  2012 ). The resulting colony dynamics 
are adaptive, robust and scalable, similar to other complex distributed biological 
systems such as immune systems (Moses and Banerjee  2011 ). 

  Colony computation is adaptive:  Ant colonies adapt their foraging strategy as they 
sense features of the surrounding environment. For example, foraging behaviors 
change in response to incoming cues that reduce uncertainty about the location and 
availability of food. Pheromones, direct physical contact between ants, and food 
sharing are all examples of interactions that communicate information about food 
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locations. Cues can be conveyed to the colony with the discovery of each food 
source, and the colony can respond with a strategy appropriate to the average 
 availability and distribution of food in that species’ environment (Flanagan et al. 
 2011 ). 

 Ants adjust collective and individual behaviors in response to the availability 
and distribution of food. Colonies increase activity when resources are more abun-
dant (Crist and MacMahon  1992 ; Davidson 1997). Group foragers tend to focus on 
high-density resources, with distinct trails forming to rich resource patches 
(Davidson  1977 ), which become increasingly longer with decreasing resource den-
sity in the environment (Bernstein,  1975 ), providing an effi cient search strategy for 
dispersed resources and greater energetic return for the colony. Ants can commu-
nicate food locations by laying chemical pheromone trails that other ants follow 
and reinforce if they successfully lead to food (Wilson  1965 ). Pheromones exem-
plify how colonies incorporate the physical environment (in this case, the ground) 
and stochastic interactions into their computation. In this system, the chance 
encounters of foragers with physically embodied pheromone signals balances 
exploration with exploitation: ants that happen not to encounter pheromones will 
explore for other resource locations, while ants that follow pheromones reinforce 
exploitation of known resources. Trails allow the colony to adjust the number of 
foragers to form stronger trails towards more abundant food (Detrain et al.  1999 ). 
The Argentine ant  Iridomyrmex humilis  makes extensive use of pheromone trails 
to recruit other ants to newly discovered food sources (Aron et al.  1989 ). New 
World leafcutter ants ( Atta  and  Acromyrmex  spp.) create large visible trunk trails 
in order to harvest massive quantities of leaves clumped on individual trees (Wilson 
and Osborne  1971 ). 

 Pheromones are not the only form of communication. For example, in 
 Pogonomyrmex  seed harvesters, foragers are stimulated to leave the nest by the 
return of successful foragers: the probability of beginning a new foraging trip 
increases as the encounter rate with foragers returning with seeds increases. 
This positive feedback mediated by the simple encounter rate among ants enables 
the colony to increase foraging activity in response to currently available food 
(Schafer et al.  2006 ). 

  Colony computation is robust : Workers of ant colonies face a variety of predators, 
parasites (Whitford and Bryant  1979 ) and adverse environmental conditions that 
impose mortality risks (Whitford and Ettershank  1975 ). Sometimes, whole- colony 
disturbances can disrupt colony tasks (Backen et al.  2000 ). Two particular features 
of colonies lead to robustness: the absence of central control or communication 
prevents single points of failure, and the ability of many individuals to perform the 
same task provides the fl exibility necessary to tolerate disturbances and loss of col-
ony members. While the redundancy required to respond to changing needs may 
appear ineffi cient, when integrated over long time periods and dynamic and unpre-
dictable environments, such robustness may actually optimize performance of tasks 
such as food collection. For example, in a redundant work-force, individual ants are 
able to take risks because similar ants are available to compensate for mistakes. 
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Additionally, small individual differences among ants may cause slight variations in 
foraging behaviours which may be useful in unpredictable and dynamic environ-
ments. Successful behaviours can be reinforced through recruitment. 

 While some colonies have a few morphologically distinct castes, most ants are 
arranged in much more fl exible task groups, often with individuals cycling through 
different tasks as they age (Gordon  1999 ). Ants respond to changes in demand for a 
particular task by reacting to local cues and switching to a task when that task is 
completed at a slower rate compared to other tasks. For example, in  Leptothorax  ant 
colonies, after a disturbance, each individual reacts independently, returning quickly 
to its work zone and resuming the disrupted task (Backen et al.  2000 ). This decen-
tralized task allocation provides the colony fl exibility and responsiveness to internal 
and external changes without reliance on any centralized authority (Bourke and 
Franks  1995 ). Thus, robustness arises from this independent action of individuals 
combined with the redundancy of individuals that can tackle a task concurrently or 
easily switch tasks. Similar to the “c-factor” which predicts success at collective 
tasks in groups with high social sensitivity and equity (Woolley et al.  2010 ), the 
ability of ants to simultaneously communicate effectively and substitute the actions 
of one ant for another may contribute to colony success. 

  Colony computation is scalable:  Colonies range in size from dozens to millions of 
ants (Beckers et al.  1989 ). Distributed communication and lack of central control lead 
to colony computation being highly scalable. When communication and actions are 
executed locally, each ant can respond quickly regardless of the size of the colony. 

 However, foraging presents a particular challenge to scalability. Central place 
foraging may incur substantial travel costs for each ant when the foraging area is 
large. As ants transport resources between a central place and the space of the terri-
tory, the work a colony must do to acquire food increases faster than the number of 
foragers (Moses  2005 ). Thus, colonies experience diminishing returns as the indi-
vidual cost of transport increases with colony size. 

 To achieve effi ciency at scale, each forager can react to local cues and interact 
within a small local range with others, forming large information-sharing networks 
linked by individual interactions and pheromone trails (Holldobler and Wilson 
 1990 ). These structures particularly improve foraging effi ciency in large colonies 
that have more workers to acquire information to make effective group decisions 
and mobilize a large, fast response (Anderson and McShea  2001 ; Aron et al.  1989 ). 

 Polydomous ant colonies have evolved multiple interconnected nests which 
decentralize foraging in space and increase scalability. In  Myrmicaria opaciventris  
(Kenne and Dejean  1999 ) and the invasive Argentine ant, Linepith the exploitation of 
a foraging area is transformed into an additional nest site, enabling reduction of the 
transport cost in colonies with a large number of foragers (Debout et al.  2007 ). The 
wide- ranging trail and dispersed nest system of the polydomous Argentine ant 
includes dynamic, fl exible foraging trails (Fig.  1a ) that grow and contract seasonally 
(Heller and Gordon  2006 ) and in synchrony with the availability of food sources. 
Dynamic local recruitment of ants from trails rather than from more distant nests 
further reduces individual travel costs (Fig.  1b ) (Flanagan et al.  2013 ).
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   The Argentine ant strategy of recruitment from trails suggests a solution to 
a common engineering problem, that of collecting or distributing resources in 
“the last mile” where infrastructure networks connect to individual consumers. 
In biological and engineered networks, the dynamics in the last mile can set the pace 
of the entire system (Banavar et al.  2010 ). The last mile presents a challenge, 
because if a network delivers or collects resources in a large area, the majority of 
the network wires may be in the many short-distance low-capacity links that fi ll the 
last mile. 

 Wireless networks make coverage of the last mile less diffi cult. Just as cell phone 
towers maintain links only when a phone is active, the ephemeral recruitment trails 
of invasive Argentine ants appear and disappear as needed, allowing ants to gather 
dispersed resources without the infrastructure costs of permanant trails. Ants that 
discover new food, and go to the trail to communicate that discovery to nearby ants, 
act as relays that effi ciently route ants to ephemeral food. The network exists only 
when it is needed—when the resource is exhausted, the network can disappear so 
that effort can be invested elsewhere. The ability of Argentine ants to cover the last 
mile with ephemeral trails is yet another example of a solution to a search and com-
munication problem evolved by ants that mirror or inspire approaches used by engi-
neers (Dorigo et al.  2006 ; Prabhakar et al.  2012 ). 

 There are tradeoffs inherent in the adaptive, robust and scalable computing 
 strategies used by ants. For example, ant colonies balance the costs and benefi ts 
of private individual information versus communicated social information. The 
location of food may be stored in individual memory (Czaczkes et al.  2011 ) or com-
municated via pheromone trails (MacGregor  1947 ; Wilson and Osborne  1971 ). An 
individual ant can forage effi ciently by making repeated trips from the nest to a 

  Fig. 1    ( a ) Argentine ants form dynamic trail and nest systems that grow and contract according to 
availability of food sources. Trails to ephemeral food sources are short-lived, disappearing once 
the food is no longer available. Trails to stable food sources become more permanent and may give 
way to other branches. Circles are nests, solid lines are permanent trails to permanent food sources 
( blue stars ). Dotted lines are transient trails to ephemeral food sources ( orange stars ) ( b ) the box-
plot shows round trip transport time from bait to the trail versus the round trip time from the bait 
to the closest nest. Mean travel time is signifi cantly reduced ( p  < 0.001) by recruiting from the 
nearest trail instead of the nest (Data from Flanagan et al.  2013 )       
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known foraging site, without recruiting other foragers to the effort (Letendre and 
Moses  2013 ), a behavior known as site fi delity (Holldobler  1976 ). If a forager dis-
covers a particularly good foraging site, whole-colony foraging success may be 
improved by communicating the location to its nestmates. However, too much 
 communication can reduce foraging success if too many foragers are recruited to a 
site; that overshoot leaves foragers searching an area depleted of seeds (Wilson 
 1962 ). Thus, ants must balance the use of private and social information in their 
foraging (Grüter et al.  2011 ; Letendre and Moses  2013 ). 

 In order to gain insights into how ants make this trade-off, we have used genetic 
algorithms (GAs) to fi nd the optimal balance of site fi delity and recruitment to max-
imize seed collection rates by colonies of simulated ants (Flanagan et al.  2011 , 
 2012 ; Letendre and Moses  2013 ). We select for solutions that maximize food col-
lection at the level of the colony, even though simulated ants can only perceive and 
communicate locally. The GA selects individual behaviors that are adaptive in 
obtaining a whole colony solution. 

 Ants make decisions based on local knowledge of a foraging site: when to recruit 
other ants to the site; when to continue foraging at the known site; or when to aban-
don a known site and instead follow recruitment trails to a new site. Because an 
individual ant knows food availability on only a small portion of the colony’s terri-
tory, it cannot know with certainty if other ants have discovered better foraging sites 
than its own. The group level selection in our model results in ants with behavioral 
responses to local conditions which produce, on average, optimal colony-level 
responses to a particular food distribution, and the repeated interaction of the ants 
and repeated sampling of the environment tends to overcome individual errors in 
decision-making. In colonies evolved by GAs, ants recruit to sites where the avail-
ability of food outweighs the problem of overshoot and ants continue to forage at 
sites until the availability of food is reduced to the point that, on average, it would 
be more benefi cial to follow a pheromone trail to a new site. We hypothesize that 
natural selection acts similarly, balancing an individual’s reliance on its own com-
putation (its own local sensory information or memory) and communicated infor-
mation (by pheromones, interaction rates or other forms of communication). Thus, 
each individual’s behavior improves collective function on average for that species 
and its particular foraging ecology. 

 We have illustrated the potential benefi ts of individual memory and social infor-
mation in simulations in which ants may use site fi delity or recruitment alone, or both 
together, and compared their performance at food collection to models in which ant 
use no information and search at random (Letendre and Moses  2013 ). We found that 
in an environment which food is power-law distributed spatially—a random scatter-
ing of seeds, many small piles, and a few large, dense piles of seeds—site fi delity and 
recruitment increase foraging rate by 35 % and 19 % respectively (Fig.  2 ). For these 
simulated ants, individual memory appears to be generally of more benefi t than 
social information when the two are isolated. However, combining the two forms of 
information further increases foraging rate to 48 % over colonies of ants that use no 
information. Differences in foraging success are even more pronounced when ants 
are foraging on foods more patchily  distributed in the environment.
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   Our analysis illustrates a synergy between private and social information. This 
synergy is especially remarkable in light of the fact that after the optimal balance is 
struck by the GA between site fi delity and recruitment, 98 % of foraging trips begin 
with site fi delity compared with only 2 % that begin by following a recruitment trail 
to a foraging site. The small number of trips that begin following a recruitment trail 
provide an out-sized benefi t by bringing ants to new foraging sites where thereafter 
they can return to the site using individual memory. The two behaviors are also 
synergistic in the sense that ants foraging with site fi delity are more successful if 
they are foraging at a high quality patch to which they have previously been 
recruited. Additionally, pheromone trails are more useful when they can be limited 
to very high quality sites because seeds from smaller patches can be collected using 
site fi delity (Fig.  3 ). Thus site fi delity can allow recruitment to work more effec-
tively and vice versa.

   The combination of individual memory and local computation with communica-
tion expands the behavioral repertoire of responses to varying quality of foraging 
sites. Ants can use site fi delity to effectively collect seeds from small patches and 
pheromones to collect seeds from large patches. Optimization schemes might simi-
larly be applied in human computation to balance the use of communication versus 
independent action.  

  Fig. 2    Foraging success of simulated ants selected by a genetic algorithm to maximize collective 
foraging success. Colonies of 100 ants forage for power-law distributed seeds using site fi delity, 
recruitment, both together, or neither, for 10,000 time steps (Letendre and Moses  2013 , in press)       

 

M. Moses et al.



33

    Conclusions 

 The adaptive, robust and scalable computation achieved by ant colonies serves as a 
model for human computation. The features of social computing in ants have been 
tuned by natural selection for millions of years to accomplish a wide variety of tasks 
in a wide variety of environments. Social computing in ants demonstrates that indi-
vidual behaviors can be selected to maximize collective performance, even when the 
individuals are unaware of the global goal. Ants act locally, but colonies act globally. 

 Ant colonies offer several suggestions for how human computation can strive for 
more than connecting many humans together to gain additive benefi t from each 
human. Ultimately, as in the emergent computation of ant colonies, the sum of 
human computation should be greater than the individual contributions of each indi-
vidual. Ants demonstrate the feasibility of collective coherent behavior, even when 
individuals have only a narrow local perspective. By tuning the rules of interaction, 
individual behaviors can be rewarded to maximize collective benefi t. 

 It is worth contrasting colony computation with market economies, another com-
plex system in which collective function emerges from interactions among indi-
vidual agents. While economies and colonies are collective entities whose properties 
emerge from the interactions of individual agents, colonies largely avoid a pitfall of 
market economies—the tragedy of the commons in which individuals acting in their 
own short term best interests deplete shared resources, diminishing the long term 
interests of the group. While ants in a colony and humans in an economy both 

  Fig. 3    Frequency that simulated ants using recruitment successfully fi nd a seed at the site to which 
they have been recruited, and frequency that ants using site fi delity successfully fi nd a seed at a site 
to which they have returned based on individual memory. The addition of site fi delity to recruit-
ment improves the success rate of recruitment trips; and the addition of recruitment to site fi delity 
improves the success rate of trips based on site fi delity       
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respond to locally perceived information, human agents in an economy are rewarded 
based on their own self-interest; in contrast, ants are rewarded based on collective 
colony interests. Colonies demonstrate how interaction rules can be designed to 
maximize collective performance rather than individual performance, even when 
individuals respond only to local information. 

 The mechanisms by which cooperation emerges in colonies are in some sense 
unique to the particular physiology of ants. Pheromone communication is useful for 
animals with highly sensitive smell; ants may react to encounter rates with other ants 
simply because they are incapable of integrating more complex information. Humans 
are obviously capable of vastly more sophisticated computation, learning and inno-
vation. Technology allows humans to communicate at any distance. Further, humans 
can, potentially, choose among numerous biological behaviors to imitate and adapt 
to their own needs. 

 Regardless of whether the actual mechanisms for cooperation are the same, suc-
cessful cooperation in both systems may rest on similar principles. The cooperative 
behaviors of ants refl ect not just the particular physiology of these insects, but also 
more general principles for cooperative computation that form a foundation for 
human computation. Like ant colonies, human computational systems should:

•    Balance reliance on local verses communicated information  
•   Decide when successful individuals should guide others and when individuals 

should explore independently  
•   Trade-off an individual’s attention to a task with the cost of switching to new 

tasks  
•   Reinforce good solutions while being robust to local errors    

 The proper balance of these tradeoffs in individuals results in a synergy at the 
collective level that balances exploitation of what is already known with exploration 
for novel solutions. In ants, natural selection has developed an incentive structure 
that rewards individuals who balance this tradeoff to maximize contributions to 
global rather than individual goals. Human computational systems will have to 
engineer incentives to individuals to create the right balance of behaviors for collec-
tive computational goals.     
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           Introduction 

 This chapter seeks to explore functional characteristics held in common by neurons 
in the brain and humans in society. A better understanding of the commonalities 
between brain network computation and human social network function may pro-
vide a framework for better understanding the potential for human computation as 
an emergent behavior. Establishing a mechanism by which differences and similari-
ties in the computational potential of brain and human social networks can be evalu-
ated could provide a basis by which human computation may be operationalized. 

 Natural systems are complex and dynamic, characteristics that make accurate 
prediction of their behaviors over time diffi cult if not impossible. This property is 
held in common by both physical systems such as the weather and the movement of 
the earth’s crust and biological systems from genetics to ecosystems. Further, these 
are adaptive systems that have evolved over time to optimize their ability to survive 
in the face of changing environmental conditions at a range of time scales. 

 Complex systems are distinguished from complicated systems not on the basis of 
the number of constituent elements but on the potential to predict system output 
based upon an understanding of behavior of each element and its position in the 
system. The requisite characteristic of a complex system is the presence a large 
number of interacting non-linear elements, be they neurons or humans. The relevant 
property of complex systems for our purposes here is that they exhibit emergent 
properties; that is, macroscopic behaviors emerge from the interaction of constitu-
ent elements rather than being dictated by some controlling source (Chialvo  2010 ). 

      Parallels in Neural and Human 
Communication Networks 
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 A hallmark of complex dynamic systems is the presence of abrupt transitions 
from one physical or behavioral state to another that are termed phase transitions. 
Examples of such behavior include such everyday occurrences as the transition of 
water from a liquid to a solid state, or of liquid water to a gas when boiled. Such 
transitions also characterize biological systems with a common state transition seen, 
for example, in the alternations between wake and sleep. 

 A fi nal property common to complex dynamic systems is their organization into 
interlinked networks. Systems are, by defi nition, composed of interconnected ele-
ments or components that act together to process a set of inputs and produce some 
behavioral output. Network theory provides a powerful tool by which to describe and 
analyze the interactions of complex and dynamic systems and has been used in the 
analysis of brain (Bassett and Bullmore  2006 ; He et al.  2007 ), human social (Brown 
et al.  2007 ; Gulati et al.  2012 ) and technical (Barabási et al.  2000 ; Wang and Chen 
 2003 ) systems. Further, network theory offers a common framework within which to 
understand both the similarities and differences in the computational potential of 
both neural and human communication systems that is the goal of this chapter. 

 This chapter will provide overviews of both neural and human social system 
composition and communication together with the network theory view of their 
global operations as complex, non-linear dynamic systems. Within that framework 
we will then move to commonalities in the processing mechanisms of both systems, 
followed by a short discussion of their differences. A more speculative section con-
cerning the potential for human computation will fi nalize the chapter.  

    The Brain as a Complex Dynamic System 

 The brain is a complex adaptive system that controls organismal behavior to environ-
mental stimuli. Accurate assessment of the context in which a behavioral response 
will be generated is essential to successful performance and, in many instances, to 
organismal survival. To achieve appropriate responses to environmental stimuli, the 
brain must be both suffi ciently stable as to estimate the consequences of a response, 
and suffi ciently fl exible to respond to completely novel or unexpected stimuli. 

 The brain is composed of a large set of interacting complex cellular elements, the 
majority of which fall into the two categories of neurons and glia. Brain processing 
of both external and internal environmental stimuli involves a complex and incom-
pletely characterized set of interactions between these cellular elements and their 
extracellular milieu. That said, as the neuronal elements generate the system output 
structure, the vast majority of studies have focused on the neuron as a central pro-
cessing element of the brain and it will be on this element that we also will focus. 

 Neurons, and as is becoming increasingly clear, the glial elements with which 
they interact, communicate both individually and within circuits that enable dynamic 
aggregation of processing-specifi c populations. The system is hierarchical in the 
sense that circuits themselves interact to form increasingly complex circuits, lead-
ing to the identifi cation of processing modules with distinctly different processing 
parameters (Felleman and Van Essen  1991 ; Meunier et al.  2010 ; Zhou et al.  2006 ). 
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An example of one such distinct hierarchical module is the retina of the eye, a com-
plex and hierarchical network of interacting elements that receives light from the 
external environment, processes that input to provide information on both pattern 
and color in the external environment and transmits that highly processed informa-
tion to multiple different circuits in the brain to not only enable the organism to 
“see” the external world, but also to inform other brain circuits as to the level of 
light in the external world as a separate input.  

    Human Social Organization Is a Complex Dynamic System 

 Human social systems are also adaptive, complex dynamic systems. Human social 
organization, like that of other social organisms, provides the system as a whole 
with an adaptive capacity that improves survival and viability. Social systems pro-
vide a stable organization in which each individual can operate with established 
rules by which fl exible, adaptive responses may occur. Moreover, social systems 
undergo phase transitions at both local and global scales, from abrupt shifts in orga-
nizational leadership to political or social revolutions that dramatically reorder the 
social hierarchy (Garmestani et al.  2009 ; Holling  2001 ; Wilkinson  2002 ). 

 Individual humans are the basic processing element of human social systems. 
Each individual is unique and complex, and highly connected to other individuals in 
the society. Social organization begins with connections between individuals 
(Davidsen et al.  2002 ) which networks are then embedded in larger network(s). 
Communication in its multiple forms provides individual members of a society with 
information required to update experiential data used in decision-making and the 
guidance of appropriate responses to environmental stimuli. 

 Human social organization is hierarchical, and each individual is embedded in a 
complex network that includes family, friends, professional associates and acquain-
tances (for further discussion, see Analysis Section, this volume). This intricate 
extended network is clearly seen in the use of social networking sites such as 
Facebook, Twitter and LinkedIn, where individuals form communication links to 
others based on personal or professional affi liations. Such linkages extend beyond 
the individual through organizational behaviors and organizations, and at larger- 
scale to the behavior of the polity whether local, national, inter-national, or global.  

    Neural Communication Structures 

 Although neuronal morphology varies greatly, a characteristic structure can be 
defi ned that informs our understanding of the processing capabilities of single brain 
elements. Neurons are composed of a cell body, the soma, from which extend two 
different types of processes: the dendrites with are electrically conductive but his-
torically considered passive, and the axon which actively transmits electrical sig-
nals. Classically, the dendrites are receptive cellular processes that act to pass 
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information to the cell soma, which acts as the cellular processing element. While 
recent data points to dendritic processing capability (Spruston  2008 ) information 
fl ow to the soma remains fundamentally characteristic. The soma has a highly com-
plex internal structure that provides substrates for information processing, plastic 
remodeling of cellular morphology and molecular biology, and health maintenance, 
which can be considered the complex internal structure of the basic brain processing 
element and not discussed further. From the soma, information is transmitted to 
other brain cellular elements via the axon. The receptive elements of the neuron are 
the receptors, which are proteins embedded in, and capable of movement within, the 
neuronal membrane. Receptors are found predominantly on dendritic membranes, 
but also exist on the soma. 

 The neuron is an electrically excitable element, with electrical current generated 
by the passage of ions across the cell membrane. As noted above, information is trans-
ferred between elements via specialized protein complexes known as receptors. The 
classical neuronal receptors are activated by chemicals synthesized in the neural soma 
and released based on the voltage potential of the somal membrane, providing the 
electro-chemical communication system of the brain. As these chemicals and their 
receptors are found in the brain they are termed neurotransmitters and neurotransmit-
ter receptors. A large number of neurotransmitters exist, most of which bind to spe-
cifi c receptor proteins, acting to change the protein complex conformation and either 
open ionic channels through the cell membrane or initiate complex intracellular bio-
chemical cascades to affect behavioral changes in the receiving cell. The process of 
electro-chemical neurotransmission occurs at a specialized region of contact between 
two cells known as the synaptic cleft. The synaptic cleft is an area of directed cell-to-
cell communication, i.e., information is passed from one cell (the presynaptic cell) to 
another (the postsynaptic cell) unidirectionally. However, there may be more than one 
synaptic cleft present between two cells, providing for bidirectional information 
transfer. The presynaptic element is specialized for the release of neurotransmitter 
into the synaptic cleft. Once released into the synaptic cleft, neurotransmitters diffuse 
passively across this narrow gap between cell membranes (~ 20 nm). The postsynap-
tic cell membrane is rich in neurotransmitter receptors capable of binding the released 
neurochemical. Termination of signaling is accomplished by several mechanisms 
including reuptake into the presynaptic cell, diffusion out of the synaptic cleft, or 
enzymatic degradation, creating rapid, point-to-point communication. 

 While neurochemical communication is rapid, electrical synapses communicate 
between cells almost instantaneously. Signaling in this type of synaptic contact 
takes place through specialized transmembrane proteins called connexins that 
directly couple the presynaptic and postsynaptic membranes, allowing for rapid 
exchange of ions and metabolites between cells (Nagy et al.  2004 ; Scemes et al. 
 2007 ). This type of cellular communication mechanism has been found to link neu-
ronal and glial elements (Nagy et al.  2004 ), to provide synchronized activity in glial 
elements (Theis and Giaume  2012 ), and to be important in state transitions in the 
brain (Haas and Landisman  2012 ). 

 In addition to rapid, point-to-point communication, less compartmentalized 
forms of communication are demonstrated by extrasynaptic (volumetric) release 
of neurotransmitters that act via receptor complexes outside of the synaptic cleft 
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(Vizi et al.  2010 ). Such interactions may occur through activation of peri-synaptic 
receptors that lie outside of the synaptic cleft but spatially close to it (Oláh et al. 
 2009 ; Vizi et al.  2010 ), or via distant receptors (Fuxe et al.  2013 ). This communica-
tion channel is slower than the point-to-point mechanisms described above (seconds- 
minutes) and takes place over distances as great as 1 mm from the release site. Thus, 
the effector region of this type of communication is suffi cient to modulate circuit 
behaviors in a manner analogous to that described in invertebrate systems (DeLong 
and Nusbaum  2010 ). 

 The cellular elements of the brain communicate on different time scales using a 
wide variety of neurotransmitters whose effects are magnifi ed by their interaction at 
a large number of receptors with different structures and postsynaptic actions. The 
fundamental processing unit of the brain is the neural circuit—aggregates of cellu-
lar elements and their synaptic and extra-synaptic contacts. Such circuits are formed 
at multiple levels of complexity, but fundamentally form dense inter-circuit connec-
tions with a smaller number of connections to other circuits with which they com-
municate resulting in the hierarchical architecture noted above for neural systems. 
To characterize a neural circuit fully would include a full description of the circuit 
wiring diagram and the neural elements embedded within that structural web, a full 
understanding of the neurochemical systems by which information was transferred 
and the time-frame on which such interactions depended together with a compre-
hensive description of the input–output function of that circuit under the recognition 
that its behavior is highly likely to be non-linear. Thus, a full description of even a 
‘simple’ neural circuit has not yet been achieved; although a number of models and 
research studies have pointed to the complex behaviors such circuits are capable of 
producing (Ahrens et al.  2013 ; Guertin  2012 ; Kaneko  2013 ). 

 The hierarchical structure of the brain leads us beyond the ‘simple’ neural circuit, 
to the complex of circuits that together form the large-scale networks described 
using neuroimaging methods such as functional magnetic resonance (fMRI) and 
positron emission tomography (Barch et al.  2000 ; Dosenbach et al.  2007 ; Just et al. 
 2007 ). Using these methods provides a global view of brain connections during 
behavior in which interactions encompassing large brain areas connected over long 
distances can be linked to cognitive behaviors such as learning, memory and atten-
tion. Recently, a new area of research into large-scale brain connectivity has been 
developed based upon imaging of active brain circuitry when the subject is not per-
forming any task, a condition termed ‘the resting state’ (Biswal et al.  1995 ; Cohen 
et al.  2008 ; Fox et al.  2005 ; Mennes et al.  2010 ). The linkage of brain structural 
connectivity to the functional organization defi nable during the resting state pro-
vides a new window on the organization and function of the brain (Deco et al.  2013 ).  

    Human Social Communication 

 Human communication structures exist at multiple scales, from small groups where 
contact is frequent, to increasingly distributed interactions where contact is less 
frequent. Humans transmit information in the form of both oral interactions and via 
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the more permanent and globally accessible forms of written communication. 
Particularly in oral communication, transmitted information content is often modu-
lated by emotional content or non-verbal communication in the form of body- 
language cues. While visual modulatory cues are not present in written 
communication, they are often inferred by the reader. 

 Human social groups cluster at multiple levels, with small groups (cliques, clans, 
tribes, etc.) having high degrees of internal communication but little communication 
with other groups (Bryden et al.    2011), an organization termed community structure 
(Girven and Newman 2002). This organization, described for many aspects of 
human social interactions, imparts a modular structure to the large-scale network in 
which communities are richly interconnected locally, but only sparsely connected to 
other communities in the global networks (Gulati et al.  2012 ). 

 Studies examining social network behavior in organizations note that highly 
local and isolated networks tend toward a homogeneous knowledge and decision 
base, making it desirable to seek outside contact to drive creativity and innovation 
(Gulati et al.  2012 ). The current emphasis on knowledge as a commodity in modern 
society has led to an increased interest in better understanding the means by which 
knowledge is disseminated in human social networks (Dupouët and Yıldızoğlu 
 2006 ; Morone and Taylor  2004 ). Human actors can accumulate knowledge by indi-
vidual learning or through processes of interactive learning, processes that can be 
carried out both under formal learning conditions such as educational institutions or 
under informal conditions. An interesting result of simulation studies suggests that 
widely divergent levels of knowledge within a network tends to lead to a gap in 
knowledge dissemination, leading to community divisions into a highly knowledge-
able, a group that is attaining greater knowledge at a slower rate, and a marginalized 
group that could be considered ignorant (Morone and Taylor  2004 ). Moreover, this 
division does not arise from community structure per se, as communities in which 
knowledge levels are not highly variable tend to disseminate knowledge effi ciently 
and more equitably (Morone and Taylor  2004 ). 

 A sea change in human communication mechanisms was driven by the global 
introduction of computer-enhanced methods such as email, communication plat-
forms such as Facebook and Twitter, and the interactive informational ‘blogger- 
sphere’. An important feature of social communication networks is the 
interrelationships between them—such that the network of friends, colleagues, and 
trade-partners infl uence responses of any individual agent to all networks to which 
that agent belongs (Szell et al.  2010 ). While social media can be seen to provide an 
unprecedented mechanism for the global exchange of knowledge, information, and 
opinion, to fully comprehend its reach requires a much fuller understanding of these 
complex inter-relationships. 

 As is true of the brain, the hierarchical and dynamic properties of human social—
and, by extension, economical, technological and political—interactions lead to 
unpredictable emergent behaviors at multiple levels. Network theory provides a 
method by which such complexities may be evaluated in both space and time.  
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    Network Theory Links Neural and Social 
Communication Systems 

 We have seen that the brain is a complex dynamic system (Amaral et al.  2004 ) con-
sisting of on the order of 10 11  neurons and 10 15  synaptic connections (Sporns et al. 
 2005 ). In common with other complex dynamic systems, the brain exhibits critical 
dynamics (Chialvo  2010 ; Poil et al.  2008 ) and scale-free behavior (as explained 
below). Human social systems are also complex dynamic systems, with a global 
population of approximately 7 × 10 9  human beings according to the US Census 
Bureau (  www.census.gov    ). 

 Complex systems exhibit non-random linkages over multiple temporal and spa-
tial scales, a relationship captured by the popular ‘six degrees of freedom’ concept 
(Watts  2004 ). Although not without controversy, many such systems are described 
as scale-free or scale-invariant and follow power law distributions (Kello et al. 
 2010 ). Scale-free systems are characterized by the property of criticality; that is, 
they sit on the cusp between completely predictable (rigid) and completely unpre-
dictable (chaotic) behavior. This is precisely the state we noted above as useful for 
a system that needs to be both highly adaptive and yet stable; these properties have 
been described in brain networks at multiple scales, from local and large-scale cir-
cuits (Fiete et al.  2010 ; Kitzbichler et al.  2009 ; Rubinov et al.  2011 ) to cognitive 
behaviors as complex as language (Kello et al.  2010 ; Steyvers and Tenenbaum 
 2005 ), online collaborative interactions (Woolley and Hashmi  2013 —this volume), 
and the phase shifts from wake to sleep (Bedard et al.  2006 ; Zempel et al.  2012 ). 

 Scale-free systems share a common architecture described in the seminal paper 
of Watts and Strogatz ( 1998 ) as a small world network. In this architecture, network 
elements (termed nodes) are linked by connections (termed edges) such that the 
majority of connections are local while there are only sparse linkages between dis-
tant elements (Butts  2009 ; Watts and Strogatz  1998 ). This architecture confers sev-
eral important properties to the system, and points to interesting system behaviors. 
As it is this architecture that links human social organization and behavior to that of 
the brain network, a brief description of some of these properties will be provided 
along with references for those interested in learning more. 

 A characteristic of small world networks is the presence of hub elements—ele-
ments that are richly connected to other network elements—while the majority of 
elements are more sparsely connected (Eguiluz et al.  2005 ). This organizational 
feature has been shown to be present in the brain for both structural and functional 
linkages (Collin et al.  2013 ; van den Heuvel et al.  2012 ), and has formed the basis 
for designation of a set of linking hubs labeled as ‘rich club’ elements. The same 
feature has been shown to be critical to human social interactions, from dissemina-
tion of information via communication (Opsahl et al.  2008 ; van den Heuvel et al. 
 2012 ; Vaquero and Cebrian  2013 ) to the diffusion of disease epidemics (Christakis 
and Fowler  2008 ; Pastor-Satorras and Vespignani  2001 ; Zhang et al.  2011 ). 
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 These hub elements are critical to communication in small world networks as 
they provide the links between modules or communities in the global network. 
While many studies have relied upon analysis of network interactions in stable peri-
ods, the interactions described are dynamic, with both the structure of local com-
munities and the links that bind them in fl ux on multiple time scales. No single 
node, whether human or neural, is embedded in only a single community, so that its 
behaviors are the result of both its structural embedding and the multirelational 
networks in which it operates.  

    The Computational Power of Human Social Communication 

 The concept of harnessing human elements for computation is not new (Grier  2005 ), 
and the practice of using humans as computational elements can be found as early 
as the eighteenth century. Modern computing has been argued to have developed 
from the intersection of scientifi c problem solving, technological innovation, and 
the social practice of computing teams (Rall  2006 ). Human computers calculated 
solutions to problems, often using pen and pencil but in later periods augmented 
with simple adding machines. In some instances, the human computers were well 
trained, but this was not always the case (Grier  1998 ,  2005 ; Rall  2006 ). While the 
period of human computers focused on calculating solutions to problems, as has 
been noted by others, the modern view of human computation rests on a partnership 
between electronic—or perhaps quantum—computers and humans in which each 
provides a unique skill set (Heylighen  2013 ). 

 One similarity remains as essential to the new view of human computation as it 
was to earlier views and that is the need to clearly and carefully defi ne the problem 
at hand and the solution space within which it resides. While crowd-sourcing and 
citizen science are clear paths toward social modes of computation, they do not erase 
the need for expert knowledge and successful implementation of human computation 
will require a solid understanding of the social interrelationships needed to interleave 
expert and unskilled team members. This is not to suggest that, for example, all such 
teams are comprised of non-expert members—teams may also be composed of teams 
of interlinked experts in different arenas. However, regardless of the team composi-
tion, from the sheer number of individuals and computers involved to the skill sets 
of individual agents, social interaction and cultural biases must be understood to 
optimize any solution. Network analysis is one tool that may aid in this endeavor.     
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           Introduction 

 If we organize human participants into systems modeled loosely on cognitive archi-
tectures (see Blumberg ( 2013 ), Heylighen ( 2013 ), Pavlic and Pratt ( 2013 ), all this 
volume), it is conceivable that such systems will exhibit dysfunction, just as 
humans do. And it therefore will be necessary to develop methods of thinking about, 
diagnosing, and treating (e.g. debugging) such issues. 

 Two approaches will be explored: the fi rst views mental illness from the stand-
point of communications theory and logical structure—essentially viewing mental 
illness as failure in information processing. The second views mental dysfunction 
from the standpoint of brain chemistry. Each maps somewhat differently to informa-
tion processing systems—suggesting different modes of analysis and means of 
intervention. 

 The goal of this chapter is to discuss the nature of such systemic pathologies 
speculatively—we aim not to provide a rigorous analysis, but rather to begin a 
conversation.  

      The Psychopathology of Information 
Processing Systems 

                Matthew     Blumberg     and        Pietro     Michelucci   
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  GridRepublic ,     USA   
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    Part I: Interaction Dysfunction 

    Schizophrenia in Persons 

    What Is Schizophrenia? 

 Gregory Bateson describes a Schizophrenic as “a person who does not know what 
kind of message a message is.” (Bateson et al.  1956 ). In broad terms, this means 
understanding the condition as being rooted in a failure to discern context; more 
rigorously it means understanding the condition as a specifi c patterned failure to 
keep straight the “logical type” of messages. From this perspective, what manifests 
as mental illness is at root a pathology of information processing. 

 The “Theory of Logical Types” (Whitehead and Russell  1927 ) is a formal way to 
describe what one might intuitively describe as “levels of abstraction” within a set of 
information. In this formalization, each item of a set is a member of a “class”. A critical 
distinction is that a class cannot be a member of itself; nor can one of the members of 
the class be the class itself. That is, a “class” represents a higher level of abstraction—a 
higher logical type—than its “members”. In other words: information is hierarchical. 

 A few examples illustrate this idea of “logical types” (Bateson  1979 ):

•    The name is not the thing named but is of different logical type, higher than the 
thing named.  

•   The injunctions issued by, or control emanating from, the bias of a house thermo-
stat is of higher logical type than the control issued by the thermometer. (The 
 bias  is the device on the wall that can be set to determine the temperature around 
which the temperature of the house will vary.)  

•   The word  tumbleweed  is of the same logical type as  bush  or  tree : It is not the 
name of a species or genus of plants; rather, it is the name of a class of plants 
whose members share a particular style of growth and dissemination.  

•    Acceleration  is of a higher logical type than  velocity .    

 The use of Logical Typing can be seen to be fundamental to human communica-
tion. “Play”, “non-play”, “fantasy”, “sacrament”, “humor”, “irony”, and “learning” 
are all examples of  classes  of communication. In all these cases, proper interpreta-
tion of a specifi c message 1  depends upon proper identifi cation of the Logical Type 
to which it belongs—i.e., proper identifi cation of the  context  of the message. 

 By way of example, children may “Play” at fi ghting. While such activity may 
have many of the outward markers of “real” fi ghting, the participants can neverthe-
less engage without anger or malice. But if a participant for some reason comes to 
see the context of such interaction as “real” fi ghting, the meaning of events changes, 
and the actions may degrade to harmful violence. 

1   Note that “message” here is used in a general way: including verbal utterance, non-verbal action, 
absence of utterance or action, etc. Anything that can or should be taken as being of consequence 
in a social interaction. 
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 Returning to our thesis, Bateson defi nes a schizophrenic as one who (a) has dif-
fi culty in assigning the correct communicational mode to the messages he receives 
from other persons; (b) has diffi culty in assigning the correct communicational 
mode to those messages which he himself utters or emits nonverbally; and/or (c) has 
diffi culty in assigning the correct communicational mode to his own thoughts, sen-
sations, and percepts. Most generally—“He has special diffi culty in handling sig-
nals of that class whose members assign Logical Types to other signals.” 

 In “Toward A Theory Of Schizophrenia”, Bateson looks specifi cally at the role 
“Double Binds”, situations in which messages implicit at different levels of com-
munication confl ict with one another. These experiences can be very diffi cult for 
affected persons to defi ne, because confl ict exists between  different levels of the 
same interaction . For instance,

  A young man who had fairly well recovered from an acute schizophrenic episode was vis-
ited in the hospital by his mother. He was glad to see her and impulsively put his arm around 
her shoulders, whereupon she stiffened. He withdrew his arm and she asked, ‘Don’t you 
love me anymore?’ He then blushed, and she said, ‘Dear you must not be so easily embar-
rassed and afraid of your feelings.’ (Bateson et al.  1956 ) 

   I.e., in this example the young man can become confused by the confl ict between 
meanings implicit at different levels of the same interaction: the mother on the one 
hand stiffening when hugged, while at same time asking “don’t you love me any-
more?”; and this is made worse when the mother provides the young man with an 
incorrect attribution for his inner confusion (“Dear, you must not be so easily 
embarrassed by your feelings.”) 

 The means by which such apparently small communication issues can lead to 
large scale pathology is in some sense analogous to how the fl ow if a river creates a 
canyon: not by brute force, but by the slow and persistent effect of the water’s fric-
tion over time. Thus in the above example, imagine that young man, growing up, 
has been subject to millions of similarly muddled communications over his life—
always in the vital emotional context of a parent-child relationship. The young man, 
seeking to make sense of the world, may thus learn to muddle the logical type of 
messages—as a means to adapt, to make sense of things. (It is, in a sense, a perfectly 
rational response to an irrational environment). And the child, having so learned, 
may take these interpretative habits into secondary relationships as well (including 
his relationship with himself).   

    Schizophrenia in Social Groups 

 In the above view, certain patterned failures in communication and interpretation lead 
to behavioral dysfunction. We wish to introduce, speculatively, the notion that similar 
patterns of communication within social groups will lead to similar dysfunction—at 
the group level. I.e., that there exist pathologies of information systems generally, 
which can be exhibited at multiple scales, individual or group. 
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 From the point of view described earlier, {1} Schizophrenia in an individual is 
understood to be rooted in the individual’s inability “to know what kind of message 
a message is”; and {2} that this confusion is often related to repeated experience of 
double-binds. With this in mind, consider: 

 A characteristic feature of contemporary media has been the blending of news 
and entertainment; of advertising and news; of opinion and fact, of expert and ama-
teur. That is: one who turns to media for information about the world literally does 
not know what kind of messages he is getting. 

 Similarly, American political discourse is frequently characterized by double- 
binds, often with each of the two primary political parties articulating confl icting 
messages about the nature of reality. For instance, a terrorist attack creates a bind, 
putting into confl ict essential principles civil liberties with the desire for security. 

 The increasing unreliability of information type (is it news? entertainment? 
advertising?), frequently experienced with particular acuteness around issues pre-
sented by institutional parties as double-binds (ex the requirements of civil liberties 
vs security), can thus be recognized as a communications pattern very much like 
that experienced by the individual schizophrenic. And so it is perhaps not surprising 
that the adventurous cultural analyst might perceive comparable  symptoms  to be 
exhibited at the cultural level. I.e., one might consider contemporary culture to be 
exhibiting certain “schizophrenic” patterns—for instance: pervasive belief in con-
spiracy theories 2  (i.e. paranoia); a government with reduced capacity to take consis-
tent action; economic dysfunction. 

 As problems from this point of view are understood to be rooted in defi ciencies 
in communications, interventions would be similarly focused. Examples might 
include actions to strengthen the journalistic establishment; to alter forms of politi-
cal discourse, especially to either minimize or explicitly recognize the double-binds; 
and perhaps to introduce “therapeutic” double-binds, the resolution of which would 
require denial of one or another element of a larger bind.   

    Part II: Organismal Dysfunction 

 Next we apply an organismic view to complex, distributed information-processing 
systems, endowing them with agency, such as goal-directed behavior, and a ten-
dency toward homeostasis—an equilibrium state. This view permits us to adapt 
extant pharmacological treatment models of human behavioral dysfunction to neu-
rosis in these distributed systems. 

2   “About half the American public endorses at least one kind of conspiratorial narrative”—
“Conspiracy Theories, Magical Thinking, and the Paranoid Style(s) of Mass Opinion”. J. Eric 
Oliver and Thomas J. Wood,  Working Paper Series , University of Chicago, 2012. 
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    An Associative View 

 In general, thought-processes in humans are infl uenced heavily by fundamental 
drives. According to drive theory (Seward  1956 ), any disturbance to the equilibrium 
state in a person  drives  the person to engage in thought processes leading to behav-
iors that restore homeostasis, to ensure survival. For example, dehydration gives rise 
to thirst, which drives a person to seek water (the goal state). This leads to a series 
of thoughts about how to obtain water that might involve planning and decision- 
making (see Busemeyer and Townsend  1993 ). Though drive theory is oft criticized 
for not addressing secondary reinforcers (such as money), it is still a useful general 
framework for this discussion because it provides a context for understanding the 
role of stress in reinforcing thought processes. 

 When an organism’s equilibrium is disrupted, the distance between the current 
state and goal state increases, which causes stress. Stress places an organism into 
a heightened state of arousal, which can increase associative learning by causing 
connections between neurons to form more easily. This is generally considered 
adaptive because it enables more rapid experiential learning for lessons most 
 relevant to survival.  

    Post-Traumatic Stress Disorder (PTSD) 

 However, extreme stress due to trauma and the consequent sudden and heightened 
learning can have deleterious effects, such as post-traumatic stress disorder (PTSD). 
In such cases, the brain states that coincided with the trauma are formed indelibly. 
The resultant associations are so strong that if those brain states or similar ones are 
reproduced by other means (external or internal), it can trigger an association to the 
traumatic event that stimulates a stress response comparable to the original experi-
ence. This stress response then further reinforces the association of the trigger event 
to the traumatic event and may even cause new associations to form that are unre-
lated to the original event. This self-perpetuating cycle creates an associative “grav-
ity well” that can eventually link so many aspects of daily experience to stress that 
a person becomes effectively paralyzed by anxiety. 

 Consider, for example, a person who is mugged at gunpoint by someone wearing 
a ski mask. Subsequently, when the victim is approached in a new context by an 
actual skier wearing a ski mask that resembles the one worn by the mugger, he 
experiences tremendous anxiety. And since the post-traumatic anxiety is experi-
enced in the novel context of ski slopes, the victim creates new stress associations 
to that context and, consequently, avoids skiing.  

    Fear Circuits 

 The networks of association between brain states and stress response are sometimes 
referred to as “fear circuits”. These may be phylogenetic in origin, such as the innate 
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fear of seeing one’s own blood, or ontogenetic, such as the learned fear of hospitals 
(Bracha  2006 ). Importantly, these associations are generated by and apply to per-
ceptual states, regardless of whether they correspond to an external world state, a 
dream state, or wakeful thought processes. Indeed, the Ancient Greek philosopher 
Epictetus ( 2004 ) made the prescient observation that “what bothers people is not 
what happens, but what they think of it.” 3   

    Obsessive-Compulsive Disorder (OCD) 

 While PTSD has a multi-faceted clinical presentation, including such symptoms as 
blackouts (memory loss), it is the manifestation of persistent, intrusive thoughts, or 
“obsessions” that is most germane to this discussion. Obsessive-compulsive disorder 4  
(OCD) is often the diagnosis given to the presentation of such chronic rumination. 
The same notion of fear circuits attributed to PTSD applies also to OCD, but does not 
require a traumatic precursor event, and may involve more abstract concepts. 

 For example, the perception that a country is moving toward civil war could 
generate anxiety in a person that leads to obsession. The increased level of stress 
induces hyper-associative learning, such that any new thoughts would be more 
likely to be connected to the concept of civil war. For example, a typical shortage of 
food at the grocery store could be misconstrued as a sign of stockpiling in anticipa-
tion of a food shortage due to war. 5  This might link any food-related concepts to 
civil war such that any future meal preparation would activate the civil war fear 
circuit. Furthermore, food preparation itself would be incorporated into an expand-
ing and self-reinforcing civil war fear circuit.  

    Treating OCD in Persons 

 Today, there are two accepted treatments for OCD: a behavioral treatment called 
cognitive-behavioral therapy  6 (CBT) and pharmacological treatment. Herein, we 
focus on the latter. The most effective drugs for treating OCD are serotonin reuptake 
inhibitors (Simpson  2010 ), suggesting that a serotonin defi ciency may be responsi-
ble for obsessive behavior. Serotonin is a neurotransmitter, a chemical messenger 
that supports communication among neurons in the brain. What is most relevant here 
is that these drugs are used in the treatment of all anxiety disorders, not just OCD. 

3   Special thanks to Ernesto Michelucci for re-popularizing this simple quote, which has deep impli-
cations for the human condition. 
4   Not to be confused with clinical perfectionism, which is sometimes referred to as obsessive- 
compulsive  personality  disorder (OCPD). 
5   Indeed, according to the Batesonian model described above, this could be described as simply 
another example of context misinterpretation. 
6   CBT involves overt associative remapping via exposure and response prevention. 
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 Though the specifi c mechanism by which serotonin alleviates OCD symptoms is 
not well-understood, it is the conjecture of this author that reducing anxiety attenu-
ates the hyper-associative growth and reinforcement of fear circuits, thereby dis-
rupting the rumination cycle. Without constant reinforcement, the fear circuits 
diminish over time at a normal rate of memorial decay. This interpretation suggests 
a computational proxy, discussed below, that might be effective for treating obses-
sion in distributed cognitive systems.  

    A Problem-Solving Superorganism 

 A superorganism in its most general defi nition is simply an organism consisting of 
many organisms. The present discussion, however, is interested in superorganisms 
consisting of a technology-mediated collective of human (and possibly machine) 
agents, functioning collectively as a distributed information processing system. We 
also assume for this discussion that this system, like all organisms, seeks homeosta-
tis. Thus, it has drives related to maintaining an equilibrium state and engages in 
goal-directed behaviors resulting from those drives. One example of such a system 
would be a massively distributed problem solving (Michelucci  2009 ) system in 
which very large numbers of people contribute to solving complex problems that 
exist in the real world (see Greene and Young ( 2013 ), this volume). 

 Let’s further consider that communication among humans in this superorganism 
is mediated by a software-based workfl ow or cognitive architecture. Thus, the qual-
ity and quantity of information that fl ows among information processing agents is 
both monitored and infl uenced by the automated control system. Presuming the 
control system more heavily weights factors that lead most directly to a solution 
state, associations relevant to those factors would be reinforced most heavily.  

    Obsession in Superorganisms 

 So how would OCD manifest in such a superorganism. Consider that in such a 
problem-solving system “stress” would be characterized by a systemic assessment 
of distance between the current state and solution state for whatever problems are 
being addressed. For example, if the solution state is a stable earth climate, then the 
level of stress in the superorganism might correspond to the perceived distance 
between the current state and solution state. Thus, if agents within the system per-
petuate the belief that industrial carbon dioxide emissions are causing climate 
change, the system would strengthen the association of carbon dioxide emissions to 
stress, leading to increased activity around solving the sub-problem of carbon diox-
ide emissions. 

 It is easy to imagine how such an association could then lead to further associa-
tions to carbon-dioxide emission such as human respiration, which itself could sub-
sequently lead to the more general observation that all animal respiration adds the 
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“stress” of climate change. While this association may be valid in terms of fi rst- 
order effects, it would ignore systemic effects. And if the associations were made 
too strongly due to the perceived infl uence of carbon dioxide emissions on climate 
change-related stress in the system, the problem-solving resources of the system 
could become pathologically overcommitted to resolving that carbon dioxide sub- 
problem. In other words, the system could be obsessed with reducing carbon diox-
ide emissions to the negligence of a more holistic solution that takes a more balanced 
view of the multifaceted nature of the problem.  

    Treating OCD in Superorganisms 

 Indeed, such group-based obsession occurs also in natural social systems, as 
described in Part I, though in such cases, the only recourse may be behavioral—that 
is, policy-based. Engineered systems, however, afford a recourse that might not oth-
erwise exist. Access to the controlling software would make it possible to both 
observe and adjust the rules that govern the strengths of associations among indi-
vidual agents in the distributed problem solving system. Decreasing the extent to 
which systemic stress infl uences collaborative activities among agents could help 
restore balance to distributed thought processes. Indeed, it is conceivable that just as 
with humans, whereby minor changes in neurotransmitter levels can give rise to sig-
nifi cant changes in behavior, small calibrations to parameters that govern association 
strength in distributed problem solving algorithms could resolve obsessive behavior 
in superorganisms. Whether agents within the system acting would make such cali-
brations as implementers of an executive function, by a completely automated 
homeostatic algorithm, or by some external “superorganism psychiatrist” depends 
upon the evolution of these systems and the co-development of treatment models.  

    When Superorganisms Are Not Organisms 

 We should not ignore the possibility that other sorts of pathology may exist in super-
organisms that don’t in humans because superorganisms are fundamentally differ-
ent than humans—they are themselves composed of interconnected highly complex 
organisms. Indeed, superorganisms are a different  logical type  than humans. 
A superorganism is a system of complex systems, which could give rise to entirely 
new and unprecedented classes of behavior dysfunction. Since we do not know 
what to look for, we may not at fi rst be cognizant of the emergence of such dysfunc-
tion. And once we do become aware, we may need to develop new treatment models 
and methods specifi c to those needs. Given the potential impact of such dysfunc-
tion, it would behoove us to minimize the potential for disruptive surprise by devel-
oping our understanding of superorganismic behavioral pathology in close parallel 
with the development of superorganisms themselves.   
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    Conclusion 

 The reader may or may not accept various portions of the above speculation, or may 
consider the discussion far too incomplete in its presentation for serious consider-
ation. The point we hope will nevertheless be of interest, however, is that at an 
individual level, mental pathology can be seen to result from patterned defects in 
communication and learning; and that similar defects within a culture or future 
engineered social system may result in similar behavioral patterns at the larger 
group level. Indeed, the latter may contribute signifi cantly to the former. 

 If true, one may aspire to develop means to identify and diagnose such informa-
tion processing defects; and to develop interventions to prevent, minimize, or elimi-
nate the defects or their symptoms.     

  Acknowledgments   The authors would like to express their sincere gratitude to Mary Catherine 
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 Introduction

Before delving into the role of information theory as a descriptive tool for human 
computation (von Ahn 2009), we have to agree on at least two things: what is 
human, and what is computation, as human computation is at its most general level 
computation performed by humans. It might be difficult to define what makes us 
human, but for practical purposes we can take an “I-know-it-when-I-see-it” stance. 
For computation, on the other hand, there are formal definitions, tools and methods 
that have been useful in the development of digital computers and can also be useful 
in the study of human computation.

 Information

Information has had a long and interesting history (Gleick 2011). It was Claude 
Shannon (1948) who developed mathematically the basis of what we now know 
as information theory (Ash 1990). Shannon was interested in particular on how a 
message could be transmitted reliably across a noisy channel. This is very relevant 
for telecommunications. Still, information theory has proven to be useful beyond 
engineering (von Baeyer 2005), as anything can be described in terms of 
information (Gershenson 2012).
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A brief technical introduction to Shannon information H is given in Appendix A. 
The main idea behind this measure is that messages will carry more information if 
they reduce uncertainty. Thus, if some data is very regular, i.e. already certain, more 
data will bring few or no new information, so H will be low, i.e. few or no new 
information. If data is irregular or close to random, then more data will be informa-
tive and H will be high, since this new data could not have been expected from 
previous data.

Shannon information assumes that the meaning or decoding is fixed, and this is 
generally so for information theory. The study of meaning has been made by semi-
otics (Peirce 1991; Eco 1979). The study of the evolution of language (Christiansen 
and Kirby 2003) has also dealt with how meaning is acquired by natural or artificial 
systems (Steels 1997).

Information theory can be useful for different aspects of human computation. 
It can be used to measure, among other properties: the information transmitted 
between people, novelty, dependence, and complexity (Prokopenko et al. 2009; 
Gershenson and Fernández 2012). For a deeper treatment of information theory, the 
reader is referred to the textbook by Cover and Thomas (2006).

 Computation

Having a most general view, computation can be seen simply as the transformation 
of information (Gershenson 2012). If anything can be described in terms of infor-
mation, then anything humans do could be said to be human computation. However, 
this notion is too broad to be useful.

A formal definition of computation was proposed by Alan Turing (1936). He 
defined an abstract “machine” (a Turing machine) and defined “computable func-
tions” as those which the machine could calculate in finite time. This notion is per-
haps too narrow to be useful, as Turing machines are cumbersome to program and 
it is actually debated whether Turing machines can model all human behav-
ior (Edmonds and Gershenson 2012).

An intermediate and more practical notion of computation is the transformation 
of information by means of an algorithm or program. This notion on the one hand 
tractable, and on the other hand is not limited to abstract machines.

In this view of computation, the algorithm or program (which can be run by a 
machine or animal) defines rules by which information will change. By studying at 
a general level what happens when the information introduced to a program (input) 
is changed, or how the computation (output) changes when the program is modified 
(for the same input), different types of dynamics of information can be identified: 

• Static. Information is not transformed. For example, a crystal has a pattern which 
does not change in observable time.

• Periodic. Information is transformed following a regular pattern. For example, 
planets have regular cycles which in which information measured is repeated 
every period.
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• Chaotic. Information is very sensitive to changes to itself or the program, it is 
difficult to find patterns. For example, small changes in temperature or pressure 
can lead to very different meteorological futures, a fact which limits the preci-
sion of weather prediction.

• Complex. Also called critical, it is regular enough to preserve information 
but allows enough flexibility to make changes. It balances robustness and adapt-
ability (Langton 1990). Living systems would fall in this category.

Wolfram (2002) conjectured that there are only two types of computation: uni-
versal or regular. In other words, programs are either able to perform any possible 
computation (universal), or they are simple and limited (regular). This is still an 
open question and the theory of computation is an active research area.

 Computing Networks

Computing networks (CNs) are a formalism proposed to compare different types of 
computing structures (Gershenson 2010). CNs will be used to compare neural com-
putation (information transformed by neurons), machine distributed computation 
(information transformed by networked computers), and human computation.

In computing networks, nodes can process information (compute) and exchange 
information through their edges, each of which connects the output of node with the 
input of another node. A computing network is defined as a set of nodes N linked by 
a set of edges K used by an algorithm a to compute a function f (Gershenson 2010). 
Nodes and edges can have internal variables that determine their state, and functions 
that determine how their state changes. CNs can be stochastic or deterministic, 
 synchronous or asynchronous, discrete or continuous.

In a CN description of a neural network (NN) model, nodes represent neurons. 
Each neuron i has a continuous state (output) determined by a function yi which is 
composed by two other functions: the weighted sum Si of its inputs xi  and an acti-
vation function Ai, usually a sigmoid. Directed edges i j represent synapses, relating 
outputs yi of neurons i to inputs xj of neurons j, as well as external inputs and outputs 
with the network. Edges have a continuous state wi j (weight) that relates the states 
of neurons. The function f may be given by the states of a subset of N (outputs y ), 
or by the complete set N. NNs usually have two dynamical scales: a “fast” scale 
where the network function f is calculated by the functional composition of the 
function yi of each neuron i, and a “slow” scale where a learning algorithm a adjusts 
the weights wi j (states) of edges. There is a broad diversity of algorithms a used to 
update weights in different types of NN. Figure 1 illustrates NNs as CNs.

Digital machines carrying out distributed computation (DC) can also be repre-
sented as CNs. Nodes represent computers while edges represent network connec-
tions between them. Each computer i has information Hi which is modified by a 
program Pi(Hi). Physically, both Hi and Pi are stored in the computer memory, while 
the information transformation is carried out by a processor. Computers can share 
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information Hi j across edges using a communication protocol. The function f of the 
DC will be determined by the output of Pi(Hi) of some or all of the nodes, which can 
be seen as a “fast” scale. Usually there is an algorithm a working at a “slower” scale, 
determining and modifying the interactions between computers, i.e. the network 
topology. Figure 2 shows a diagram of DC as a CN.

Human computation (HC) can be described as a CN in a very similar way than 
DC. People are represented as nodes and their interactions as edges. People within 
a HC system transform information Hi following a program Pi(Hi). In many cases, 
the information shared between people Hi j is transmitted using digital computers, 
e.g. in social networks, wikis, forums, etc. In other cases, e.g. crowd dynamics, 
information Hi j is shared through the environment: acustically, visually (Moussaïd 
et al. 2011), stigmergically (Doyle and Marsh 2013), etc. The function f of a HC 
system can be difficult to define, since in many cases the outcome is observed and 
described only a posteriori. Still, we can say that f is a combination of the computa-
tion carried out by people. An algorithm a would determine how the social links 
change in time. Depending on the system, a can be slower than f or vice versa.

In DC, the algorithm a is centrally determined by a designer, while in most HC 
systems, the a is determined and executed by people (nodes) themselves.

yi=Ai(Si(xi))
yij, w ij

f y
a wij, i,j

Fig. 1 A NN represented  
as a CN

Hi

Pi

Hij

f Pi(Hi) i)

a Hij, i,j

Fig. 2 A DC system or a HC 
system represented as a CN
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Using information theory, we can measure how much information Hi j is trans-
mitted between people, how much each person receives and produces, and how 
much the entire system receives and produces. In many cases, machines enable this 
transmission and thus also facilitate its measurement. Comparing the history of 
information transfers and current information flows can be used to measure the 
novelty in current information.

 Examples

 Social Networks

A straightforward example of human computation can be given with online social 
networks. There are key differences, e.g. links are bidirectional in Facebook (my 
friends also have me as their friend) and unidirectional in Twitter (the people I fol-
low do not necessarily follow me, I do not necessarily follow my followers). People 
and organizations are represented with their accounts in the system as nodes, and 
they receive information through their incoming links, They can share this informa-
tion with their outgoing links and also produce novel information that their links 
may receive. People can decide how to create or eliminate social links, i.e. a is 
decided by individuals.

These simple rules of the information dynamics on social networks are able to pro-
duce very interesting features of human computation (Lerman and Ghosh 2010), 
which can be described as functions f. For example, non-official news can spread very 
quickly through social networks, challenging mass media dominated by some govern-
ments. On the other hand, false rumors can also spread very quickly, potentially lead-
ing to collective misbelief. Nevertheless, it has been found that the dynamics of false 
rumors spreading is different from that of verifiable information (Castillo et al. 2011).

Describing social networks as CNs is useful because interactions are stated 
explicitly. Moreover, one can relate different scales with the same model: local scale 
(nodes), global scale (networks), and meso scales (modules); and also temporal 
scales: fast (f) and slow (a). Information theory can be used to detect novelty in 
social interactions (high H values in edges), imitation (low H values in edges), 
unusual patterns (“fake” information), correlations (with mutual information), and 
communities (modules (Newman 2010)).

 Wikipedia

Wikipedia gives a clear example of the power of human computation. Millions of 
people (nodes) from all over the world have collaboratively built the most extensive 
encyclopedia ever. The sharing of information is made through editable webpages 
on a specific topic. Since these pages can potentially link more than two people 
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(editing the webpage), the links can be represented as those of a hypernet-
work (Johnson 2009), where edges can link more than two nodes (as in usual net-
works). The information in pages (hyperedges) can be measured, as it changes over 
time with the editing made by people linked to them. The information content deliv-
ered by different authors can be measured with H. When this is increased, it implies 
novelty. The complexity of the webpages, edits, and user interactions can also be 
measured, seen as a balance between maximum information (noise) and minimum 
information (stasis) (Fernández et al. 2013).

The function f of Wikipedia is its own creation, growth, and refinement: the 
pages themselves are the output of the system. Again, people decide which pages to 
edit, so the algorithm a is also decided by individuals.

Traditionally, Wikipedia—like any set of webpages—is described as a network 
of pages with directional edges from pages that link to other pages. This is a useful 
description to study the structure of Wikipedia itself, but it might not be the most 
appropriate in the context of human computation, as no humans are represented. 
Describing Wikipedia as a CN, the relationships between humans and the informa-
tion they produce collaboratively is explicit, providing a better understanding of this 
collective phenomenon.

 Conclusions

Concepts related to information and computation can be applied to any system, as 
anything can be described in terms of information (Gershenson 2012). Thus, HC 
can also benefit from the formalisms and descriptions related to information and 
computation.

CNs are general, so they can be used to describe and compare any HC system. 
For example, it is straightforward to represent online social networks such as 
Facebook, Twitter, LinkedIn, Google+, Instagram, etc. as CNs. As such, their struc-
ture, functions, and algorithms can be contrasted, and their local and global infor-
mation dynamics can be measured. The properties of each of these online social 
networks could be compared with other HC systems, such as Wikipedia.

Moreover, CNs and Information Theory can be used to design and self-monitor 
HC systems (Gershenson 2007). For example, information overload should be 
avoided in HC systems. The formalisms presented in this chapter and in the cited 
material can be used to measure information inputs, transfers, and outputs to avoid 
not only information overload, but also information poverty (Bateson 1972).

In our age where data is overflowing, we require appropriate measures and tools 
to be able to make sense out of “big data”. Information and computation provide 
some of these measures and tools. There are still several challenges and opportuni-
ties ahead, but what has been achieved so far is very promising and invites us to 
continue exploring appropriate descriptions of HC systems.

C. Gershenson



67

 Appendix

 Shannon Information

Given a string X, composed by a sequence of values x which follow a probability 
distribution P(x), information (according to Shannon) is defined as: 

 
H P x P x= -å ( ) log ( ).

 
(1)

 For binary strings, the most commonly used in ICT systems, the logarithm is usually 
taken with base two. For example, if the probability of receiving ones is maximal 
(P(1) = 1) and the probability of receiving zeros is minimal (P(0) = 0), the informa-
tion is minimal, i.e. H = 0, since we know beforehand that the future value of x will 
be 1. Information is zero because future values of x do not add anything new, i.e. the 
values are known beforehand. If we have no knowledge about the future value of x, 
as with a fair coin toss, then P P( ) ( ) .0 1 0 5= = . In this case, information will be maxi-
mal, i.e. H = 1, because a future observation will give us all the relevant information, 
which is also independent of previous values. Equation 1 is plotted in Fig. 3. Shannon 
information can be seen also as a measure of uncertainty. If there is absolute certainty 
about the future of x, be it zero (P(0) = 1) or one (P(1) = 1), then the information 
received will be zero. If there is no certainty due to the probability distribution 
(P P( ) ( ) .0 1 0 5= = ), then the information received will be maximal. Shannon used 
the letter H because equation 1 is equivalent to Boltzmann’s entropy in thermody-
namics, which is also defined as H. The unit of information is the bit. One bit repre-
sents the information gained when a binary random variable becomes known.
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Fig. 3 Shannon’s 
information H(X) of a binary 
string X for different 
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A more detailed explanation of information theory, as well as measures of com-
plexity, emergence, self-organization, homeostasis, and autopoiesis based on infor-
mation theory can be found in Fernández et al. (2013).
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           Defi ning Epistemology 

  Traditional Epistemology  is the branch of philosophy concerned with individual 
human knowledge, its base, its content and its validity. The focus on the individual 
results from the fact that there is no knowledge without an individual carrier. 

 There is no unequivocal defi nition of knowledge yet, but there is some shared 
understanding that knowledge is determined by the following four aspects: (1) The 
human senses and the human mind form its structural base; This base determines (2) 
what can become its possible content; (3) This content may or may not amount to a 
representational model corresponding to the world external to the individual carrier; 
(4) If the content does amount to a valid representational model can be confi rmed 
by repeated observation of a correspondence with the external world, by observa-
tion of predicted states, and by goal-orientated actions leading towards predicted 
goal-states. 

  Social epistemology  adds that the knowledge of any single individual depends on 
and is interrelated with the knowledge of other individuals, since any human is born, 
brought up and mostly lives in a social world. Therefore individual knowledge can-
not be studied alone. 

 There are many other branches of epistemology we cannot mention here due to 
limitations of scope and space. The Internet Encyclopedia of Philosophy ( 2013 ) and 
the Stanford Encyclopedia of Philosophy ( 2013 ) offer the easiest access to this wide 
fi eld, while Goldman ( 1999 ) offers an interesting discussion. However, this chapter 
provides a context suffi cient for understanding the role of epistemology in human 
computation.  

      Epistemological Issues in Human 
Computation 

              Helmut     Nechansky    

         H.   Nechansky      (*) 
  Nechansky—Engineering Effi ciency ,   Vienna ,  Austria   
 e-mail: hn@nechansky.co.at  



72

    The Role of Epistemology 

 Epistemology as a branch of philosophy may seem outdated in a time of ‘knowl-
edge society’, of cloud computing, and human computation. But this is not the case, 
since we do not yet have an unequivocal, agreed on, scientifi c defi nition what actu-
ally constitutes ‘knowledge’. So any dealing with knowledge is ultimately still a 
philosophic endeavor. 

 And knowledge is the base of all our actions. Questions about this base arise 
often: How do we know? What can we know? Is this knowledge valid? Is it com-
plete, i.e. suffi cient to reach a goal? These are  epistemological  questions at the core 
of all human endeavors. Usually they do not get the attention they would deserve. 
And the more complex the systems, on which we rely, become, the more important 
become  answers  to these questions.  

    A Cybernetic Approach to Main Aspects of Epistemology 

 Cybernetics is the general theory of control in technical, biological and sociological 
systems. Control is pursuing and maintaining a goal-value, i.e. a certain physical 
state, against a changing environment, i.e. against physical infl uences disturbing 
that state. The process of control consists of (a) observing the environment with 
sensors, (b) comparing the sensor data with a goal-value and (c) deciding for an 
action to achieve that goal. Standard example for that process is a temperature con-
troller, which aims at a desired room temperature as goal-value; to achieve that it (a) 
observes the current temperature, (b) compares it with the desired room temperature 
and (c) decides between the actions “heating” or “cooling” to achieve that. 

 In the following we will consider humans as complex controller structures. Here 
the brain has  in principle  controller functions similar to a temperature controller, but 
in much larger numbers and much more complex forms. Primarily the brain has to 
enable survival by maintaining some existential goal-values (necessary air, water 
and food supply; the body temperature). To achieve that it has (a) to observe the 
state of the environment, (b) to compare if that state serves the existential goal- 
vales, and (c) to decide for actions to enable that. Secondarily the brain has addi-
tional controller functions, which enable making a model of the environment, and, 
based on that, making predictions, concepts and setting long-term and short-term 
goal-values. To realize these future goal-values the brain again carries out the con-
troller functions of (a) observing the environment, (b) checking if it corresponds to 
the goals and (c) deciding for actions to make it so. 

 Of course, the preceding description of brain functions is a crude simplifi cation 
(for some important underlying complexities see Nechansky  2012a ,  b ,  2013a ,  b ), 
but we do maintain that the brain has primarily controller functions. For reasons of 
brevity we consider here just a few of these controller functions, each illustrating an 
epistemological problem. We will fi rst describe these controller functions for indi-
viduals (illustrating the core problems of traditional epistemology) and then analyze 
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how they work when two individuals interact (illustrating the core problems of 
social epistemology). Then we equip these two individuals with connected comput-
ers and discuss the resulting options. And this will be the base to fi nally place human 
computation within epistemology.  

    Epistemological Aspects of the Individual 

 To illustrate basic epistemological aspects of human reasoning we present here a 
complex controller structure (see Fig.  1 ): Here sensors provide input data used to 
model aspects of the environment, which are relevant to the given goal-values. Then 
these models are used for two purposes: internally, occasionally, to modify the goal- 
values and externally, continuously, to make decisions for goal-orientated actions. 
In more detail this structure carries out the following functions:

     Sensor Inputs : Sensors allow the observation of certain physical aspects of the 
 environment, and turn these into internal sensor data, which somehow represent and 
map them.  

   Modeling Decisions : Under this heading we summarize all decisions that have to 
do with sensor data. This includes what is usually called ‘learning’, but goes 
beyond that.    

 Primarily modeling decisions are about what to  ignore . Humans are permanently 
confronted with more stimuli than they can observe. So they have to decide to pay 

  Fig. 1    Epistemological aspects of the individual: the external loop with modeling decisions and 
decisions for actions and the internal loop with decisions for goal-values       
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attention to some, and to ignore others considered irrelevant in relation to their  goal- 
values   (see below). And from the stimuli humans pay attention to they produce 
permanently more sensor data than they can use for active data processing. So they 
have to ignore sensor data considered irrelevant. 

 Secondarily modeling decisions are about what do to with the data considered to 
be relevant. These decisions are about (a) storing actual sensor data; (b) retrieving 
stored data for comparison with actual sensor data for pattern recognition; (c) con-
necting actual and stored sensor data to patterns, sequences and more complex  models  
(see below) representing aspects of the environment considered relevant in relation to 
goal-values; (d) replacing partial or whole models that did not serve the realization of 
goal-values (the last two points form the core of ‘learning’); (e) using models to make 
predictions of possible future states and events; (f) starting to make new models in 
relation to newly set long term or short term goal-values. 

 The decisive point here is that sensor inputs alone are of no value for the indi-
vidual. Active decisions are required to use them. In these decisions the sensor 
inputs are evaluated in relation to  goal-values  (see below), i.e. how valuable the data 
are to pursue certain goals. 

  Goal-values : All decision processes we discuss here aim at what we call summariz-
ing ‘goal-values’. These are all the objectives, which humans partly have to main-
tain and partly want to achieve. 

 We distinguish the following three individual goal-values: We are born with just 
a few fi xed (a) existential goal-values (necessary air, water and food supply; the 
body temperature) plus basic emotions about what is good or bad in relation to these 
goal-values. While we grow up we learn external states that serve these existential 
goal-values, for better or worse. Based on that we make  models  (see below) and 
predictions, which lead to  decisions for goal-values  (see below). These decisions 
set (b) long-term goal-values (e.g. learning a profession, participating in a human 
computation project) and (c) short-term goal-values (e.g. how to be successful now 
in that profession, or project). 

  Models : Models are the result of previous  modeling decisions  (see above) about the 
use of actual sensor data and stored data in relation to certain  goal-values  (existen-
tial, long-term or short-term). 

 Models consist primarily of stored relevant sensor data, which represent previous 
observations in the form of (a) patterns mapping single external states; (b) sequences 
of patterns representing external events; (c) interrelated sequences of patterns inter-
connecting events to whole stories experienced in the past. 

 Models are secondarily organized as plans and concepts consisting of chains of 
causes and effect leading towards certain goal-values. So there are large numbers of 
models standing side by side, representing chains of cause and effect to serve exis-
tential goal-values (like eating), long-term (like professional conduct), and short- 
term goal-values (like the necessary steps of a project). There is generally a hierarchy 
with hierarchically higher goal-values requiring higher priority of models (e.g. eat-
ing has to occasionally interrupt professional conduct, which in turn determines the 
necessary steps of a project). 

 Models allow (a) identifying current sensor inputs as corresponding to certain 
patterns or as being part of a previously observed sequence of patterns; (b) deriving 
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predictions of possible future states and events from known sequences or interre-
lated sequences of patterns. 

 Models can be confi rmed by repeated observations, by observing predicted 
states, and by goal-orientated actions leading towards predicted goal-states. 

 Model based predictions are used for two different types of further decisions, 
leading to two different kinds of feedback loops—one internal and the other 
external:

    Decisions for goal-values : Predictions may be occasionally used to set long-term or 
short term goal-values (see above). This is an  internal  feedback loop. Here primar-
ily existential goal-values are applied to make decisions for long-term goal- values 
(e.g. trying to make a living within a certain profession). Then secondarily these 
long-term goals are used to make decisions for short-term goals. So decisions for 
goal-values are primarily related to the existential goal-values and create second-
arily a hierarchy of subordinated goal-values, by adding, changing or deleting long-
term and short term goals. 

 This is the most important and least understood process of individual epistemol-
ogy. It determines the entire further behavior of the individual: The previously set 
goal-values determine directly what is considered important in  modeling decisions  
(see above), i.e. which models are made, and indirectly which predictions become 
possible and which  decisions for actions  (see below) are made.  

   Decisions for actions : Normally predictions derived from models are just used to 
trigger one of the effectors (muscles generally, but mainly arms, hands, legs, feet or 
mouth) to take an appropriate physical action or to start a communication. This is 
the usual  external  feedback loop, trying to change the external world in some way 
towards a goal-value. 

 So the goal-value (whether existential, long-term, or short-term) currently 
applied determines which action to choose (e.g. to eat, work or communicate, etc.).  

   Effector Outputs : Decisions for actions trigger the effectors to cause external effects, 
either physical actions or communication, i.e. primarily words, addressing other 
individuals. 

 In summary, these two feedback loops work as follows: Humans make observa-
tions of their environment. Based on that, they make primarily models that serve 
their existential goals. From learning what serves these needs best they secondarily 
derive models to serve long-term and short-term wants. The sum of these goal- 
values for needs and wants determines their  modeling decisions  and their  decisions 
for actions , i.e. their entire further individual behavior.     

     Aspects of Social Epistemology 

 Now let us apply this controller model of a human to the interaction of two individu-
als (see Fig.  2 ). This illustrates the problems of social epistemology:

   An interaction starts when individual A acts towards B. B observes these actions 
and evaluates the corresponding sensor inputs in relation to currently important 
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 goal-values  (existential, long-term, short-term). Making a  modeling decision  
(see above) B develops a model of A’s behavior, predicts its usefulness or danger, 
and decides for an appropriate action. Then A runs the same process in relation to 
B’s response. 

 Repetition of this basic exchange may cause at some point in time a  decision for 
goal-values  (see above) in A and/or in B: Repeated usefulness of A’s behavior will 
cause B to consider A as predictably ‘good’ or ‘interesting’. Then B may decide to 
add goal-values referring to A to the list of B’s already given individual goal-values. 
Now A may, but need not do the same. 

 Ideally, of course, this process leads to the development of  shared goal-values  
(existential, long-term or short-term), which all interacting parties agree on and add 
to their individual goal-values. The basic form of this process is realized, of course, 
in the upbringing of a child. Here the parents serve the needs of the child. So the 
child will develop shared goal-values with the parents. 

 Let us mention that the development of shared goal-values may happen sponta-
neously (e.g. when people face the same problem or threat). 

 Or this process may be skipped, because interacting people already came inde-
pendently to shared goal-values (e.g. the same interests or profession). 

 But mostly, shared goal-values result just from stipulating reciprocally advanta-
geous exchanges of goods, or services, or money and labor, etc. 

 On the other hand shared goal-values may be propagated by manipulation 
(A may control the data available to B, using e.g. advertising, censored news, politi-
cal propaganda, etc.; thus A can limit what may enter into B’s models); or they may 
be enforced to a certain degree (A may have power to control B’s access to 

  Fig. 2    Aspects of social epistemology: interactions can lead to individual decisions for shared 
goal-values       
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important resources, like income, etc., or may even be able to apply force; thus A 
can make B subordinate to and serve his or her goal-values). 

 The general constraint on developing shared goal-values is the scarcity of goods 
or societal positions (A and B cannot eat the same bread, or fi ll the same position in 
a hierarchy, etc.). Therefore individual goal-values do remain important. 

 Once parties do share goal-values this will lead to similarities in  modeling deci-
sions  (see above). So they will consider similar data as relevant, will remember and 
store similar data, and will be interested in making similar models containing cer-
tain sequences of cause and effect and enabling particular predictions. Shared goal- 
values will lead, too, to similar  decisions for actions  (see above). 

 Shared goal-values will only lead to similar, but not equal, models, as long as the 
parties rely just on their individual modeling decisions and model making. Only if 
they cooperate to make externalized mutual verbal concepts, plans, computer pro-
grams or mathematical models, they can get to increasingly equal or even 
 unequivocal models. 

 In summary social epistemology is about human interactions, which make indi-
viduals activate their  internal feedback loop for decisions for goal-values , the pro-
cess least understood in individual epistemology. The best result is that A and B end 
up with  individual as well as some shared some goal-values . And whenever they 
apply shared goal-values in their current decisions for actions, they will cooperate.  

     Individuals and Computers: Structures and Interactions 

 Now let us introduce computers into the relationship of the individuals A and B (see 
Fig.  3 ). We characterize computers as controller structures, too, which, of course, 
differ from humans:

   The main differences are: (a) Computers work usually with  fi xed  goal-values set 
by the programmer (we show that in Fig.  3  with the bold arrows directly setting 
goal-values). So (b) computers lack the  internal feedback loop for making decisions 
for goal-values . (In machine learning we occasionally allow computers to make 
decisions for short-term goals. But we defi nitely do not want a computer to change 
its long-term goal-values by itself, so that e.g. a computer programmed to analyze 
climate data decides on its own to analyze some other data.) 

 The  external feedback loop  of humans and computers is widely similar: 
Computers also have sensor inputs (via a keyboard, sensors or data lines). They 
apply  modeling programs  (matching human  modeling decisions , but with fi xed 
goal-values) and derive  models  from them (containing here mainly data and math-
ematical functions, which represent external patterns and sequences), which are 
used to make predictions. Based on these predictions  programs deciding for actions  
are applied (again matching human  decisions for actions  with fi xed goal-values). 
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The  effector outputs  are actions like sending data to other computers, controlling 
some technical device, or making printouts for human users, etc. 

 If we take this basic scenario with two individuals and two computers n—times, 
to match a network, we will get hierarchies (Nechansky  2008 ) of individuals and 
computers. We cannot detail that here. We can only assert that this does not change 
the involved basic epistemological processes.  

    The Epistemic Processes of Human Computation 

 Now let us apply all we developed above to human computation: 
 A human computation project starts with an  initiation phase , when an initiator 

defi nes the long-term goals and short-term tasks. Since human computation is gen-
erally applied to problems that require some human contribution, reaching these 
goals includes tasks that computers cannot yet perform. So the usual advantage of 

  Fig. 3    Individuals and computers: interaction channels added to the context of social epistemology       

 

H. Nechansky



79

computers we emphasized in section “ Individuals and Computers: Structures and 
Interactions ”, that they can be directly programmed to work towards a goal, is not 
available here. 

 Therefore collaborators have to be sought. The long-term goals and short-term 
tasks have to be communicated to them. They have to agree on them. And then they 
have to make  individual decisions for values , accepting them as  shared goal-values . 
We cannot overemphasize that:

    1.    The success of a human computation projects depends widely on the precise 
descriptions of long-term goals and short-term tasks, so that the collaborators 
can understand them and can later make the appropriate individual  modeling 
decisions  (see above).   

   2.    So the decisive step of a human computation project is a successful fi nalization 
of the basic process of social epistemology, as discussed in section “ Aspects of 
Social Epistemology ”, leading to the acceptance of shared goal-values. Persons 
focused too much on computation may easily overlook that. 

 Dividing a project into subprojects may, but need not weaken that require-
ment: Now shared goal-values are just needed for the subprojects. But some 
people might deny contributing, because they do not share the goal-values of the 
whole project (e.g. a pacifi st might deny to contribute to a subproject of a mili-
tary project).    

  Once collaborators are found the  computation phase  of the project can start. 
It may take various forms (see e.g. Quinn and Bederson  2011 ), which may use any 
of the possible interconnections between individuals and their computers shown 
in Fig.  3 . 

 After data acquisition and data distribution, the decisive step is, of course, the 
human evaluation of the data. Here the short term task of the human contributors is 
to make  modeling decisions , judging if data meet the goal-values of the project (e.g. 
if pictures contain certain patterns, or data sets belong to a certain category, etc.). As 
emphasized above, the quality of this step depends primarily on clarity of goal- 
values, i.e. the preceding initiation phase. But it is important, too, that the collabora-
tors do not have any confl icts of interest, i.e. that no other competing long-term and 
short-term goal-values infl uence them in their  modeling decisions . So the success of 
the project depends to a large degree on the precise consideration and crafting of 
goal-values the collaborators can fully agree on. More on the importance of goal 
setting, and its interrelation with motivation and task performance, can be found in 
Locke’s and Lathan’s ( 1990 ,  2002 ) classic works on organizational psychology. 

 After the collection of the results from the collaborators questions of quality 
control arise. Some evaluation of the results by the initiator must be performed to 
check if the contributors acted as expected. Since computation is not directly avail-
able for obvious reasons, this can only be done indirectly, with approximate use of 
computers, applying statistics, employing experts, or another round of human com-
putation. Anyway the understanding of the decisive  individual modeling decisions  
of the contributors remains vague. So the validity of results obtained using this 
method remains in question. 
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 However the results may be aggregated in computer models. These models can 
be confi rmed with the usual options of repeated observations, observation of pre-
dicted states, and goal-orientated actions leading towards predicted goal-states.  

    Conclusion 

 Human computation projects are aiming at goal-values formulated by an initiator. 
Their critical phase is the initiation, when collaborators have to be found to sub-
scribe to these goals. At that point clearness, specifi city, and completeness are the 
base for the future success. Unfortunately these are diffi cult to ensure and hardly to 
measure. 

 So human computation projects are fi rmly intertwined in the loops which form 
the core of individual and social epistemology, i.e. how to interact and communicate 
with other individuals to make them decide for shared goal-values and cooperate 
towards them. The results achieved in human computation depend on the success of 
these processes. 

 If the results produced by human computation projects contribute to creating 
further shared goal-values is still another question. That may happen, if these results 
impress individuals because they show an important relation to their previous goal- 
values (existential, long-term or short-term), so that they make new decisions for 
goal-values, set new shared goal-values and start cooperating towards them. Of 
course, that requires again running through the core processes of individual and 
social epistemology. We can never escape these loops. 

 Given the experiences with the precise computer models of climate change, we 
should not be overly optimistic that human computation projects will lead towards 
new shared goal-values. All these climatological models predict a threat to the  exis-
tential goal-values of all humans . But not even these threatening results have led to 
widespread decisions for new goal-values among the endangered people. These 
decisions always remain individual ones. We can try to infl uence them, as discussed 
above, but we cannot directly activate the loops of individual and social epistemol-
ogy to achieve shared goal-values.     
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           Introduction 

 Human Computation is an emerging, multidisciplinary fi eld spanning  communities. 
Broadly, it refers to human participation in computational systems and the informa-
tion and capabilities that arise from that. Beyond this general defi nition, however, 
there is a tendency for multiple and sometimes confl icting perspectives, as well as 
confusion. Therefore, this chapter seeks to characterize the conceptual space of 
human computation by defi ning key terminology within an evolving taxonomy. 

 Previous efforts have sought to fl esh out the conceptual space of human computa-
tion (Law and Von Ahn  2011 ) and related terminology (Quinn and Bederson  2011 ). 
The present effort seeks to update this body of work in the context of new research 
and broader multidisciplinary context.  

    Key Concepts 

 Two key concepts are described here that provide a context for interpreting 
and understanding the defi nitions that follow. 

    Goals and Intentionality 

 Human computation (HC) systems are purposeful. They are driven by outcomes that 
derive from individual behavior, such as enjoyment from playing a game (see Celino; 
Ghosh; Sanfi lippo et al., all this volume) or payment for completing a task (see Chandler 
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et al., this volume). They are also driven by outcomes that derive from collective behav-
ior or interactions, such as the advancement of science that results from citizen science 
projects (see Lintott, this volume). Furthermore, the locus of intentionality in human 
computation systems may be individual or collective. For example, an individual may 
launch a crowdsourcing campaign to satisfy a personal objective. Or a system’s behav-
ior may be driven by goals that are defi ned collaboratively by system participants. 

 Two related ideas emerge from this conceptual framing: emergent HC and engi-
neered HC. Emergent HC refers to systems in which collective behavior is a natural 
consequence of individual behaviors; and may help inform a deeper understanding 
of individual behaviors in the context of system dynamics. Engineered HC refers to 
the notion of overtly creating a context in which the interaction of individuals within 
will give rise to desired systemic behavior. Though the emergent/engineered dichot-
omy is being introduced in this volume, the underlying concept is relevant both to 
understanding the scope of human computation and the relatedness of the terms that 
follow. Estrada and Lawhead (this volume) introduce the related concepts of natu-
ral, stable, and disruptive human computation, which also seem to be useful con-
cepts for further partitioning the space of HC systems.  

    Computation = Information Processing 

 The relationship between computation and information processing has been a sub-
ject of some controversy. These terms have been differentiated on the basis of his-
torical usage in theoretical contexts (see Piccinini and Scarantino  2010 ). However, 
the construal of computation as being equivalent to information processing seems to 
best fi t the practical context of human computation. 

 In HC, “computation” refers not just to numerical calculations or the implemen-
tation of an algorithm. It refers more generally to  information processing . This defi -
nition intentionally embraces the broader spectrum of “computational” contributions 
that can be made by humans, including creativity, intuition, symbolic and logical 
reasoning, abstraction, pattern recognition, and other forms of cognitive processing. 
As computers themselves have become more capable over the years due to advances 
in AI and machine learning techniques, we have broadened the defi nition of compu-
tation to accommodate those capabilities. Now, as we extend the notion of comput-
ing systems to include human agents, we similarly extend the notion of computation 
to include a broader and more complex set of capabilities. 

 It is this sense of computation that is intended in the defi nitions that follow.   

    Key Terminology 

 This chapter seeks to defi ne key terms, which have been selected on the basis of preva-
lence in the book and broad usage across sub-disciplines. These defi nitions derive from 
prior work, lively collegial discourse, and the application of basic inference to a grow-
ing set of related concepts. It goes without saying that the meaning of terms evolves 
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through usage. For maximal relevance herein, current popular usage  as applied to the 
study and practice of human computation  exerts considerable bias on these defi nitions. 
For this reason, you may discover that in some cases canonical meanings have been 
deprecated. Given the diversity of the community, context- based usages, and dynamic 
nature of the conceptual space in a rapidly growing fi eld, it is unlikely that this set of 
defi nitions will meet with unilateral agreement. However, this chapter seeks to repre-
sent the most common views and, in certain cases, multiple views when there are diver-
gent semantic tracks. For brevity of exposition, we do not belabor etymology, but 
instead seek to provide the reader with an accessible point of reference.  

   Glossary 

 Term  Defi nition 
 Collective Action  Human computation in which individual behaviors 

contribute to a collective product that benefi ts all members 
of the collective (see Novak, this volume). 

 Collective 
Intelligence 

 A group’s ability to solve problems and the process by 
which this occurs. 

 Crowdsourcing  The distribution of tasks to a large group of individuals 
via a fl exible open call, in which individuals work at 
their own pace until the task is completed (see Chandler, 
this volume). 

 Distributed 
Cognition/Collective 
Cognition 

 “The use of information technologies to make distributed 
information processing by humans much more powerful, 
focused and effi cient” (see Heylighen, this volume). 

 Distributed 
Intelligence 

 The problem-solving capacity of distributed cognitive 
systems (see Heylighen, this volume). 

 Distributed Problem 
Solving 

 The application of massively distributed cognitive 
systems to solving problems (see Greene and Thomas, 
this volume). 

 Distributed 
Thinking 

 The effective distribution and coordination of informa-
tion processing tasks among human computational 
agents informed by cognitive architecture (see 
Blumberg, this volume). 

 Human 
Computation/
Distributed Human 
Computation 

 1. The design and analysis of multi-agent information 
processing systems in which humans  participate as 
computational elements.
2. The subset of systems theory in which the systems 
are composed of machines and humans connected by 
communications networks. 

 Organismic 
Computing 

 Augmented human collaboration characterized by 
shared sensing, collective reasoning, and coordinated 
action (see Michelucci, this volume). 

Synthesis and Taxonomy of Human Computation



86

 Participatory 
Sensing 

 The human-use of sensor-enhanced devices for spatially 
distributed data collection, enabled by pervasive 
computing (see Lathia, this volume). 

 Social Computing  Information processing that occurs as a consequence of 
human social interaction, usually assumed to occur in an 
online medium. Note: there is some debate in the fi eld 
about how to classify systems in which behavior relies 
upon social knowledge or judgment but does not involve 
social interaction among participants. 

 Social Informatics/
Social Network 
Analysis 

 The use of big data to understand social behavior (see 
Lerman, this volume); in Social Network Analysis the 
“big data” is presumed to originate from behavioral data 
derived from technology- mediated social systems. 

 Superorganism  1. Individual organisms functioning together to support 
the objectives of the collective (see Pavlic and Pratt, this 
volume).
2. “A collection of agents which can act in concert 
to produce phenomena  governed by the collective” 
(Kelly 1994). 

    Conclusion 

 This synthesis of key concepts in human computation is a snapshot. It is expected 
that the usage of these terms and related concepts will evolve with the discipline. 
Thus, this glossary should be revisited and refi ned by the community as necessary to 
best support fl uid communication and broad comprehension across sub-disciplines.   
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        One of the backbones of human society has been fi nding ways to organize human 
labor to achieve desired outcomes. The advent of computing has allowed us to bring 
to bear the ideas and tools of computing to this task, giving rise to what we are now 
calling “human computation.” Unlike mechanical computers, which are suffi ciently 
developed and formalized that we can write down on paper an abstract representa-
tion of an algorithm and have reasonable expectations about its behavior, human 
computation bottoms out at fallible, unpredictable people, and, at least at present, no 
amount of talking or theorizing replaces the need to see what happens when you 
pull people together in some new way in service of some human-computation-based 
effort. We’re still in the early years of human computation, and our growing under-
standing of the fi eld is occurring by people building real systems with real people 
achieving real outcomes. 

 Furthermore, computing has also provided us a lens that reveals in hindsight that 
the earliest examples of human computation predate computing, and gives us the 
language for seeing these efforts in a new, more uniform “human computation” light.

•    Britain’s 1714 Longitude Act established the Longitude Prize, giving a cash 
prize to those advancing the technology of measuring a ship’s longitude while at 
sea (Sobel  1995 ). This early example of the “competition” design pattern of 
human computation, followed by such examples as (Masters and Delbecq  2008 ) 
Sweden’s 1734 prize for a method for stopping the progress of fi res, France’s 
1775 Alkali Prize to produce alkali from sea salt, Napolean’s 1795 prize for pre-
serving food and 1810 prize for a fl ax spinning machine, 1833’s prize from the 
Société d’encouragement pour l’industrie nationale for the invention of large- 
scale commercial hydraulic turbines, 1852’s Guano Prize from the Royal 
Agricultural Society of Britain for a fertilizer as effective as Peruvian guano, and 
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the 1863 prize from the Phelan and Collender billiard ball company for a 
 non- ivory billiard ball anticipated today’s GoldCorp Challenge, Netfl ix 
Challenge, Innocentive, TopCoder, and other examples that bring people together 
to achieve outcomes through competition.  

•   The idea of partitioning a job into appropriately sequenced small pieces and dol-
ing the pieces out to multiple “micro-work” laborers can be found in how Alexis- 
Claude Clairaut, Joseph-Jérôme de Lalande, and Nicole-Reine Lepaute went 
about computing the next arrival of Halley’s Comet in 1757 (Grier  2005 ). Similar 
ideas can be found in Lewis Fry Richardson’s ( 1922 ) proposal for predicting 
weather in “a large hall like a theatre” with tens of thousands of “computers” 
(people) “at work upon the weather of the part of the map where each sits, but 
each computer attends only to one equation or part of an equation” (Richardson 
 1922 ), and whose ideas can be found in the implementation of such a scheme 
beginning in 1938 in the Mathematical Tables Project (Grier  2005 ). These pre-
date and still have lessons for the human computation systems such as Amazon 
Mechanical Turk, which now allow us to write programs that call human labor as 
subroutines in their work (Grier  2011 ).  

•   The “collection” design pattern of human computation harnesses a distributed 
workforce to create the elements out of which some larger desired outcome is 
assembled and is now found in myriad examples of human computation, from 
Amazon reviews to citizen science. Its early origins can be seen in Friedrich W.A. 
Argelander’s 1844 “Appeal to the Friends of Astronomy” for the organized 
observation of variable stars by the world’s amateur astronomers; the 
Smithsonian’s establishment in 1849 of the Meteorological Project that set up a 
network of over 100 volunteer weather observers across the United States ulti-
mately giving rise to the US National Weather Service; the initiation in 1858 by 
the Philological Society of what would become the  Oxford English Dictionary  
whose contents were based on the voluntary contributions of thousands of English 
speakers (Winchester  2004 ); and Wells W. Cooke’s 1881 initiation of a project to 
document the arrival and departure dates of migratory birds across the U.S., ulti-
mately encompassing thousands of volunteers and including a partnership with 
the U.S. Lighthouse Board and the establishment of a reporting network of light-
house keepers across the country. Indeed, one could view the development of 
scientifi c journals—initiated in 1665 with the creation of the French  Journal des 
sçavans  and the English  Philosophical Transactions of the Royal Society —as 
also refl ecting the collection design pattern for human computation.    

 These examples each refl ect a new way of thinking about how people can be 
brought together to achieve desired outcomes, and, importantly, are largely inter-
twined with the technological innovations of their day, but yet they stayed frag-
mented through history until we had the framing of computation to let us see the 
patterns and let them suggest new opportunities for the future. Indeed the following 
section in this volume, called “Techniques and Modalities” (see Greene  2013 ), takes 
this very approach in identifying and describing human computation design patterns 
to enable their reuse. 
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 The vibrant development of human computation over the last few decades has 
continued through the development of fi elded systems that integrally involve peo-
ple, increasing the leverage we can gain by studying and learning from this growing 
body of human computation applications. The goal of the chapters in this “applica-
tions” section of the handbook is to assemble a record of recent human computation 
applications to help further drive our understanding of the fi eld. 

 For example, the widespread access to computing and communications technol-
ogies has created a wave of human computation innovations in service of humani-
tarian aid and disaster response. Patrick Meier starts this section by presenting six 
examples of human computation applications in this area over the period of 2010–
2013. In addition to documenting these wonderful examples of human computation 
in the service of societal good, Meier also considers what we more general lessons 
we can learn from them and identifi es directions for the future that they suggest. 

 A second example arises in the medical sector, where human computation inno-
vations are changing the face of healthcare, often driven by the patients themselves 
bypassing the traditional medical enterprise. Caring for one’s health, particularly in 
the face of life-changing illness, continues to motivate those impacted by illness to 
push the envelope of what technology and network-based social interaction can 
achieve in health and medicine. Wicks and Little present a tour of some of the most 
important human computation innovations taking place in the medical sector. Again, 
importantly, they learn from this history of success to suggest what implications 
these examples may have for the future. 

 A third example occurs as we attempt to get the diverse knowledge of our world 
into computer-based form. Whereas the World Wide Web contains semi-structured 
information largely crafted for human consumption, the goal of the Semantic Web 
is to create a parallel infrastructure that stores information in ways that include 
some sense of the meaning of the information in computer-manipulable form. 
Getting vast amounts of semantically represented information in accurate, online 
form requires massive effort. Simperl, Acosta, and Flöck’s chapter provides a com-
prehensive survey of how people have built a range of human computation systems 
to facilitate various facets of this work. Their chapter shows how different human 
computation design patterns, particularly those of games-with-a-purpose and paid 
micro-labor, have had particular traction in this domain. They also suggest direc-
tions for the future, especially in terms of going beyond the generation of new sys-
tems and instead reusing and coupling the different ideas developed thus far. 

 Three chapters in this section concern “citizen science,” the process of scientifi c 
inquiry that in whole or part includes participants who are not professional scien-
tists and often have far more limited training than professional scientists. Lintott and 
Reed present an overview of human computation in citizen science, especially from 
the perspective of their work on Galaxy Zoo, which has hundreds of thousands of 
participants and contributed new knowledge via dozens of scientifi c publications. 
They furthermore document their insights arising from their generalizing beyond 
Galaxy Zoo in the creation of the Zooniverse platform, which now includes dozens 
of projects in domains ranging from astronomy to zoology, especially so as to be 
able to scale to increasing numbers of people and use worker effort wisely, support 
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open-ended investigation by participants, leverage complementary functionalities 
of machine learning, and ultimately stay in tune with motivations and knowledge of 
the people who participate in such projects. 

 Beal, Morrison, and Villegas complement such consideration of human compu-
tation in citizen science by also considering the learning opportunities that partici-
pation in such projects can provide. They focus on a case study, the Biosphere 2 
Evapotranspiration Experiment, which brings middle and high school students to a 
project studying the loss of water from soil and the leaves of vegetation while also 
providing them with educational experiences in this domain. 

 In a series of related case studies, Lin et al. consider the application of distributed 
human computation to the problem of search and discovery, and in particular, 
toward the use of collective perception to fi nd loosely-defi ned things. In this context 
they discuss fi rst their experiences in the “Expedition: Mongolia” project, in which 
tens of thousands of participants contributed more than two million pieces of infor-
mation to detect archaeological anomalies within massive quantities of high- 
resolution multi-spectral imaging data. They then describe subsequent related 
efforts in disaster assessment and search and rescue. The chapter concludes with 
tantalizing ideas about how to enhance the existing approach by tightly integrating 
human inputs with machine learning methods. 

 The transformative opportunities for computing and communications technolo-
gies have not been lost on those in the creative arts, where numerous innovative 
human computation ideas have been and are being explored. Rettberg’s chapter 
provides an overview of key examples of human computation in electronic literature 
and digital art. Moreover, Rettberg focuses on lessons that appear when human 
computation is viewed from a digital literary perspective, especially in terms of the 
statements they make about the relative roles of and relationship between comput-
ing and people. Rettberg also shows us that the end goal of some of these examples 
of human computation are not be the direct outcome of their organized labor but 
rather they are particularly designed to make a point, to serve as a meta-critique of 
the values that may underlie human computation. 

 As we develop a greater number of human computation systems, gaining a better 
understanding of their relative strengths and weaknesses—across different methods, 
and in comparison to possible automated methods—grows in importance. Harris 
and Srinivasan use the task of query refi nement in information retrieval as a platform 
to study the relative benefi ts of two forms of human computation: micro- labor mar-
kets and games-with-a-purpose. They show that for this task human computation 
beats automation, and that games yield better results than micro-labor markets. 

 This section next presents three papers suggesting directions for future applica-
tions of human computation. First, François Bry presents an approach to credit risk 
rating that turns not only to lenders but also debtors in assessing the risk faced in the 
market. Purvis and Hardas next propose a human computation perspective on inno-
vation, formulating the network of people involved in innovation in a way that cap-
tures many of the social elements that people bring to bear within organized human 
labor. Finally, Brambilla and Fraternali present a human computation perspective to 
integrating social interaction and business process management, where social inter-
actions are treated as extensions to business process models. 
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 The section concludes with Thomsen’s provocative chapter that considers the 
application of human computation to “wicked problems”—tasks that are so diffi cult 
humans can’t determine if a proposed solution will solve the task. His goal is noth-
ing less than to seek the creation of human computation systems that solve problems 
that could not otherwise be previously solved. His chapter discusses the various 
characteristics that will be necessary to build applications capable of tackling 
wicked problems with human computation.    
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           Introduction 

 Disaster-affected communities are increasingly using social media to communicate 
during major disasters. One consequence of this is the rise of Big (Crisis) Data. 
Recent empirical studies reveal that a small but critical-and-growing fraction of 
tweets posted during a disaster contain important information for disaster response. 1  
Finding the proverbial needle in this growing “haystack” of crisis information has 
rapidly become a major challenge for the international humanitarian community. 
Social media use during Hurricane Sandy in 2012 produced a “haystack” of half-a- 
million Instagram photos and 20 million tweets over just a few days. The year 
before, over 300,000 tweets were posted every minute following Japan’s devastat-
ing earthquake and Tsunami. There are at least two ways to manage this volume and 
velocity of data: (1) Artifi cial Intelligence and (2) Artifi cial Artifi cial Intelligence, 
or Human Computation. 2  The purpose of this chapter is to analyze the use of human 
computation for disaster response. 

 The chapter is structured as follows: the fi rst section describes the use of human 
computation in response to six major humanitarian crises: Haiti Earthquake (2010), 
Libya Revolution (2011), Somali Crisis (2011), Hurricane Sandy (2012), Typhoon 
Pablo (2012) and Mali Crisis (2013). The human computation technologies used to 
support these disaster response efforts include CrowdCrafting, CrowdFlower, 
Humanitarian OpenStreetMap’s Tasking Server, MapMill, Tomnod and Ushahidi. 
The groups engaged in deploying and using these technologies include the Standby 

1   See: “Debating the Value of Tweets for Disaster Response (Intelligently),” available online at: 
 http://iRevolution.net/2012/12/17/debating-tweets-disaster . 
2   See TEDx Talk on “Crowdsourcing and Advanced Computing,” available online at:  http://
iRevolution.net/2012/10/21/crowdsourcing-and-advanced-computing . 
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Volunteer Task Force (SBTF), the Humanitarian OpenStreetMap Team (HOT), the 
UN Offi ce for the Coordination of Humanitarian Affairs (UN OCHA), the UN High 
Commissioner for Refugees (UNHCR) and the US Federal Emergency Management 
Agency (FEMA). The second section builds on these case studies to outline what 
the future of human computation for disaster response will look like. This section 
also highlights the use of mobile solutions, gamifi cation and massively multiplayer 
online games to process humanitarian microtasks. The chapter concludes with a call 
to action—namely the launch of Big (Crisis) Data Philanthropy for Humanitarian 
Response in order to grant humanitarian organizations full access to social media 
data during major disasters.  

    Haiti Earthquake 

 Human computation was fi rst used for disaster response following the devastating 
earthquake that struck Port-au-Prince on January 12, 2010. Graduate students at 
The Fletcher School (Tufts University) launched a live crisis map within hours of 
the earthquake to document both the extent of the damage and the disaster-affected 
population’s urgent needs. 3  This information was initially sourced from social 
media such as Twitter and quickly complemented with reports from the mainstream 
media. In order to cope with the extensive live coverage of the disaster, Fletcher 
School students decided to crowdsource the real-time monitoring and processing of 
several hundred online sources. Within days, several hundred volunteers from 
Boston, Montreal, New York, London and Geneva answered the call. Together, they 
manually triaged and geo-referenced over 1,500 reports that were mapped using the 
Ushahidi platform. Ushahidi is a free and open source mapping software. 

 Several days after the earthquake, an SMS short code was set up and integrated 
with the Ushahidi platform. This short code (4636) enabled anyone in Haiti to text 
in his or her location and urgent needs. 4  Information about the short code was dis-
seminated via community radio stations in Haiti and via Haitian Diaspora news 
channels. The team behind the Ushahidi software quickly developed a platform to 
crowdsource the translation of incoming text messages since the vast majority of 
these were written in Haitian Creole. Volunteers from the Haitian Diaspora were 
recruited via social media. Together, they translated some 10,000 text messages dur-
ing the entire search and rescue phase. Two weeks later, the translation efforts were 
relocated to Haiti thanks to a partnership with the microtasking company 
CrowdFlower. This enabled Haitians to earn money for their translation work. 

3   See: “How Crisis Mapping Saved Lives in Haiti,” available online at:  http://newswatch.
nationalgeographic.com/2012/07/02/crisis-mapping-haiti . 
4   See: “Ushahidi and the Unprecedented Role of SMS in Disaster Response,” available online at: 
 http://iRevolution.net/2010/02/20/sms-disaster-response . 
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 These volunteer-based efforts in response to the Haiti Earthquake marked a 
watershed moment for the international humanitarian community and the new fi eld 
of Humanitarian Technology. One fi rst responder, the US Marine Corps, publicly 
stated that the live crisis map enabled them to save hundreds of lives. 5  Craig Fugate, 
the Administrator of the US Federal Emergency Management Agency (FEMA), 
referred to the crisis map as the most comprehensive and up-to-date information 
available to the humanitarian community. 6  As a result of these efforts, the Fletcher 
student who spearheaded the Haiti response proposed the launch of a global volun-
teer community for digital humanitarian response. 7  Together with several col-
leagues, he co-founded the Standby Volunteer Task Force (SBTF) in October 2010. 
Today, the SBTF includes over 1,000 digital volunteers based in over 80 countries 
around the world. Together, this award-winning network of pro-active volunteers 
have managed some of the most important live crisis mapping operations that have 
supported both humanitarian and human rights organizations over the past 3 years. 8   

    Libya Revolution 

 One of the most important SBTF deployments remains the response to the Libya 
Crisis. The United Nations Offi ce for the Coordination of Humanitarian Affairs 
(UN OCHA) offi cially activated the SBTF to request a live, crowdsourced social- 
media crisis map of the escalating situation in the country. 9  The SBTF launched the 
crisis map within an hour of the request. The volunteer network was able to do this 
because they had designed specifi c criteria and workfl ows beforehand to manage 
live crisis mapping requests. For example, the SBTF has specifi c activation criteria 
that must be met by the activating organization. In addition, the SBTF is composed 
of multiple teams each of which is responsible for the human computation of the 
information processing cycle. For example, the Media Monitoring Team is respon-
sible for monitoring both social and mainstream media for the type of information 
requested by the activating organization. The Geo-Location Team is tasked with 
identifying the GPS coordinates for relevant reports identifi ed by the Media 
Monitoring Team. The Mapping Team adds the tagged reports to the crisis map 
while the Analysis Team produces regular trends analyses. 

5   See: “How Crisis Mapping Saved Lives in Haiti,” available online at:  http://newswatch.
nationalgeographic.com/2012/07/02/crisis-mapping-haiti . 
6   See: “How Crisis Mapping Saved Lives in Haiti,” available online at:  http://newswatch.
nationalgeographic.com/2012/07/02/crisis-mapping-haiti . 
7   See: “Standby Crisis Mappers Task Force: Apply Now!” available online at:  http://iRevolution.
net/2010/09/26/crisis-mappers-task-force . 
8   Standby Volunteer Task Force:  http://blog.standbytaskforce.com . 
9   Libya Crisis Map Deployment 2011 Report, available online at:  http://blog.standbytaskforce.
com/libya-crisis-map-report . 
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 Thanks to these pre-designed human computation workfl ows and the use of 
Skype, SBTF volunteers were able to monitor well over 300 online sources and map 
thousands of relevant reports for an entire month, maintaining live coverage of the 
situation throughout. The fact that volunteers are also based in multiple time zones 
also meant that the map was updated around the clock. Because OCHA did not 
initially have any information offi cers on the ground in Libya and could obviously 
not rely on Libyan state media for accurate information, the live social media crisis 
map provided them with critical situational awareness during the early weeks of the 
crisis. Moreover, “OCHA did not have the idle capacity to gather, verify and process 
the enormous amount of available online information.” 10  In an email to SBTV vol-
unteers, OCHA wrote “The dedication and professionalism of the Task Force is 
commendable. Your efforts at tackling a diffi cult problem have defi nitely reduced 
the information overload; sorting through the multitude of signals is no easy task. 
The Task Force has given us an output that is manageable and digestible, which in 
turn contributes to better situational awareness and decision making.” 11   

    Somali Crisis 

 “Having a real-time map complete with satellite photos, of where everyone is at any 
one moment is almost as good as having your own helicopter.” 12  The United Nations 
High Commissioner for Refugees (UNHCR) was in desperate need of such a map 
when the crisis in Somalia began to escalate in October 2011. A massive number of 
people had been displaced to the “Afgooye Corridor” just West of Mogadishu due 
to the worsening famine and Al Shabab’s terrorist activities. While UNHCR had a 
couple estimates for the number of displaced individuals, they needed another way 
to validate these estimates. Getting an accurate fi gure for the number of Internally 
Displaced People (IDPs) is critical for disaster response. However, due to the vola-
tile security situation brought about by Al Shabab, humanitarian organizations 
could not directly access IDPs in order to carry out on-the-ground surveys. 

 Live crisis maps, like helicopters, can provide a “bird’s eye view” of an unfold-
ing situation in real-time. So the SBTF recommended that UNHCR “take to the 
skies” and use satellite imagery to estimate the number of IDPs in the “Afgooye 
Corridor.” The SBTF partnered with the satellite-imagery provider DigitalGlobe 
and Tomnod (c.f. Chapter by Luke Barrington) to microtask the analysis of satellite 

10   See: “The [unexpected] Impact of the Libya Crisis Map and the Standby Volunteer Task Force,” 
available online at:  http://blog.standbytaskforce.com/sbtf-libya-impact . 
11   Libya Crisis Map Deployment 2011 Report, available online at:  http://blog.standbytaskforce.
com/libya-crisis-map-report . 
12   See: “Maps, Activism and Technology: Check-In’s with a Purpose,” available online at:  http://
iRevolution.net/2011/02/05/check-ins-with-a-purpose . 
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imagery of Somalia. Tomnod is a microtasking platform specifi cally designed for 
the tagging satellite imagery. The imagery is sliced up into smaller pictures each of 
which is then displayed to volunteers on the Tomnod platform. Users were asked to 
tag any informal and permanent shelters they could see in each satellite image. 
Within 120 h, volunteers created over a quarter million tags after analyzing close to 
4,000 images. 13  One of the advantages of microtasking platforms like Tomnod is the 
built-in quality control mechanisms that ensure a relatively high quality of output 
data. In the case of the Somalia project, each unique image was viewed by at least 
three different volunteers. Only when there was consensus between three volunteers 
vis-à-vis the type and location of a given shelter was that data point pushed to 
UNHCR. This triangulation mechanism yielded a count of 47,000 shelters in the 
Afgooye Corridor—a fi gure that the UN was able to use to estimate the approximate 
number of IDPs in the area. 

 After the completion if this human computation project for disaster response, the 
Deputy High Commissioner of UNHCR Alex Aleinikoff thanks SBTF volunteers 
via video. 14  The transcript: “[…] I’ve just learned about the wonderful work done by 
the Standby Task Force which has permitted us to count shelters in the Afgooye 
Corridor in Somalia through the volunteer work of folks like you around the world. 
This is such a wonderful project for us it provides enormously important informa-
tion to UNHCR and helps to create a worldwide virtual community involved in 
helping refugees and internally displaced people. So I salute you for your work and 
for the time you have devoted to this project, it’s important to us, it’s important to 
people who have been forced from their homes and who are trying to create a new 
home and a new beginning, thank you.”  

    Hurricane Sandy 

 Hurricane Sandy caused extensive damage along the Northeastern United States in 
October 2012. Within hours of the damage, the US Civil Air Patrol (CAP) fl ew a 
number of aircraft along the coastline to capture very high-resolution aerial imagery 
of the disaster-affected areas. According to a FEMA offi cial working with Air Patrol 
at the time, “CAP imagery is critical to our decision making as they are able to work 
around some of the limitations with satellite imagery so that we can get an area of 
where the worst damage is. Due to the size of this event there is an overwhelming 
amount of imagery coming in, your assistance will be greatly appreciated and truly 
aid in response efforts. Thank you all for your willingness to help.” 

13   See: “Crowdsourcing Satellite Imagery Analysis for UNHCR-Somalia: Latest Results,” available 
online at:  http://iRevolution.net/2011/11/09/crowdsourcing-unhcr-somalia-latest-results . 
14   See: “Thank You Video from UNHCR’s Deputy High Commissioner,” available online at:  http://
blog.standbytaskforce.com/thank-you-video-from-unhcrs-deputy-high-commissioner . 
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 To rapidly analyze the tens thousands of pictures produced by CAP for damage 
assessment purposes, the Humanitarian Open Street Map Team (HOT) team custom-
ized the MapMill platform to microtask the analysis of the imagery. 15  Volunteers 
using MapMill would tag each picture as “OK” (no infrastructure damage), “Not 
OK” (some damage) or “Bad” (signifi cant damage). The result? Nearly 6,000 volun-
teers analyzed over 30,000 images within the fi rst week and provided almost 150,000 
damage assessments in that time. About half of these volunteers produced around 
80,000 assessments in the fi rst 48 h alone. On average, every image was tagged or 
voted on 91 times. The resulting assessments were automatically shared with FEMA 
via their public GeoPlatform. 16  FEMA subsequently launched a service for people to 
type in their address and get the CAP image of their house or building. 

 The HOT network was launched shortly after the remarkable response carried 
out by OpenStreetMap (OSM) volunteers following the devastating Haiti Earthquake 
of 2010. Using aerial and satellite imagery provided by the World Bank, volunteers 
traced the most detailed street map of Port-au-Prince ever created—and they did 
this within a week. Some 700 volunteers made over 1.4 million edits to the map 
during the fi rst 30 days following the earthquake. 17   

    Typhoon Pablo 

 Typhoon Pablo devastated large regions of the Philippines in December 2012. 
Twenty-four hours after the typhoon made landfall, the UN Offi ce for the 
Coordination of Humanitarian Affairs (OCHA) activated the Standby Volunteer 
Task Force (SBTF) to assess the damage. OCHA requested that the multimedia 
assessment be based on Twitter and the resulting analysis provided to the UN within 
12 h. The SBTF partnered with the Qatar Computing Research Institute’s (QCRI) 
Crisis Computing Team to collect over 20,000 tweets related to the Typhoon. 18  
Next, the SBTF used the CrowdFlower microtasking platform previously employed 
in response to the Haiti Earthquake. This time, CrowdFlower workers were paid to 
rapidly identify all tweets that had links to either pictures or video footage. These 
relevant tweets were then uploaded to the free and open source CrowdCrafting 
microtasking platform where SBTF volunteers tagged each image and video if they 
depicted evidence of damage. Volunteers also used CrowdCrafting to microtask the 
geo-tagging of all relevant pictures and video footage. Twelve hours after OCHA’s 
activation, the SBTF provided them with a detailed dataset of some 100 

15   See: “Crowdsourcing the Evaluation of Post-Sandy Building Damage Using Aerial Imagery,” 
available online at:  http://iRevolution.net/2012/11/01/crowdsourcing-sandy-building-damage . 
16   http://fema.maps.arcgis.com . 
17   See: “OpenStreetMap in the First Month After the Haiti Quake,” available online at:  http://www.
maploser.com/2010/09/06/openstreetmap-in-the-fi rst-month-after-the-haiti-quake . 
18   QCRI is a member of the Qatar Foundation:  http://www.qcri.com . 
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georeferenced images and videos depicting the devastation resulting from Typhoon 
Pablo. 19  Note that like Tomnod, both CrowdFlower and CrowdCrafting also have 
built-in quality control mechanisms. 

 The OCHA team in Geneva used this data to create an offi cial UN crisis map of 
the situation, which they immediately shared with their personnel in the Philippines. 
The map was also used by the Government of the Philippines and several other UN 
agencies. This crisis map of the typhoon was the fi rst ever offi cial UN information 
product based entirely on social media content. Following this deployment, QCRI’s 
Crisis Computing Team developed a way to automatically identify tweets that link 
to pictures or videos. The SBTF plans to use this in future deployments to accelerate 
the processing of tweets. This doesn’t mean that paid microtasking work has no role 
to play in digital humanitarian response. Microtasking platforms like Amazon 
Mechanical Turk and CrowdFlower have large, multinational and multi-lingual 
global workforces that will continue to be relevant for disaster-response human 
computation.  

    Mali Crisis 

 In January 2013, the Humanitarian OpenStreetMap Team (HOT) of volunteers 
began to map the transportation infrastructure, buildings and populated areas of 
Northern Mali to produce a basemap for humanitarian organizations monitoring the 
humanitarian crisis in the country. The volunteer network carries out these mapping 
assignments by tracing high (and low) resolution satellite imagery. Having access to 
the resulting map is particularly important for humanitarian logistics—that is, the 
delivery of goods and services to the disaster-affected population. This explains 
why open access to satellite imagery (and indeed other relevant data) is so important 
for disaster response. At the end of January, UN OCHA formally activated the HOT 
network to encourage volunteers to continue their mapping efforts and also expand 
them to include airports, health facilities, schools, water points, land use areas, etc. 20  

 To carry out this work, OpenStreetMap volunteers used their own customized 
microtasking platform. 21  This tool places a grid of cells on top of the area that needs 
to be mapped. The platform can prioritize the microtasking work to focus on certain 
cells if specifi c areas are of particular importance to humanitarian organizations. 
For the Mali deployment, the HOT network traced roads, rivers, buildings, contour 

19   See: “How the UN Used Social Media in Response to Typhoon Pablo (Updated),” available 
online at:  http://blog.standbytaskforce.com/how-the-un-used-social-media-in-response-to-typhoon-
pablo-updated . 
20   See: “Mali Activation,” available online at:  http://hot.openstreetmap.org/updates/2013-02-01_
Mali_Activation . 
21   See: “Open Street Map’s New Micro-Tasking Platform for Satellite Imagery Tracing,” available 
online at:  http://iRevolution.net/2011/09/07/osm-micro-tasking . 
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of residential areas, water wells, health services and other points of interest. 22  At the 
time of writing, over 700,000 points had been added to the OSM database over a 
6-week period. Each mapped object—such as a well or house—is represented by 
one or many points that trace the outline of said object.  

    The Future 

 As William Gibson famously noted, “The future is already here—it’s just not evenly 
distributed.” To get a glimpse of what the future holds for the use of human compu-
tation in disaster response, one should look back 2 years at the launch of 
SyriaTracker. 23  The project combines crowdsourced human intelligence with auto-
mated data mining in order to collect relevant information on the crimes and atroci-
ties committed in Syria. The team behind SyriaTracker (all volunteers) use 
crowdsourcing to collect on the ground eyewitness accounts via email and Twitter. 
In addition, they repurposed Harvard University’s HealthMap, which used data 
mining for rapid digital disease detection. SyriaTracker customized the platform to 
automatically monitor human rights violations in Syria by mining over 20,000 
English-based sources of news that regularly cover the crisis. The team cross- 
references and triangulates the crowdsourced reports with the data mining results in 
an attempt to further verify the accuracy of the collected information. The US 
Agency for International Aid (USAID), the Offi ce of US Foreign Disaster Assistance 
(OFDA) and several other agencies are making direct use of the SyriaTracker data 
in their own offi cial crisis maps of Syria. 24  

 SyriaTracker is the longest running crisis map ever. Why? Because the project is 
powered by human computation  and  data mining. Keeping this map up to date using 
volunteer-based human computation alone would be a Herculean task. Recall the 
“haystack” of half-a-million Instagram photos and 20 million tweets posted during 
Hurricane Sandy. Microtasking is no match for this volume and velocity of Big 
Crisis Data. Advanced computing techniques such as Artifi cial Intelligence and 
Machine Learning are needed to build hybrid approaches that combine the power 
of the crowd with the speed and scalability of automated algorithms. 25  QCRI is 
developing just such a system, a Twitter Dashboard for Disaster Response. 26  

22   See:  http://tasks.hotosm.org/#all/Mali . 
23   See: “Crisis Mapping Syria: Automated Data Mining and Crowdsourced Human Intelligence,” 
available online at:  http://iRevolution.net/2012/03/25/crisis-mapping-syria . 
24   See: “Why USAID’s Crisis Map of Syria is So Unique,” available online at:  http://irevolution.
net/2012/11/27/usaid-crisis-map-syria . 
25   See TEDx Talk on “Crowdsourcing and Advanced Computing,” available online at:  http://
iRevolution.net/2012/10/21/crowdsourcing-and-advanced-computing . 
26   See: “Update: Twitter Dashboard for Disaster Response,” available online at:  http://iRevolution.
net/2013/02/11/update-twitter-dashboard . 
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The platform enables users such as professional humanitarians to create their own 
automated classifi er on the fl y. A classifi er is an algorithm that automatically classi-
fi es information. For example, if an earthquake were to strike Indonesia, OCHA 
could create a classifi er to automatically detect tweets referring to infrastructure 
damage. Of course, the algorithm will not accurately tag all tweets, but the use of 
machine learning will ensure that the classifi er improves over time, i.e., learns from 
its mistakes thanks to human supervision. To create these classifi ers on the fl y 
requires the use of microtasking—hence the importance a hybrid approach for 
disaster response. 

 The human computation component for disaster response still requires consider-
able improvement, however. Microtasking needs to become “Smart Microtasking,” 
which means a system that adapts to the skill set of its users. For example, a user 
that is particularly adept at geo-tagging should be assigned such tasks whereas a 
user that is more effi cient at the categorization of messages as health, shelter, food, 
etc., should be given those tasks. These “Smart Microtasking” solutions also need 
to have mobile solutions—that is, they must be easily accessible via smart phone 
app. In terms of interface, whether web-based or mobile-based, the microtasking 
platforms used for disaster response have thus far been devoid of any gamifi cation 
features. This stands in stark contrast to other microtasking projects in the area of 
citizen science. Zooniverse, for example, has mastered the development of gamifi ed 
microtasking platforms, which explains why they have hundreds of thousands of 
users (See Chapter by Chris Lintott). But Zooniverse’s expertise and  savoir faire  
has yet to crossover into the humanitarian space. 

 Lastly, there is huge untapped potential in leveraging the “cognitive surplus” 
available in massively multiplayer online games to process humanitarian microtasks 
during disasters. 27  The online game “League of Legends,” for example, has 32 mil-
lion players every month and three million on any given day. 28  Over 1  billion  hours 
are spent playing League of Legends every month. Riot Games, the company behind 
League of Legends is even paying salaries to select League of Legend players. Now 
imagine if users of the game were given the option of completing microtasks in 
order to acquire additional virtual currency, which can buy better weapons, armor, 
etc. Imagine further if users were required to complete a microtask in order to pass 
to the next level of the game. Hundreds of  millions  of humanitarian microtasks 
could be embedded in massively multiplayer online games and instantaneously 
completed. Maybe the day will come when kids whose parents tell them to get off 
their computer game and do their homework will turn around and say: “Not now, 
Dad! I’m microtasking crisis information to help save lives in Haiti!”  

27   See: “Using Massive Multiplayer Games to Turksource Crisis Information,” available online at: 
 http://iRevolution.net/2010/03/24/games-to-turksource . 
28   See: “League of Legends Bigger Than Wow, More Daily Players Than Call of Duty,” available 
online at:  http://www.forbes.com/sites/jasonevangelho/2012/10/12/league-of-legends-bigger-than-wow-
more-daily-players-than-call-of-duty . 
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    Conclusion 

 Human computation has already played an invaluable role in disaster response. The 
future, however, belongs to hybrid methodologies that combine human computation 
with advanced computing. The success of these next-generation humanitarian tech-
nologies depends on a number of critical factors. The fi rst is the availability of the 
data. Twitter’s Terms of Service (ToS) restricts the number of downloadable tweets 
per day to a few thousand. Compare this with the 20 million tweets posted during 
Hurricane Sandy. Accessing the full Twitter Firehose of ~450 million daily tweets 
is prohibitively expensive. A possible solution? Big (Crisis) Data Philanthropy for 
Disaster Response. 29  Data philanthropy involves companies sharing proprietary 
datasets for social good. Call it Corporate Social Responsibility (CRS) for digital 
humanitarian response. Companies in this Data Philanthropy club would benefi t 
from the publicity of supporting these positive and highly visible efforts. More 
importantly, their support would help to save lives. All that is needed is an agreed 
set of protocols that would provide humanitarian organizations with temporary 
emergency access to Big Crisis Data. The time to act is now. Both UN Secretary 
General Ban Ki Moon and UN Under-Secretary General for Humanitarian Affairs 
Valerie Amos have demonstrated the political will to have the humanitarian industry 
join the digital age. What we need now is the corporate will from Twitter and com-
panies others to help save lives during the next major humanitarian disaster.    

29   See: “Big Data Philanthropy for Humanitarian Response,” available online at:  http://iRevolution.
net/2012/06/04/big-data-philanthropy-for-humanitarian-response . 
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          Introduction 

 Until recently, medical data was hand-written, inconsistently recorded, diffi cult to 
exchange between medical systems, and inaccessible to the patients it was written 
about. With the advent of electronic health records, disease registries, and patient 
portals, this state of affairs is changing rapidly. The  nature  of medical data collected 
is changing too, from a trained professional’s observations of signs and symptoms 
to more objective measurement such as blood tests, genomic scans, imaging data, or 
even sensor data from medical devices. Patient self-report is also taking an increas-
ingly prominent role as regulators and payers grant increasing authority to the 
experience of the patient (Basch et al.  2012 ). 

 The fact that data is held  about  a person is hardly new; governments, banks, 
insurers, and retailers have been collecting civic, fi nancial, and behavioural data 
about us for a long time. But medical data has some unique attributes: of extreme 
local importance, it’s considered highly private (often stigmatizing), can have high 
fi nancial value, and when inaccurate has severe consequences. 

      The Virtuous Circle of the Quantifi ed Self: 
A Human Computational Approach 
to Improved Health Outcomes 

                Paul     Wicks       and     Max     Little     

        P.   Wicks ,  Ph.D.     (*) 
     PatientsLikeMe ,     Lichfi eld, UK
e-mail: pwicks@patientslikeme.com     

    M.   Little ,  Ph.D.     
     Aston University, Aston, UK         

  “What I’ve found to be most amazing about these forums thus 
far is the ability of patients to identify common side effects, 
formulate solutions, test them, and confi rm their general 
effi cacy all in a matter of days, when it would take researchers 
weeks or even months to generate the same knowledge.”—
Patient with ALS discussing potential treatments on the forum of 
the ALS Therapy Development Institute (ALSTDI,    www.als.net     )  
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 In the past decade, what was once a collection of dry, static observations silo’d 
away in a fi ling cabinet are now dynamic, interactive and fl uid data that are percep-
tible, correctable, and infl uential on the behavior of the data’s subject: the patient. 
That’s because the real revolution of digital health data is that patients increasingly 
have the potential to see, generate, share, interpret, and alter their own data—
“ Nothing about me without me ”. Through technology and crowd sourcing, patients 
will increasingly gain the power to analyse data about themselves too, with the aim 
of creating value not only for themselves but also other patients like them. The tan-
talizing promise is not just that the cure to their disease may lie in their data but that 
they themselves might be the ones that discover it. In a world of crowd sourced 
medical computation, who cures cancer? We all do.  

    Patients Go Online 

 People with serious illnesses have been using the Internet to connect for a long time. 
Howard Rheingold documents an experience from 1986 when his young daughter 
was bitten by a tick that they weren’t sure how to remove. It was late at night, and 
while his wife left a message at the pediatrician’s he was able to log in to virtual 
community the “The WELL” and get the medical advice he needed before the pedia-
trician’s offi ce had even returned his wife’s phone call (Rheingold  1993 ). One of the 
fi rst online communities, the WELL was created by “Whole Earth Catalog” (WEC) 
founder Stewart Brand a year earlier and brought a technological platform to the 
1960s counter-cultural tendencies originally nurtured by that group, such as distrust 
of authority, emphasis on do-it-yourself “tools”, and the sharing of information. 

 As access to the Internet widened in the 1990s, increasing numbers of patients 
diagnosed with serious conditions (and their caregivers) took to the Internet to learn 
about their disease, connect with other patients, and share their experiences (Lester 
et al.  2004 ). Discussion groups with similar ground rules to The WELL fl ourished 
on pre-Web systems such as USENET, Compuserve and even email list-servs that 
allowed patients to organize under the banners of their diagnoses. Such patient 
groups typically preceded the adoption of the Internet by the “offi cial” disease non- 
profi ts or health professionals by many years. In 1993, one group of researchers at 
Massachusetts General Hospital (MGH) surveyed the fragmented nature of the 
online fi eld and attempted to address this divide by building a safe, moderated envi-
ronment for people with neurological disorders to meet and communicate. The 
website’s name was “BrainTalk” and it became an online home to tens of thousands 
of patients, a model for smaller disease-specifi c communities, and one of the fi rst 
communities about which papers were written in the peer-reviewed scientifi c litera-
ture (Lester et al.  2004 ). 

 The technology of the day permitted systems like BrainTalk to operate as “bul-
letin boards” or “forums”, less technically sophisticated than the social networks of 
today, but with rich narrative content and a strong sense of community. A member 
could register with an email address, pick a username to anonymise themselves, and 
enter key demographics such as age, sex, location, and diagnoses. Forum tools 
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allowed patients to post new conversation “threads” and reply to these asynchro-
nously at any time, but the fora were generally open to non-registered readers too, 
known as “lurkers”. 

 In parallel to these neurologically focused message boards, caregiver activist 
Gilles Frydman founded the Association of Online Cancer Resources (ACOR) in 
1995 for patients diagnosed with cancer. By creating over 200 support groups for 
patients with each of the specifi c subtypes of cancer and using the ubiquitous medium 
of email, ACOR has gone on to serve over 600,000 patients and caregivers. 

 Throughout the 1990s ACOR and other online health boards rapidly gained an 
international following, with topics on BrainTalk ranging from getting a diagnosis, 
how to communicate with healthcare professionals, tips to cope better with disease, 
and even alternative medicines (Lester et al.  2004 ). Anonymity was prevalent, which 
served to protect patients from identifi cation but also made it diffi cult to verify who 
you were actually talking to. Healthcare professionals often lurked silently on com-
munities like ACOR or BrainTalk, but for reasons of professional liability rarely 
chose to participate in discussions. Patients however, held no such reservations and 
shared crucial treatment tips with one another. For instance members of the epilepsy 
community on BrainTalk shared tips on clever ways to “hack” their daily doses of 
medication to be used to interrupt an ongoing seizure by grinding them up and 
administering the solution as a liquid to halt the ongoing damage of a severe seizure. 
Belatedly, professional bodies such as the American Medical Association (AMA) 
have recently produced “social media policies” that lay out the ground rules for how 
medical professionals could (if they desire) become a real part of such communities, 
(Policy  2011 ) but unfortunately the 20 year latency has not helped to foster online 
links between clinicians and patients. Left to their own devices, patients have taken 
up greater responsibility for their own care and that of their fellows.

  When I talk to my doctor, I hear myself asking questions that my online ‘family’ needs to 
know. It’s as if all these other people—the members of my group—are asking questions 
through me. And whatever answers I hear from my doctor, I know I’ll share with them on 
line. — Anonymous BrainTalk patient (Lester et al.  2004 ) 

   Early research literature focusing on the Internet was particularly concerned with 
the potential for poor and misleading information gathered online. However, thor-
ough quantitative assessments from the BrainTalk group showed the actual level of 
misinformation was low: less than 6 % of forum posts on an open forum (Hoch et al. 
 1999 ). Others proposed theoretical harms that could result too, such as misunder-
standing caused by the limited nonverbal cues available to participants, excessive 
dependence on a support group, emotional distress caused by reading “triggering” 
materials, breach of confi dentiality, premature intimacy, excessive emotional inten-
sity, and potentially unsafe relationships (Waldron et al.  2000 ). By contrast, 
Eysenbach suggested that researchers’ focus on negative aspects of online commu-
nities and discussion of  potential  rather than  recorded  harms risked obscuring the 
potential benefi ts of such tools (Eysenbach  2003 ), and it is worth noting that all the 
potential harms noted above are just as feasible in an offl ine support group. From 
the perspective of BrainTalk patients for instance, few patients felt that inaccurate 
information affected them and the forums met an unmet need caused by the inability 
of health-care providers to answer questions or provide relevant information 
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(Hoch and Ferguson  2005 ). Relative to the commonplace harms visited upon 
patients in a hospital setting, for instance, the number of recorded cases of serious 
harm arising from patients using the Internet have been low (Crocco et al.  2002 ), 
though some subgroups such as those with mood disorders (Bessière et al.  2010 ) or 
eating disorders might be particularly vulnerable (Rouleau and von Ranson  2011 ). 

 While much of the progress in online communities appeared to have passed 
unnoticed by much of the medical profession during this period, a small cadre of 
clinicians, researchers, and activists calling themselves the “e-patient scholars” 
sought to redress the balance. In what became a manifesto, BrainTalk’s director 
(and former medical editor of the Whole Earth Catalog) Dr. Tom Ferguson described 
an “e-patient” as one who is not just “electronic” but also equipped, enabled, 
empowered, and engaged in their own health care (Ferguson  2007 ). In a white paper 
completed posthumously after Dr. Ferguson lost his battle with multiple myeloma, 
the e-patient scholars laid out their anthropology of “citizens with health concerns 
who use the Internet as a health resource, studying up on their own disease… fi nd-
ing better treatment centers and insisting on better care, providing other patients 
with invaluable medical assistance and support, and increasingly serving as impor-
tant collaborators and advisors for their clinicians.”(Ferguson  2007 ) 

 In their white paper, Ferguson and his team lay out a number of startling anec-
dotes where patients interacting over the web were able to diagnose rare disease, 
avoid iatrogenic harms from the medical establishment, and support one another to 
plug gaps in the medical system (Ferguson  2007 ). While on an individual basis 
these stories were important, a constant refrain echoed from the traditional medical 
establishment: “The plural of anecdote is not data”.  

    Patient Communities for Conducting Research: 
Early Opportunities and Limitations 

 From a human computation perspective this represented the greatest limitation of 
such systems at the time; forum posts were just stories—incomputable, subject to 
bias, dramatic license, or even outright confabulation. For the newly diagnosed 
patient (or “newbie”), entering such communities could be an overwhelming expe-
rience, with each forum having its own myriad social ties and histories, and each 
individual member having a rich offl ine history, only some of which was refl ected 
online and could be hard to wade through. For instance an experienced forum mem-
ber on BrainTalk might have tens of thousands of forum posts, and coming to under-
stand where they were coming from on a given issue might require hours of reading. 
Therefore as they grew in scale, understanding narrative text risked becoming an 
inherently un-scalable proposition. 

 From the early online researcher’s perspective, in the absence of modern tech-
niques such as natural language processing, much of the existing textual informa-
tion archived was unusable by researchers due to its sheer volume. Furthermore the 
unique nature of online interactions with its slang, emoticons, and hyperlinks didn’t 
lend itself to existing forms of discourse analysis, never mind the ethical issues of 
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conducting research as a “lurker”. However two types of researchers that embraced 
online methods were able to quickly collect data in a scientifi cally rigorous frame-
work; qualitative health services researchers and survey researchers. 

 For instance, in 2006 qualitative content analysis of over 5,200 email messages 
in ten ACOR lists was used to identifi ed key themes and outcomes related to partici-
pation in the system (Michael Bowling et al.  2006 ). Like Ferguson’s analysis of 
Braintalk and other sites, users of ACOR offered one another information about 
treatments, provided emotional support, advised one another on interacting with 
medical professionals, and offered many strategies for active coping (Meier et al. 
 2007 ). In 2005, oncology researchers created an online structured survey of fatigue 
and quality of life for patients with cancer of the bone marrow and were able to 
rapidly recruit a sample of over a thousand individuals through the ACOR mailing 
lists to validate their instrument (Mesa et al.  2007 ). This became a highly cited 
paper in the fi eld including references in clinical trial designs and the development 
of new patient reported outcomes. Challenges from that era remain relevant today, 
however, such as the diffi culty of calculating an accurate response rate and thereby 
accounting for response bias (Michael Bowling et al.  2006 ). 

 Although early days, credible scientifi c researchers were now successfully 
applying formal methods to extract useful data from content that had been previ-
ously construed as “purely anecdotal” or the purview of “internet users with too 
much time on their hands”. To really take off as a research tool, however, the early 
online patient communities would have to fi nd a way to maintain the benefi t of tex-
tual narrative, strong relationships, emoticons, and hyperlinks, but also to support 
these with the objective data with which researcher were more familiar. Websites 
that patients found useful lacked credibility to researchers because they relied on 
“anecdote” or unsystematic clinical observations, which sit at the bottom of the 
pyramid of medical evidence for treatment decision making (Guyatt et al.  2000 ). In 
the layers above this are physiologic studies, observational studies (and systematic 
reviews thereof), randomized controlled trial (and systematic reviews thereof), and 
at the top of the pyramid the “N of 1 randomized trial” (Gabler et al.  2011 ). In order 
to climb the pyramid, online communities would take advantage of two converging 
technological trends: increased patient access to electronic medical records (EMRs), 
and the burgeoning availability of collaborative “Web 2.0” technologies that 
upgraded the level of measurement accessible to patients.  

    From Sharing Anecdotes to Controlling Their Data 

   Gimme my damn data; it’s all about me so it’s mine—E-Patient Dave 

   The traditional doctor’s offi ce visit involves the creation of structured data (the 
medical notes) from unstructured anecdote (the medical history). Historically, med-
ical notes have served as an  aide memoire  for clinicians and a means of record keep-
ing and communication with colleagues, but were never intended to be read by 
patients. The advent of electronic medical records (EMRs) means that barriers for 
patients to access them are lowering rapidly. Systems such as “My Health e Vet” 

The Virtuous Circle of the Quantifi ed Self…



110

within the Veteran’s Administration (VA) have shown that most patients (84 %) fi nd 
accessing their records useful, and about half felt it improved their communication 
with their healthcare provider (Nazi et al.  2013 ). While patients have been enthusi-
astic, physicians have shown less support and focused more on the potential for 
problems such as increasing their workload or changing how they would document 
things in the record (Ross et al.  2005 ). Within the United States, resistance is likely 
to be overcome to some extent by the Health Information Technology for Economic 
and Clinical Health (HITECH) act of 2009, which offers fi nancial incentives to 
physicians that offer “meaningful” use of EMRs to their patients (Jha  2010 ). Such 
incentives may be needed to conquer institutional inertia; within the VA pilot, only 
6 % of doctors had told their patients about the system (Nazi et al.  2013 ), and so 
widespread adoption will require continuous encouragement. 

 Some early patient adopters found individual benefi ts from their EMRs (with 
data managed by health providers) or personal health records (PHRs, with data con-
trolled by patients, sometimes using imported health provider data). For example the 
now famous case of “E-patient Dave” started when cancer patient Dave deBronkart 
downloaded all of his medical records into the now defunct “Google Health”. What 
he found was disturbing: incorrect dates, missing diagnoses, misdiagnoses, and 
most disturbingly of all, no mention of his allergy to steroids (deBronkart  2009 ). 
When it comes to research, scientists might do well to heed E-patient Dave’s words 
of warning, but also his call to arms at TEDx Maastrict:  “Let patients help”.   

    Patient, Know Thyself 

 In medical measurement, the ability of  objective  tools and measures to circumvent 
biases of human perception makes them preferred data sources wherever possible. 
However they require trained professionals with sophisticated equipment, and 
despite medical advances many conditions lack objective measures. In such cases, 
 subjective  measures may be applicable, though they are inevitably less reliable, 
repeatable, or sensitive. 

 A typical subjective clinician-lead tool is the clinical symptom assessment, which 
manifests as an interview between doctor and patient. For a wide range of illnesses, 
standardized measurement scales have been devised, often with accompanying 
training to ensure a level of consistency across clinical staff. Such measurements are 
the mainstay of many clinical approaches to studying and managing serious, chronic 
or progressive illnesses. The biggest limitations of clinical symptom reporting are 
that they are resource intensive (relying on expensive staff) and cannot be done fre-
quently enough: typically, that means once or only a few times each year. 

 Another source of subjective data derives from the patient’s perspective, unguided 
by a clinician such as a symptom diary or a patient-reported outcome questionnaire. 
Symptom diaries might be prescribed by clinicians managing a chronic asthma 
patient, for example, as a tool to tease out particularly complex interactions between 
environment, behaviour and disorder, which occur primarily outside of the care 
environment. Individually, symptom diaries may allow individuals to pinpoint 
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behaviours or circumstances that precipitate worsening symptoms and at a group 
level became increasingly recognized as potentially valuable in clinical trials 
(Santanello et al.  1997 ). One signifi cant limitation of these tools (particularly when 
completed on paper) is the “parking lot effect” which fi nds less diligent patients 
scrambling to complete their assigned homework in the minutes just before their 
next clinic visit (Stone et al.  2003 ). 

 Keeping with the topic of patient-reported measures, self-report questionnaires 
have historically been common in psychiatry, where a patient’s own thoughts are the 
most reliable predictor of outcomes. Measures such as the Beck Depression Inventory 
(Beck et al.  1961 ), developed in the 1960s differed from earlier psychiatry models in 
that they took the patient’s direct experience (and even the terminology they used for 
symptoms) and quantifi ed them through simple scoring systems that mapped to theo-
retical models of disease (such as anhedonia, negative self cognitions, and somatic 
symptoms in the case of depression). Outside of psychiatry, self- report gained increas-
ing prominence in the late 1980s as measures of “health-related quality of life” was 
increasingly recognized as an important adjunct to objective measures (Tarlov and 
Trust  1989 ) in conditions like human immunodefi ciency virus (HIV) or cancer. 

 More recently a broader range of generic and disease-specifi c questionnaires 
have been developed, called “patient reported outcomes” (PROs), which have raised 
to a standard of reliability where appropriately developed (Food US. Drug 
Administration  2009 ) self-report questionnaires are increasingly used as endpoints 
in trials (Basch  2012 ), and indeed these tools have come to form a core feature of 
the next generation of online tools for medical human computation. Crucially, they 
provide patients themselves with access to the same standard of measurement as has 
traditionally been available only to medical professionals. This wider distribution of 
self-made and shareable tools would have been welcomed by the founders of the 
Whole Earth Catalog and has recently formed the basis for a more disruptive 
approach to computing outcomes in medicine: fi nally, we can let patients help.  

    Medicine 2.0 

 The Internet loves a buzzword, and in 2004 the term “Web 2.0” was coined to 
describe the plethora of Internet sites that allowed users (rather than central 
authorities) to collaborate and contribute dynamic (rather than static) user-gener-
ated content in entertainment (e.g. YouTube), photography (e.g. Flickr), knowl-
edge (e.g. Wikipedia), and even friendship (E.g. Facebook) (Van De Belt et al. 
 2010 ). “Medicine 2.0” (or “Health 2.0”) refers to the use of these Web 2.0 
technologies (and philosophies) to increase patient participation and empower-
ment through the use of new information and communications technologies 
(with or without professional involvement), using social networking to develop a 
new type of health care collaboratively through more effective use of medical data 
(Van De Belt et al.  2010 ). 

 One community that exemplifi es this movement is the website PatientsLikeMe. 
The company was founded in 2004 by brothers Ben and Jamie Heywood to help 
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fi nd creative solutions for their brother Stephen Heywood, who was diagnosed with 
amyotrophic lateral sclerosis (ALS) aged just 29. A family of MIT graduates, they 
partnered with their friend Jeff Cole to create a site that took the scientifi c rigor of a 
clinical trial and matched it with the personal connectivity of an online dating site. 
Based near their  alma mater  in Cambridge Massachusetts and opened in 2006, the 
online ALS community had features of the older online communities like Braintalk 
such as a forum, but focused on structured, rather than unstructured data. ALS 
patients could enter their own PRO, the ALS Functional Rating Scale (Revised) 
(Cedarbaum et al.  1999 ), which was widely used in clinical trial research but not 
normally available to patients. Not only did they make it available but they helped 
patients to graph their displays visually over time, with the declining slope of their 
ALSFRS-R score profi led against the relative rates of decline of every other patient 
“like them” in the system (see Fig.  1 ). In addition, every member who completed 
this PRO was given a virtual avatar to represent them, known as the “stickman”, 
which boiled down the technical questions of the ALSFRS-R into an easily 

  Fig. 1    Patient profi le of the inspiration for PatientsLikeMe, Stephen Heywood       
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understood set of iconography colour coded from green (an unaffected body region) 
to red (severe disability). Therefore a patient with severe problems speaking and 
swallowing (red head on their stickman) but who was still able to walk, breathe, and 
self-care (green legs, chest, and arms) would be able to quickly scan through the list 
of other patients and so quickly fi nd a “patient like me”.

       Virtuous Circle 

 By using these newly acquired PRO tools to upgrade their level of data collection 
from anecdotal to observational, patients set a new benchmark in elevating their 
discourse to become closer to that of traditional health researchers. Learning more 
about themselves through PROs and visualization tools yielded benefi ts too, illus-
trated as a “virtuous circle” in Fig.  2 . This diagram outlines the ways in which 
patients on PatientsLikeMe can not only track their progress with medical data, but 
use this data to connect with other patients who are most like them; they don’t just 
have to listen to whoever is chattiest in the forum or logged on most recently, they 
could search for another ALS patients who was young at their age of onset, who 
lives in Massachusetts, or who had tried baclofen for stiffness. Tools which were 
unavailable even in the most advanced ALS clinic in the world were now in the 
hands of patients to collect their own data, form their own hypotheses, and  eventually, 
develop their own research.

  Fig. 2    The “virtuous cycle” of shared human computation underlying PatientsLikeMe       
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   Even without the desire to personally conduct their own human computation 
work, the site encouraged the interplay between the provision of social support in 
creating machine-readable data, and encouraged members to donate this data 
towards aggregated reports which allow members to see themselves in the context 
of, say, everyone else taking the same drug as them along with the side effects and 
dosage range (Fig.  3 ) or experiencing the same symptom including the severity and 
treatment options (Fig.  4 ).

    Preliminary evidence for the virtuous cycle comes from two self-reported sur-
veys in the peer-reviewed literature. The fi rst was conducted in six communities 

  Fig. 3    Treatment report for the drug Riluzole® consisting of aggregated self-report data from 
individual ALS patients. Note that recommended dosage of Riluzole is 50 mg twice daily; this “real 
world” data shows outliers (300 mg) but also a low rate of erroneous entries (e.g. 1 mg daily)       
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(ALS, MS, Parkinson’s disease, HIV, fi bromyalgia, and mood disorders), and iden-
tifi ed a number of perceived benefi ts to those engaged in the circle (Wicks et al. 
 2010 ). More than half of patients responding (57 %) found PatientsLikeMe to be 
helpful for understanding the side effects of treatments—in part because rather than 
the fl at list of alphabetically listed side effects identifi ed in trials that are reported in 
the prescribing information, the data available to patients comes from other patients 
like them, fi ltered through their unique experience but aggregated through visual-
ization (Fig.  3 ). Most patients (72 %) reported value in using the system to learn 
about symptoms they experienced (Fig.  4 )—by allowing patients not only to 

  Fig. 4    Symptom report for stiffness and spasticity among ALS patients including perceived sever-
ity, recommended treatments, individual reports, and relevant forum-based discussions       
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longitudinally track their own symptoms but also to use powerful search tools to 
help fi nd and connect to other patients with similar experiences in order to learn 
from them. Perhaps most encouraging of all, a substantial minority (42 %) reported 
being more involved in their treatment decisions as a result of their use of the system 
and most patients (66 %) reported their healthcare professional team were support-
ive of their use of PatientsLikeMe. 

 One question arising from this study was the degree to which these benefi ts were 
only really accruing to those who engaged more deeply in the system, and therefore 
the cycle. A second study was created to replicate the original study in a newer com-
munity, epilepsy, and to build in an additional hypothesis to test whether the degree 
of social involvement was relevant. Within the epilepsy community a number of 
similar benefi ts were reported in terms of observations about treatments, symptoms, 
and management of their condition, as well as some intriguing condition-specifi c 
benefi ts which have triggered further study; 30 % of users felt they got better care 
as a result of using PatientsLikeMe, 27 % improved their medication compliance, 
27 % reported reduced treatment side effects, 18 % felt they needed fewer ER visits, 
and 17 % reported that specifi cally from interacting with the site they had sought 
out an epilepsy specialist (Wicks et al.  2012 ). The epilepsy study also shed further 
light on the role of peer interaction in use of the site. In constructing a score of 
potential benefi ts experienced by epilepsy users, ranging from 0 to 20, the most 
predictive variable (even accounting for number of logins) was the number of social 
ties that a given patient had with other patients on the website (Fig.  5 ). Importantly 

  Fig. 5    “Dose effect curve for friendship”—Benefi ts experienced from using PatientsLikeMe 
(y-axis) against number of “connections” with other members in the community (x-axis) 
(Reproduced with permission from Wicks et al.  2012 )       
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then, it is not just the presence of data-tracking tools or even aggregated reports that 
was key in providing energy to the virtuous circle—it was interaction and engage-
ment with other human actors who could interpret, contextualize, and help to syn-
thesize diverse sets of data to address specifi c challenges. The authors referred to 
this fi nding as “a dose-effect curve for friendship”. This fi nding is current being 
explored further in a more formal setting in collaboration with the Epilepsy Centers 
of Excellence (ECOE) of the VA.

       Accelerating Research Through Human Medical Data 
Sharing 

 Since the site’s early days, the PatientsLikeMe team included a number of scientists 
who worked alone and in harmony with external collaborators to begin climbing the 
pyramid of scientifi c credibility that could be achieved on the platform. An early 
study drew upon the experience of forum members experiencing a highly unusual 
symptom; uncontrolled outbursts of yawning—dozens, even hundreds of times per 
day, which in patients with a weakened jaw muscle due to the atrophy of ALS could 
become painfully dislocated. In response, the PatientsLikeMe team added a symp-
tom “excessive yawning” to their standard battery of items and within a matter of 
weeks gathered data from 539 ALS patients and published the results, their fi rst 
scientifi c output in a peer-reviewed article (Wicks  2007 ). By contrast, in prior studies 
using paper-and-pencil based methods it had taken a year’s solid recruitment efforts 
just to recruit 104 patients from the largest ALS center in Europe (Wicks et al.  2007 ). 

 While “building a better mousetrap” for observational research was somewhat 
gratifying, the unique nature of online communities to enable human computation 
would help the team not only climb the credibility pyramid, but bring new entrants 
to participate. Cathy Wolf is a quadriplegic psychologist, writer, and poet who has 
lived with ALS for 17 years, and is only able to communicate via advanced tech-
nologies such as muscle sensors, eye gaze trackers, and even brain-computer inter-
faces. One day, as she used PatientsLikeMe to measure her decline in function on 
the ALSFRS-R scale, she scored a zero and realized that as far as researchers were 
concerned, she’d “bottomed out” of the scale. In response she wrote  “I have NOT 
bottomed out! If (researchers) can’t think of objective measurements for PALS on 
the ventilator, let me educate him/her.”  For instance, on the “communication” part 
of the scale, once a patient lost their ability to speak or write, they scored a zero. 
But as Cathy herself said  “there is a range of communication… Some talk, some 
use a physical keyboard, some use an onscreen pointing keyboard, some use mul-
tiple switch scanning, some single switch scanning. These are related to motor 
ability.”  It became clear quickly that digital technology was allowing patients to 
have new experiences of disease that had never been measured before. And so, with 
Cathy as a co-author, PatientsLikeMe conducted the fi rst study to survey patients 
who’d “bottomed out” of the traditional research scale to fi nd out what they could 
still do. In all, they gathered data from 326 patients, many of whom were too sick 
to make the journey to hospital for traditional research visits, and together the team 
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published a study that developed three new “extension” items called the 
ALSFRS-EX (Extension) which covered the remaining ability of patients to com-
municate emotion in their facial expressions; to manipulate switches with their 
fi ngers, and to move around inside their own homes even when they couldn’t walk 
outside (Wicks et al.  2009 ). In this way, the participation of citizen scientists 
enabled by an online platform allowed patients to be “participants” in research in 
the truest sense of the word. 

 In 2013, PatientsLikeMe was awarded a grant by the Robert Wood Johnson 
Foundation which will permit the development of an “Open Research Exchange” to 
allow developers of new PROs to prototype their questionnaires on PatientsLikeMe 
to more rapidly validate them with patient input. It is hoped that by accelerating the 
developing of PROs, patients with more conditions will be able to realize the same 
benefi ts as the ALS community has found in having a PRO they can control that is 
taken seriously by the wider medical community.  

    From Phenotype to Genotype 

 Around the time PatientsLikeMe was making strides in the phenotypic world of 
human computation, on the other coast of the United States in Mountain View 
California, 23andMe was doing the same for the genomic world. Founded in 2006 
the company sold genetic tests normally only available to clinicians and researchers 
direct to the consumer (“DTC Genetics”) in order to provide entertaining insights 
(“how closely related are you to Cleopatra?”), support genealogy research (“what’s 
your maternal haplotype?”), and increasingly, support clinical research (“what sort 
of mutations do we fi nd in individuals with Parkinson’s disease?”). The company 
caused ethical controversy at the time of its launch because in later versions of the 
product, consumers could reveal their risks of highly predictive single nucleotide 
polymorphisms for disease-causing genes such as BRCA-1 (breast cancer) and 
APOE-4 (Alzheimer’s disease). 

 Leaving such controversies aside for our purposes, the primary interest to medi-
cal human computation lies in the company’s commitment to combine genotypic 
and phenotypic data to fi nd new discoveries. 23andMe fi rst started establishing their 
scientifi c credibility by replicating benign known fi ndings such as genetic variation 
underlying skin freckling or hair curl using online distributed methods (Eriksson 
et al.  2010 ). This replication would set the stage for later discoveries such as new 
reported associations between genes and human health traits like myopia (Kiefer 
et al.  2013 ). In support of further opportunities for human computation, participants 
in 23andMe are able to download their data and upload it to other “citizen science” 
communities. In this way many people can be “data donors” and leave the more 
complex analysis to those with the skills and expertise to do so (Swan et al.  2010 ). 
Although the advantage clearly lies with the organization itself to most rapidly 
make new discoveries, it is certainly possible that the next generation of health dis-
coveries could originate from among their 200,000 members. 

P. Wicks and M. Little



119

 Supporting the expanded need for self-educating among their members, both 
23andMe and PatientsLikeMe embrace “open access publishing” which allows a 
wider swathe of readers to access their scientifi c output than might otherwise be 
possible—in this way their members can more readily contribute data, ideas, and 
their own analyses to the human computational fi eld. By contrast, the traditional 
medical establishment does research  to  patients—it extracts data  from  them,  blinds 
patients  in clinical trials as to their own treatment arm to maintain the integrity of 
the experiment, and then withholds the fi ndings from the very people who partici-
pated by publishing their fi ndings in closed-access journals. No wonder then, that as 
patients become more educated and engaged, they also become more dissatisfi ed 
with the status quo and less willing to be an obedient subject of centralized 
computation.  

    Whose Trial Is It Anyway? 

 Observational studies and correlational analyses are all well and good, but they 
never cured a patient of anything. The only way that Medicine 2.0 could effect 
major change in medicine was to climb the next layer of the pyramid to human 
research trials. The double-blind randomized placebo controlled trial (RCT) has 
been a gold standard of medicine since the 1950s. Randomizing one group of 
patients to receive active treatment and another to receive a sugar pill, (with neither 
patients nor healthcare professionals knowing who was in what group) was the only 
reliable way to factor out many biases which could cloud the quality of medical 
decision-making. For all the plaudits it has earned in medicine, however, patients 
themselves have not always been so enthusiastic. 

 In the early 1980s, people with HIV had no effective treatment and a bleak prog-
nosis. In 1988 more than a thousand patients vocally expressed their anger and 
frustration to the US Food and Drug Administration (FDA) at their headquarters in 
Maryland about the maddeningly slow pace of RCTs to fi nd effective treatments for 
their conditions. In the context of a rapidly lethal and infectious disease, waiting for 
early stage testing to be completed in healthy volunteers, rather than patients, felt 
like an unnecessary delay. After all, the patients reasoned, what safety issue that a 
drug has could be worse than HIV? Furthermore the idea that a doctor might inten-
tionally provide a placebo that he knew would do nothing seemed particularly 
objectionable. Within a week the FDA updated their regulations to speed approvals 
for HIV research, but the seeds of patient revolution had already been sown. 

 Some HIV patients taking part in trials would swap pills or redistribute them 
amongst their fellow patients, even giving their medication to sympathetic pharma-
cists to try and decipher which were placebos (Murphy  2004 ). The groundswell of 
dissatisfaction among HIV patients was an early signal that patients could “hijack” 
a trial and even force regulators to speed their bureaucratic processes under enough 
pressure, but what happened next was truly revolutionary. 
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 Gastrointestinal stromal tumor (GIST) is one of the most severe of the 200 or so 
cancers with which one could be diagnosed. Affecting the soft tissue of the gastro-
intestinal tract, GIST frequently metastasizes rapidly to the peritoneum and liver, is 
resistant to chemotherapy, and, left untreated, confers a median survival time of less 
than 2 years after metastasis. As a relatively rare disease with an incidence rate of 
only 6–15 cases per million people per year, recruiting suffi cient patients to power 
a clinical trial has always been challenging, and so the role of non-profi ts in GIST 
has included not just the provision of information or support, but also assistance 
with clinical trial recruitment. In 2000 a large clinical study was initiated by the drug 
company Novartis® for their new drug Gleevec® with an aim to recruit some 800 
patients with the disease to test for the drug’s effect on survival and metastasis. 

 In addition to the trial data collected by Novartis, an Internet based patient non- 
profi t, “The LifeRaft Group”, set about collecting patient-reported questionnaires 
over the Internet from those taking Gleevec, their dosage, side effects, response to 
treatment, and via their caregivers, even their death. No participant was excluded 
from the study; it included all comers whether they were already in an authorized 
clinical trial or were receiving the drug from their doctor as part of routine care. 
Using retrospective self report data of all comers, the LifeRaft Group correctly 
anticipated the result; patients most recently reporting the lowest dose of Gleevec 
died after a median of 5 years, while the median patient most recently taking the 
higher dose were still alive at the time of survey (Call et al.  2010 ). Subsequently 
verifi ed by traditional RCTs, the authors themselves were keen to point out that 
their data provided a “real-world complementary perspective to that seen in 
investigator- initiated randomized trials”. It wasn’t perfect, but it was a pivotal point 
showing that patient self-reported data had utility. 

 Nevertheless, in the case of GIST the data was submitted by a distributed group 
of patients but analysis remained in the hands of a centralized organization. Later in 
the 2000s, as tools for collaboration and analysis became more widely available, 
human medical computation seized upon a small fi nding to demonstrate its full 
potential.  

    A Patient-Lead Clinical Study Online 

  “Now, we monitor, watch and wait.” —Leo Greene—ALS patient and journalist 
(  http://www.dailybulletin.com/leosstory/ci_8089973    ) 

 In early 2008, an Italian group of clinicians published a study entitled “ Lithium 
delays progression of ALS ” in the prestigious  Proceedings of the National Academy 
of Sciences  (PNAS) (Fornai et al.  2008 ). In their study they compared 28 ALS 
patients on Riluzole®, the only approved drug for ALS (which provides 2–4 months 
additional lifespan (Miller et al.  2012 )) to just 16 ALS patients on Riluzole and lith-
ium carbonate. During the 15-month observation window a third of the Riluzole- only 
patients died, compared with none of the group supplementing their Riluzole with 
lithium. Even before the PNAS paper was offi cially published word spread through 
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the community as enterprising ALS patients used “Google Translate” to interpret 
Italian-language conference abstracts describing the fi ndings. As a widely available 
drug for the treatment of bipolar disorder, many patients with ALS begun sourcing 
the drug off-label from sympathetic doctors, in the hope that they might see the type 
of near-miraculous slowing of disease that Fornai et al. reported (Frost et al.  2008 ). 

 This time it was patients who lead the charge. ALS patient Humberto Macedo 
(living in Brazil) and ALS caregiver Karen Felzer (whose father suffered from ALS) 
collaborated to build a website where ALS patients could fi nd out more about lith-
ium, and links to a “Google Spreadsheet” that would allow patients who had 
obtained lithium off-label to track their progress using self-reported side effects, 
dosages, and even ALSFRS-R scores. Around this time the research team at 
PatientsLikeMe believed they could offer a more robust method of data capture and 
so modifi ed their platform to collect more orderly structured data, such as ensuring 
that the ALSFRS-R was presented in a consistent fashion, and that side effects 
could be entered in a structured manner to allow later analysis (see Fig.  6 ).

   In the space of a few months, there were over 160 ALS patients reporting their 
use of lithium with the tool; ten times the sample of the original PNAS paper. 
Furthermore, the open nature of the tools available such as Google Spreadsheets and 
PatientsLikeMe meant that patients themselves were extracting the data, visualizing 
it, and running their own statistical tests on the data to try and discern treatment 
effects. Although they lacked the statistical or methodological sophistication of a 
formal clinical trial, it was hoped that if Fornai et al.’s results were true, then even 
such crude measurement would discern a treatment effect quickly. For the fi rst time 
in a decade the mood of the ALS community was ebullient and energized—an 
effective treatment was fi nally here. 

 Unfortunately however, the halting of progression failed to materialize. 
Patients worsened, some of the early advocates (sadly, including both Humberto 

  Fig. 6    PatientsLikeMe’s ALS lithium study tool profi le of advocate Humberto Macedo 
(Reproduced with permission from Wicks et al.  2011 )       
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and Karen’s father) passed away from complications of their ALS. The research 
team at PatientsLikeMe worked through a number of analytical approaches that 
would resolve the question as best as it could be worked through with the data to 
hand, fi nally culminating in a publication in  Nature Biotechnology  that described a 
novel matching algorithm, the disappointing results, and a de-identifi ed copy of the 
entire ALS dataset so that others could try it for themselves (Wicks et al.  2011 ). 

 In order to account for the lack of a placebo arm in their open, self-reported clini-
cal trial, PatientsLikeMe harnessed the collective power of the broader ALS com-
munity who were  not  self-experimenting with lithium by matching between three 
and fi ve members of the ALS community with each lithium-taking patient. Unlike 
a traditional RCT that can only collect data at the study’s baseline, the online com-
munity had already been passively submitting their ALSFRS-R outcome data for 
years before lithium was even identifi ed. Therefore the researchers were able to 
match each lithium-taking patient with those non-lithium taking patients who were 
most similar to them along their entire disease course up until the point of deciding 
to take the drug (Fig.  7 ). This was the fi rst truly patient-initiated study where an 
entire community donated their collective experiences to identify a potential cure 

  Fig. 7    Dots represent ALSFRS-R scores of two hypothetical patients progressing along different 
paths, who by traditional matching criteria would be considered comparable. The ellipse describes 
distance in progression curves; the PatientsLikeMe matching algorithm minimizes this area for 
each patient (Reproduced with permission from Wicks et al.  2011 )       
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for their disease. Unlike Gleevec in GIST, however, sadly lithium didn’t work. 
The fi ve traditional RCTs commissioned by government funders and non-profi ts 
around the world were all halted for futility—nobody ever replicated Fornai et al.’s 
fi ndings again (Armon  2010 ).

       How Continuous Automated Measurement Supports Human 
Computation 

 In each of the examples provided thus far, online medical discoveries have relied 
upon patient-reported data; whether it’s survival in GIST through responding to a 
survey, the identifi cation of traits through questions on 23andMe, or the completion 
of validated patient reported outcome measure on PatientsLikeMe. Because this data 
is easily provided by patients and, pending validation, can potentially rise to the 
same level of clinical relevance as a clinical measurement, they were an obvious 
place to start. But relative to these subjective measures, a truly automated, sensor- 
based objective measurement has the potential to add an additional level of sophisti-
cation: the measurement might be taken without any human intervention or initiation, 
for example, by a passive sensor like an accelerometer or GPS at the same point in 
time every day. This would allow surreptitious objective medical recording of a 
patient’s health state such as their mobility, mood, or other physiological character-
istics absent the “Hawthorne Effect” which means people tend to alter their behavior 
when they’re being measured. Thanks in large part to tremendous advances in tech-
nology over the last century, such automated, objective, continuous symptom mea-
surement is emerging outside of the intensive care unit or astronaut training center. 

 With the advent of “always on”, objective, wearable monitoring devices such as 
the FitBit One, Nike+, and Jawbone UP, coupled with smartphone apps, it is now 
easier than ever to continuously record health-related measures such as pulse rate, 
activity, sleep duration and calorifi c intake. Enabled by this technology, a loose-knit 
global movement called “The Quantifi ed Self” has emerged. These individuals use 
technology to record continuous objective data about their health, often sharing it 
freely with like-minded individuals to amass large-scale records of changing health 
data over time. Such data can be mined using statistical tools to detect changes in 
health status or even perform “n of 1” experiments (Swan  2012 ) which in a medical 
context are at the peak of the evidence pyramid. Correlating these sensor-derived 
data feeds with environment, social or genetic data may lead to insights that, if acted 
upon appropriately, could signifi cantly alter the course of an individual’s health or 
disease. It is not an unreasonable prediction that, as the monitoring technology 
becomes more ubiquitous and tangible, and individual and public health benefi ts 
become clear, we will likely see that continuous objective symptom recording will 
eventually become the norm for a signifi cant fraction of the population. 

 Much as Moore’s law predicts that the number of transistors on an integrated 
circuit doubles every 18 months or so, an extension of this law predicts that the 
price-to-performance ratios for many kinds of digital consumer products, such as 
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smartphones, drops at a corresponding rate. This means that objective symptom 
monitoring technology will inevitably become so inexpensive and non-intrusive, 
that data from an entire population of millions could be recorded at almost negligi-
ble cost. A company like Apple or Google’s access to smartphone data, for instance, 
would be unparalleled in human history and tantamount to a large-scale real-time 
sensor network. Wearable computing technologies such as Google Glass add a new 
dimension of head-mounted image or video capture—imagine tracking an outbreak 
of fl u through facial recognition software in a population of citizens wearing such 
devices. 

 Glimpses of this new era of population-scale symptom recording are emerging 
through studies of the mass-scale details of telephone conversations held by mobile 
telephone companies, or Internet search fi rms. These studies have unearthed char-
acteristic patterns of social interactions that appear to correlate with mental health 
and psychosocial disorders, such as the mapping of Google searches for mental 
health problems mapping to seasonal trends (Ayers et al.  2013 ). Based on billions 
of internet keyword searches from across the globe, the Google Flu Trends project 
has even been able to predict localized infl uenza outbreaks in real-time, with better 
accuracy and more rapidly than traditional infl uenza monitoring methods used by 
the US Centers for Disease Control (Dugas et al.  2013 ). 

 Because such observational data on symptoms has previously been unavailable, 
epidemiology has, historically, been unable to model the time variation of symp-
toms across a population. The arrival of ubiquitous personal digital sensing technol-
ogy will likely change this situation, so that very large scale, classical epidemiological 
models will, for the fi rst time, have the empirical data to make real-time predictions 
on the outcome of critical public health decisions.  

    The Ultra-low Cost, Global Reach of the Parkinson’s Voice 
Initiative (PVI) 

 There is no simple blood test or other biomarkers for another neurological disease 
that requires careful monitoring: Parkinson’s disease. Parkinson’s is generally 
assessed in the clinic behaviorally, by asking patients to tap their fi ngers together in 
front of them or by observing the rate at which their limbs shake or how they walk. 
Research by one of the authors (Max Little) and collaborators, has demonstrated 
that it is possible to quantify the symptoms of Parkinson’s disease on an objective, 
clinical scale, by a sophisticated combination of algorithms that analyze voice 
recordings and statistical machine learning (Little et al.  2009 ). Using lab-quality 
recordings, it was shown that this approach can achieve up to 99 % accuracy in 
replicating an expert clinical diagnosis of Parkinson’s (Tsanas et al.  2012 ), and an 
error of less than the disagreement of two qualifi ed experts, about the severity of 
symptoms (Tsanas  2010 ). The simplicity of recording the voice using a wide array 
of digital microphones available to most of the global population, raises the 
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question of whether the standard, global telephone network could be used. In this 
way the potential for patients themselves to take charge of their own sensors and 
integrate them into their own daily management is far greater than when collection 
is tethered to sophisticated lab equipment. 

 To address this, one needs to ask: will this technology work outside the lab? For 
a technology to be ubiquitous, it should be possible to reproduce the results without 
using specialized hardware or controlled settings. The PVI is an attempt to test the 
accuracy of the voice-based Parkinson’s algorithms on telephone-quality recordings 
collected in a largely uncontrolled way. Participants contributed to the project by 
calling a number in one of nine countries, and going through a short set of vocal 
exercises lasting about 3–5 min in total. At the end of the 6-month data collection 
phase of the project, a remarkable 17,000 participants had donated voice recordings 
in English, Spanish, French and Portuguese, achieved at a total collection cost of 
just $2,000. At the time of writing, the analysis phase is ongoing. 

 Other efforts by the same group have provided people with Parkinson’s disease 
and healthy with Android smartphones. In order to crowd-source better algorithms 
to help distinguish patients from controls, the authors collaborated with the Michael 
J Fox Foundation (MJFF) to release the passive behavioral data collected alongside 
clinical and other demographic data to a “Kaggle” analysis competition for a grand 
prize of $10,000. The competition received over 20 novel submissions, of which 
2–3 were deemed by the co-applicant to be ‘high quality’. These submissions 
included diverse feature extraction and machine learning approaches for making 
predictions, with, in some cases, around 90 % accuracy in separating Parkinson’s 
patients from healthy controls. 

 Once diagnosed, Parkinson’s disease is particularly interesting because the drugs 
used to treat its symptoms are very effective; a moderately disabled patient who 
cannot move, speak, or think clearly when they are “off” as a result of their disease 
can be restored to an active and fl uid “on” state through the use of dopamine- 
stimulating drugs such as levodopa or dopamine agonists. These drugs, however, 
have side effects such as uncontrollable movements and can wear off in effective-
ness over time—therefore it’s important to carefully manage the drug regimen and 
fi ne-tuning of the time of day and dosage of anti-Parkinsonian medication can opti-
mize the proportion of “on” time during the day for several hours. 

 Sara Riggare is a woman who has lived with Parkinson’s disease for several 
decades, and as part of her PhD studies at the Karolinska Institute is building smart-
phone applications that allow her to monitor her degree of disability objectively 
through a fi nger-tapping test which is prompted by a medication reminder. In this 
way Sara serves as a “patient-researcher” who intends to “co-produce” research and 
crowd source data and potentially management algorithms through the use of dis-
tributed data tools. Although an early pioneer, we propose that as subsequent gen-
erations are diagnosed with life-changing illnesses they will view it as their 
responsibility not just to participate in studies, but to design them, to run them, to 
publish them, to critique them, and to harness their learnings to manage their own 
condition day by day with the support of their healthcare providers.  
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    Implications for the Future 

 In this chapter we have seen how the potential for medical human computation 
evolved from the unstructured qualitative discussions of the pre-web Internet to 
modern forms of scientifi c co-production and human computation that empower 
patients to truly participate in research. As the potential of these systems matures 
we believe that there are major gains to be made in simple-to-use analytics plat-
forms that can de-mystify some of the more technically complex aspects of medical 
research such as statistics or hypothesis testing, and make clinical discovery for 
patients that live with the disease as common an activity as online shopping. These 
co-producers will no more need to analyse the statistical complexities underlying 
hypothesis testing than an online shopper needs to understand logistics chains. 

 There remain a number of major challenges to be addressed to attain this goal 
however. First is the issue of bias—to date it seems likely that the most active users 
of online systems are those patients who are younger and more educated (Bove 
et al.  2013 ). Although these can be addressed to some degree by over-sampling 
those who are under-represented, today’s tools simply can’t reach those who don’t 
use the Internet or digital technology. This should get easier over time but there will 
probably be an inevitable “digital divide” that will remain unbridged for many peo-
ple living with disease today. 

 Second is the issue of verifi cation—until patient’s electronic medical records can 
be securely authenticated at low cost it is impossible to confi rm that someone self- 
reporting themselves as having ALS or Parkinson’s disease truly does so. Although 
today there are few incentives for fraudulently pretending to have a serious disease 
like this, as the healthcare establishment begins to take more notice of such data, 
this is likely to change. It will be important not to lose some of the benefi ts that 
anonymity provides, however, and many patients remain afraid they will lose insur-
ance cover or be discriminated against if they can be explicitly identifi ed alongside 
their medical information. Until these policy failings are resolved there will be an 
inherent tension between identifi cation and anonymity. 

 Third is the issue of privacy—the examples given in this chapter have concerned 
some of the most severe and disabling diseases a patient can experience—and so 
perhaps these individuals are less likely to mind the risks to their privacy against the 
severity of their diseases. But the worry for many developed health economies is not 
the rare lethal disease; it is the widespread chronic disease like diabetes, obesity, 
mood disorders, or back pain. It remains less clear whether patients with these dis-
orders are as engaged with their health to submit regular data for research purposes 
nor whether they are willing to risk their privacy for the sake of conditions which 
may only be of mild or moderate intensity. Within this are very real concerns about 
discrimination, stigma, and loss of opportunity such as insurance coverage or hiring 
due to disclosures around health, which can only be addressed by legislation. Ferrari 
and Viviani explore these issues in more detail in the chapter “Privacy in Social 
Collaboration”. 
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 Finally there is the delicate issue “ cui bono”  (who benefi ts?). Patients donating 
their data to for-profi t companies free of charge, analysts donating their cognitive 
surplus to improve the lives of people they’ll never meet, and new organizations 
having access to big datasets that reveal more than we can possibly predict about 
ourselves—we approach this issue with hope and optimism based on the mission- 
lead nature of the organizations involved so far. But there is nothing to say that the 
tools described here couldn’t also be used  against  patients—in raising insurance 
premiums on those who don’t take their GPS-confi rmed exercise, in refusing medi-
cal treatment to those who don’t submit themselves to passive monitoring, in 
manipulating the prices of interventions to those who are shown to benefi t the most 
through a quirk of genetics, perhaps even governments restricting the rights of peo-
ple thought to be exposed to communicable diseases. 

 We agree with the patients who have themselves pioneered in this fi eld; for now, 
the benefi ts outweigh the risks, but we must remain diligent and vigilant. The poten-
tial for empowering patients to join researchers in the quest to fi ght disease is 
incredible—we don’t accelerate progress just by “standing on the shoulders of 
giants”—we accelerate progress by creating more giants.     
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        What Is Knowledge Engineering 

 Knowledge engineering refers to processes, methods,    and tools by which knowl-
edge in a given domain is elicited, captured, organized, and used in a system or 
application scenario (Studer et al.  1998 ). The resulting ‘knowledge base’ defi nes 
and formalizes the kinds of things that can be talked about in that particular context. 
It is commonly divided into a ‘schema’, also called ‘ontology’, and the actual data 
the application system manipulates. The data is described, stored, and managed as 
instantiations of the concepts and relationships defi ned in the ontology. With appli-
cations in fi elds such as knowledge management, information retrieval, natural lan-
guage processing, eCommerce, information integration or the emerging Semantic 
Web, ontologies were introduced to computer science as part of a new approach to 
building intelligent information systems (Fensel  2001 ): they were intended to pro-
vide knowledge engineers with reusable pieces of declarative knowledge, which can 
be together with problem-solving methods and reasoning services easily assembled 
to high-quality and cost-effective systems (Neches et al.  1991 ; Schreiber et al.  1999 ). 
According to this idea, ontologies are understood as shared, formal domain concep-
tualizations; from a system engineering point of view, this component is strictly 
separated from the software implementation and can be thus effi ciently reused 
across multiple applications (Guarino  1998 ). 

 The emergence of the Semantic Web has marked an important stage in the evolu-
tion of knowledge-driven technologies. Primarily introduced by Tim Berners-Lee 
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( 2001 ), the idea of providing the current Web with a computer-processable knowl-
edge infrastructure in addition to its original, semi-formal and human- understandable 
content foresees the usage of knowledge components which can be easily integrated 
into and exchanged among arbitrary software environments. In this context, the 
underlying knowledge bases are formalized using Web-based, but at the same time 
semantically unambiguous representation languages that are pervasively accessible 
and can (at least theoretically) be shared and reused across the World Wide Web. 
Although the combination of human-based computation and Semantic Web tech-
nologies yields promising results, 1  the implementation of such hybrid systems raises 
a whole set of new challenges which are discussed in detail in the chapter ‘The 
Semantic Web and the Next Generation of Human Computation’ of this book. 

 As a fi eld, knowledge engineering is mainly concerned with the principles, pro-
cesses, and methods that produce knowledge models that match this vision. It 
includes aspects related to knowledge acquisition, as a key pre-requisite for the here 
identifi cation and organization of expert knowledge in a structured, machine- 
processable way, but also to software engineering, in particular when it comes to the 
actual process models and their operationalization. Last, but not least, knowledge 
engineering has strong ties to artifi cial intelligence and knowledge representation, 
in order to translate the results of the knowledge elicitation phase into structures that 
can be reasoned upon and used in an application system. In addition, it shares com-
monalities with several other areas concerned with the creation of models to enable 
information management, including entity relationships diagrams in relational data 
base systems engineering, and object-oriented programming, UML and model- 
driven architectures in software engineering. Each of these areas defi nes their spe-
cifi c way to capture domain knowledge, represent and exploit its meaning in the 
creation of innovative systems and applications. 

 In this chapter, we will look into several important activities in knowledge engi-
neering, which have been the subject of human computation research. For each 
activity we will explain how human computation services can be used to comple-
ment existing automatic techniques, and give a short overview of the state of the art 
in terms of successful examples of systems and platforms which showcase the ben-
efi ts of the general idea.  

    Why and Where Is Human Computation Needed 

 Many aspects of the knowledge engineering life cycle remain heavily human-driven 
(Siorpaes and Simperl  2010 ). Prominent examples include, at the technical level, the 
development of conceptualizations and their use in semantic annotation, the evalua-
tion and curation of knowledge resources, the alignment of ontologies and data 
integration, as well as specifi c types of query processing and question answering 

1   Especially in tasks like data annotation or data quality assessment, which involve defi ning and 
encoding the meaning of the resources published on the Web or resolving semantic confl icts such 
as data ambiguity or inconsistency. 
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(Maribel Acosta et al.  2012 ). To an equal extent, it comprises almost everything that 
has to do with the creation of human-readable interfaces to such sources, in particu-
lar labeling, where human capabilities are indispensable to tackle those particular 
aspects that are acknowledged to be hardly approachable in a systematic, engineer-
ing-driven fashion; and also, though to a lesser extent, to the wide array of methods 
and techniques that have been proposed as an attempt to perform others automati-
cally. In this second category, despite constant progress in improving the perfor-
mance of the corresponding algorithms and the quality of their results, experiences 
show that human assistance is nevertheless required, even if it is just for the valida-
tion of algorithm outputs. 

 Figure  1  gives an overview of the knowledge engineering life cycle at the level 
of ontologies. 2  The activities we will look into are an essential part of knowledge (or 
ontology) engineering, but are not necessarily unique to this area. Nevertheless, 
compared to software engineering or relational data bases, it is primarily knowledge 
engineering, and in particular its use on the (Semantic) Web, that has been increas-
ingly the subject to a crowdsourcing approach. This is due primarily to the (recent) 
strong Web orientation of knowledge engineering as a fi eld, which led to a variety 

2   A similar process model applies to the creation, management and use of instance data. Management 
and pre-development activities cover the entire scope of the knowledge-engineering exercise. 
Development, post-development and support activities are equally relevant to both schema and 
data, though there might be differences in their actual realization. For example, instance data is 
typically lifted from existing sources into the newly created ontological schema, while a greater 
share of activities at the ontology level are carried out manually. 

  Fig. 1    Ontology engineering activities (Gómez-Pérez et al.  2004 )       
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of knowledge base development projects and applications thereof being initiated 
and executed with the help of open Web communities, leveraging Web 2.0 participa-
tory principles and tools. The high costs associated with creating and maintaining 
real-world knowledge bases in a classical work environment motivated experiments 
with alternative approaches that rely on the wisdom of open crowds, volunteer con-
tributions, or services such as Amazon Mechanical Turk. Especially the latter is still 
an expanding fi eld of research, with initial trials for various types of knowledge 
domains and tasks delivering very promising results. Nevertheless, in scenarios 
which are less open, both in terms of audiences addressed and the technologies they 
use, crowdsourcing methods need to take into account additional aspects to be 
effective, including the human and computational resources available, and how the 
results could be optimally acquired from, and integrated into, productive environ-
ments while avoiding to disrupt established workfl ows and practices.

   The development life cycle in Fig.  1  distinguishes among management, develop-
ment, and support activities.  Ontology management  refers primarily to scheduling, 
controlling and quality assurance. Scheduling is about coordinating and managing 
an ontology development project, including resource and time management. 
Controlling ensures that the scheduled tasks are accomplished as planned. Finally, 
quality assurance evaluates the quality of the outcomes of each activity, most nota-
bly of the implemented ontology.  Ontology development  can be split into three 
phases: pre-development, development, and post-development. As part of the pre- 
development phase, an environment study investigates the intended purpose and use 
of the ontology. Furthermore, a feasibility study ensures that the ontology can actu-
ally be built within the time and resources assigned to the project. These two activi-
ties are followed by the actual development, which includes fi rst and foremost the 
requirements specifi cation that eventually results in a conceptual model and its 
implementation in a given knowledge representation language. In the fi nal, post- 
development phase, the ontology is updated and maintained as required; this phase 
also includes the reuse of the ontology in other application scenarios.  Support  stands 
for a wide range of different activities that can be performed in parallel or subse-
quent to the actual ontology development. The aim of these activities is to augment 
the results of the, typically manual, ontology development by automatizing parts of 
the process, providing auxiliary information sources that could be used to inform 
the conceptualization and implementation tasks, and evaluating and documenting 
intermediary results. Typical support activities include  knowledge acquisition , 
 ontology evaluation ,  ontology alignment , and  ontology learning  and  ontology popu-
lation .  Ontology population  is closely related to  semantic annotation , by which 
information artifacts of various forms and fl avors are described through instances of 
a given ontology.  Data interlinking  is closely related to the area of  ontology align-
ment , and involves the defi nition of correspondences between entities located in 
different data sets, and the description of these correspondences through specifi c 
predicates (equivalence, related to, or domain-specifi c ones). The two activities not 
only share commonalities in terms of the types of basic (machine-driven) algo-
rithms they make use of, but can also infl uence each other. Based on mappings at the 
schema level, one can identify potentially related instances; conversely, the avail-
ability of links between sets of entities may indicate similarities between classes. 
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 In previous work of ours (Siorpaes and Simperl  2010 ) we surveyed methodolo-
gies, methods and tools covering each activity in order to learn about the types of 
processes knowledge and ontology engineering projects conform to, and the extent 
and reasons they might rely on human intervention. In the remainder of this section, 
we summarize the results of this analysis for a selection of activities: conceptual 
modeling as part of ontology development, alignment and interlinking as a promi-
nent support activity in the engineering life cycle introduced earlier, and fi nally 
documentation, as a classical example of human-driven activity. 

    Developing Ontologies 

 Developing ontologies requires domain expertise and the ability to capture domain 
knowledge in a clean but purposeful conceptual model. An ontology describes the 
things that are important in a specifi c domain of interest, their properties, and the 
way they are interrelated. It defi nes a common vocabulary and the meaning of the 
terms used in the vocabulary. In the last 15 years, a wide array of ontology develop-
ment methodologies have been proposed (Gómez-Pérez et al.  2004 ). Many suggest 
to start with the specifi cation of the scope the ontology should cover and the require-
ments it should fulfi l. This is often complemented by the informal and formal speci-
fi cation of competency questions. Based on that, relevant terms in the domain are 
then collected. Widely accepted ontology representation formalisms use classes, 
properties, instances and axioms as ontological primitives to describe domain 
knowledge. The overall process can be performed in a centralized (within a pre- 
defi ned team of knowledge engineers and domain experts) or a decentralized fashion 
(within a potentially open community of stakeholders, domain experts, and users). 

 The  conceptual modeling  process includes the defi nition of classes and the asso-
ciated class hierarchy, as well as the defi nition of properties and additional axioms. 
Several automatic approaches have been proposed to discover specifi c types of rela-
tionships, in particular specialization and generalization extracted from natural lan-
guage text, but human intervention is required for training the underlying algorithms, 
building the text corpus on which they operate, and validating their results (Bouquet 
et al.  2006 ; Buitelaar and Cimiano  2008 ). In addition, efforts need to be typically 
invested in post-processing the domain and ranges of individual properties, so that 
these are defi ned at the most appropriate level in the abstraction hierarchy. Defi ning 
axioms, on the other side, involves specifying precise, logics-based rules, such as 
cardinality constraints on certain properties and disjointness that apply to classes. 
Approaches for automatically specifying such axioms are very limited in their scope 
and require substantial training and validation (Völker et al.  2007 ). 

 As explained previously, the creation of instances is related to  semantic annota-
tion ; we investigate it in more detail below. Relevant for the context of ontology 
development is the defi nition of so-called ‘fi xed’ or ‘ontological’ instances which 
are the result of explicit modeling choices during the conceptualization phase. The 
distinction between classes and instances is very specifi c to the application setting, 
and we are not aware of any approaches aiming at automatizing this task. 
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 There is a wide range of approaches that carry out  semi-automatic annotation of 
texts : most of them make use of natural language processing and information extrac-
tion techniques. Even though they require training, a large share of the work can be 
automated (Reeve and Han  2005 ; Uren et al.  2006 ). The situation is slightly different 
with the  annotation of multimedia  content: approaches for the annotation of media, 
no matter if manual, semi-automatic or automatic, aim at closing the so- called 
“semantic gap”, which is a term coined to describe the discrepancy between low-
level technical features of multimedia, which can be automatically extracted to a 
great extent, and the high-level, meaning-bearing features a user is typically inter-
ested in and refers to when searching for content. Recent research in the area of 
semantic multimedia retrieval attempts to automatically derive meaning from low- 
level features, or other available basic metadata. This can so far be achieved to a very 
limited extent, i.e., by applying machine learning techniques with a vertical focus for 
a specifi c domain (such as face recognition), in turn for a substantial training and 
tuning, all undertaken with human intervention (Bloehdorn et al.  2005 ). The  annota-
tion of Web services  is currently a manual task, but more research is needed in order 
to clearly determine whether this can be traced back to the nature of the task, or to 
the fact that the corresponding area is not mature enough to produce approaches that 
can offer reliable automatic results (Dimitrov et al.  2007 ; Kerrigan et al.  2008 ,  2007 ). 

 In Siorpaes and Simperl ( 2010 ) we analyzed various tools for text and media 
annotation which create semantic metadata with respect to the degree of automation 
they can support (nine tools in the fi rst category, and six in the second one). In the 
case of textual resources, the main challenge is fi nding optimal ways to integrate 
human inputs (both workfl ow-wise and implementation-wise) with existing pre- 
computed results. On the contrary, multimedia annotation remains largely unsolved; 
there the typical scenario would use human computation as a main source of input 
for the creation of annotations, though specifi c optimizations of the process are 
nevertheless required. In Simperl et al. ( 2013 ) we embark on a broader discussion 
about how users could be motivated to engage with different types of participatory 
applications, including human computation ones, and on the principles and methods 
that could be applied to study and change user behavior to encourage engagement.  

    Supporting Ontology Development 

 Support activities accompany the development of ontologies. One prominent exam-
ple thereof is the  alignment  of heterogeneous ontologies. Many of the existing 
ontology engineering environments provide means for the manual defi nition of 
mappings between ontologies. In addition, there is a wide range of algorithms that 
provide automatic support (Euzenat et al.  2007 ; Euzenat and Shvaiko  2007 ; Noy 
and Musen  2001 ,  2003 ), whilst it is generally accepted that the question of which 
ontological primitives match cannot (yet) be done fully automatically (Euzenat and 
Shvaiko  2007 ; Falconer and Storey  2007 ). This area is closely related to  data inter-
linking , which we analyzed in more detail in (Simperl et al.  2012 ; Wölger et al.  2011 ). 
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 Another support task is  documentation , which contains two main components: 
the documentation of the overall process, and of the resulting knowledge base, in 
particular in terms of labels and commentaries associated to concepts, attributes, 
properties, axioms, and instances of the knowledge base. Either way, it remains 
human-driven, especially when it comes to recording modeling decisions and their 
rationales. Basic support for ontology documentation can be obtained by automati-
cally creating entries for each ontological primitive which capture its core context 
in terms of labels and other annotations, as well as related classes, instances and 
properties. In this context, it is also worth mentioning the topic of  ontology localiza-
tion , which mainly refers to the translation of labels into different natural languages. 
Similarly to other areas in ontology engineering which employ natural language 
processing techniques for instance, ontology learning human input is required in 
order to solve translation questions which are highly context-specifi c, or to choose 
between different alternative translations. 

 We now turn to an analysis of how human computation could be applied to these 
activities in order to overcome the limitations of automatic techniques. For each 
activity, we will introduce examples of systems and applications such as games-
with- a-purpose, microtask crowdsourcing projects, and community-driven collab-
orative initiatives that demonstrate the general feasibility of a hybrid human-machine 
approach.   

    Games-with-a-Purpose for Knowledge Engineering 

 Games-with-a-purpose is one of the most popular instances of social computing 
approaches to knowledge acquisition proposed in the last years. The game designer 
capitalizes on the appeal of key game properties such as fun, intellectual challenge, 
competition, and social status to turn the signifi cant number of hours willingly spent 
playing by users through sophisticated algorithms into meaningful results that lead 
to qualitative improvements of information management technology. The concept is 
particularly useful to problems in knowledge engineering, an area which histori-
cally has targeted highly specialized audiences rather than casual Internet users. 
Tasks such identifying classes as groups of similar individuals, relating objects 
through properties, defi ning sub- and super-classes, validating whether two entities 
are the same or different, or labeling things in a given natural language are, though 
not always trivial to answer, much easier to tackle by humans than by machines. 3  

 In the remainder of this section we will give a number of examples for this type 
of games illustrating the general concept. 

3   Exceptions include highly contextualized systems, which require extensive training and/or back-
ground knowledge. In these cases, the manual efforts shifts from the creation and maintenance of 
the knowledge base to the generation of training data sets and background corpora. 
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    Conceptual Modeling 

    OntoPronto 

 OntoPronto (Siorpaes and Hepp  2008 ) (see Fig.  2 ) is a real-time quiz game for the 
development and population of ontologies. The knowledge corpus used to generate 
challenges to be addressed by players is based on the English Wikipedia. Random 
Wikipedia articles are classifi ed to the most specifi c class of an upper-level onto-
logical structured called Proton (SEKT). The game can be played in a single- and 
two-players modus, where the former uses pre-recorded answers to simulate inter-
action. In the most general case, two players are randomly playing and can gain 
points by consensually answering two types of questions referring to the same 
Wikipedia article. In the fi rst step, they are shown the fi rst paragraph of an article 
and (if applicable) a picture, and are asked to agree whether the topic of the article 
stands for a class of similar objects or a concrete object. Once this issue has been 
settled, they enter the second step of the game, in which they navigate through the 
hierarchy of classes of the Proton ontology in order to identify the most specifi c 
level which will be extended through the topic represented by the Wikipedia article. 
The game back-end uses a number of standard means to validate the players’ results. 

  Fig. 2    OntoPronto: Expanding an existing ontology with Wikipedia concepts       
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Questions are subject to several game rounds and repeated, consensual answers are 
considered correct if they were authored by reliable players.

       Virtual Pet and Rapport 

 Virtual Pet Game 4  (see Fig.  3 ) aims at constructing a semantic network that encodes 
common knowledge (a Chinese ConceptNet 5  equivalent). The game is built on top 
of PPT, a popular Chinese Bulletin Board System, which is accessible through a 
terminal interface. Each player has a pet which he should take care of in order to 
satisfy its needs, otherwise it could die. In order to take care of the pet (e.g., buy 
food), the player has to earn points by answering quiz-like questions that are rele-
vant to the semantic network creation task at hand. The pet, in this game, is just a 
substitute for other players which receive the questions/answers and respond or 
validate them. Question and answers are provided by players using given templates 
(e.g., subject, predetermined relation, object). The validation of players’ inputs is 
based on majority decision.

   The purpose of the Rapport Game (Yen-ling Kuo et al.  2009 ) is very similar. 
Rapport Game, however, is built on top of Facebook (see Fig.  4 ) and uses direct 
interaction between players, rather than relying on the pet-mediated model 

4   http://agents.csie.ntu.edu.tw/commonsense/cate2_1_en.html 
5   http://conceptnet5.media.mit.edu/ 

  Fig. 3    Virtual Pet: Creating a Chinese semantic network       
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implemented by Virtual Pet. The players ask their opponents questions. These, in 
turn, answer them and the answers are evaluated by the user community. Points are 
granted for each type of action, from raising questions to answering and rating.

       Guess What?! 

 Guess What?! 6  (see Fig.  5 ) is a semantic game-with-a-purpose that creates formal 
domain ontologies from Linked Open Data. 7  Each game session is based on a seed 
concept that is chosen manually. In the back-end the application tries then to fi nd a 
matching URI in a set of pre-defi ned ontologies of the Linking Open Data Cloud 
and gather additional information about the resources identifi ed by the URI from 
interconnected Linked Data repositories. Additional information relies mainly on 
the adjacent graph in the Linking Open Data Cloud, including related classes and 

6   http://nitemaster.de/guesswhat/manual.html 
7   http://linkeddata.org/ 

  Fig. 4    Rapport Game: Building a semantic network via Facebook       
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entities, but also documentation such as labels. The resulting labels and URIs are 
analyzed using natural language processing techniques in order to identify expres-
sions which can be translated into logical connectors such as ‘AND’. Complex 
descriptions are broken down into smaller fragments, which are then weighed by a 
generality and confi dence value. These fragments are used to generate the chal-
lenges solved in each game round. More specifi cally, a round starts with the most 
general fragment, and in the subsequent rounds a more specifi c one is connected to 
it through a logical operator. The goal of each round is for the player to guess the 
concept described by the interconnected fragments. For instance, in an initial round 
the fragment shown to the user contains the fragments ‘fruit’ AND ‘yellow’ AND 
‘oval’, with solutions such as ‘lemon’ OR ‘citrus’. Quality assurance is achieved 
through consensus and majority voting.

        Alignment and Interlinking 

    WordHunger 

 WordHunger 8  (see Fig.  6 ) is a turn-based Web application that integrates among two 
large knowledge bases: WordNet and Freebase. 9  WordNet is a large lexical data 
base in which elements are grouped into synonym sets. Freebase is a structured 
knowledge base. Each game round consists of a WordNet term and up to three sug-
gested possible Freebase concepts. The player then has to select the most fi tting of 
those, or in case of insecurity, pass. Players may also select “no match” in case the 
articles are not related. After one of these possible choices the player proceeds to the 
next WordNet term. A player gets a point for each answer given. The data is vali-
dated through repeated answers.

8   http://wordhunger.freebaseapps.com/ 
9   WordNet:  http://wordnet.princeton.edu/ , Freebase:  http://www.freebase.com/ 

  Fig. 5    Guess What?!: identifying complex concepts       
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       SpotTheLink 

 SpotTheLink (Siorpaes and Hepp  2008 ) (see Fig.  7 ) is a real-time quiz-like game for 
ontology alignment. It aligns random concepts of the DBpedia ontology 10  to the 
Proton upper-level ontology that was already used in OntoPronto. Each game round 

10   http://wiki.dbpedia.org/Ontology 

  Fig. 6    WordHunger: Mapping WordNet to Freebase       

  Fig. 7    SpotTheLink: ontology alignment illustrated on DBpedia and Proton       
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is centered around a randomly chosen DBpedia concept. In the fi rst step of a game 
round, both players have to select a fi tting concept from the Proton ontology. In case 
they choose the same concept they proceed with agreeing on a relationship between 
these concepts, either  is the same  or  is more specifi c.  They earn points for each 
consensual answer. After successfully matching a DBpedia class with a Proton class 
the players have to match the same DBpedia to the hierarchical next level of the 
Proton class. Otherwise, they play a new random DBpedia class. The validation of 
the results is based on consensus and majority voting.

       UrbanMatch 

 UrbanMatch 11  is an application used to interlink Smart Cities data sources by exploit-
ing games-with-a-purpose and gamifi cation techniques (Fig.  8 ). It is built as a mobile, 
location-aware application in which players are expected to match points of interest 
related to a urban area to representative photos retrieved from the Web. To generate 
the challenges to be played, in each game round the application uses a mixture of 
trusted and less trusted online sources, including OpenStreeMap, 12  a geo-informa-
tion repository, Flickr and Wikimedia Commons, the collection of images used by 

11   http://swa.cefriel.it/urbangames/urbanmatch/index.html 
12   http://www.openstreetmap.org 

  Fig. 8    UrbanMatch: connecting points of interest with image data sets       
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the Wikipedia encyclopedia. Candidate links are validated based on a metric taking 
into account the source of the image and of the answers. There are six diffi culty 
levels and two game modes: in a ‘race against time’ players maximize the number of 
links founds between points of interest and pictures, thus optimizing recall; accuracy 
is addressed by a ‘wise choice’ option in which players have to identify the best pos-
sible links and submit their best-four selection without any time constraints.

        Semantic Annotation 

 There is a wide array of games applied to tasks related to object identifi cation and 
annotation of multimedia content. A selection of some of these games published in 
the human computation literature of the last fi ve years can be found on the 
SemanticGames site. 13  They apply a large variety of games models (input agree-
ment, output agreement, see GWAP), 14  and further distinguish themselves in the 
choice of game narrative, quality assurance (majority voting and beyond), and 
selection of challenges in each game round.   

    Microtask Crowdsourcing for Knowledge Engineering 

 In this section we introduce a number of approaches that have used microtask crowd-
sourcing to execute knowledge engineering tasks in a highly parallel fashion by using 
services of established crowdsourcing labor markets such as Amazon Mechanical 
Turk (AMT) and CrowdFlower. 15  For this purpose the actual task was fi rst decom-
posed into small work units (denomintaed  microtasks ) and published on these plat-
forms. The input collected from the crowds was incorporated into knowledge- based 
systems to be further consumed by the systems themselves, other automatic 
approaches, or even processed by human workers in more complex tasks. 

    Conceptual Modeling 

    CrowdSPARQL: Ontological Classifi cation 

 CrowdSPARQL (Maribel Acosta et al.  2012 ) is a hybrid query engine for graph- 
based data which combines automatic query processing capabilities with microtask 

13   http://www.semanticgames.org 
14   http://www.gwap.com/ 
15   Amazon Mechanical Turk:  http://mturk.com , CrowdFlower:  http://crowdfl ower.com 
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crowdsourcing. The aim is to produce enhanced results by evaluating the SPARQL 
queries against data stores and crowdsourcing parts of the query to discover rela-
tionships between Linked Data resources via a microtask platform such as AMT. 
The human tasks created by the engine are declaratively described in terms of input 
and output, which allows translating the results from the crowd directly into data 
that can be further processed by a conventional graph query engine. 

 From a knowledge engineering point of view, this hybrid engine will select spe-
cifi c patterns in the ‘WHERE’ clause of a SPARQL query that refer to tasks such as 
ontological classifi cation and interlinking. Where such information is not available 
in the original data repositories, these patterns will be translated into microtasks 
(see Fig.  9 ). CrowdSPARQL implements several mechanisms for spam detection 
and quality assessment, including the creation of control questions within the micro-
tasks where the correct answer is a priori known. The new relationships provided by 
the crowd are evaluated using majority voting (and some variations of this rule) and 
the consolidated answers are integrated into the Linked Data sets.

       InPhO System: Conceptual Herarchies 

 The InPhO system (Niepert et al.  2007 ) attempts to dynamically generate a taxon-
omy of philosophical concepts defi ned in the Indiana Philosophy ontology. 16  The 
system relies on a user community composed of domain experts to construct and 
develop a philosophical hierarchy via asynchronous feedback, where the users 
(dis)confi rm the existence of semantic relationships between the ontology concepts. 
The system follows a human-computation-based approach, where the feedback is 
collected and incorporated automatically into the taxonomy, evolving it and allow-
ing new users’ contributions. 

 Eckert et al. ( 2010 ) applied microtask crowdsourcing to populate the InPhO tax-
onomy via AMT, and compared the quality of the AMT workers’ input with the 

16   https://inpho.cogs.indiana.edu/ 

  Fig. 9    CrowdSPARQL HIT interface: Ontological classifi cation ( left ), entity resolution ( right )       
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feedback provided by the experts. The experiment involved the crowdsourcing of 
1,154 pairs of philosophical concepts; each HIT submitted to AMT consisted of 12 
questions where the users must fi rst determine the relatedness (‘unrelated’ vs. 
‘highly related’) of concept pairs and then select a predefi ned semantic relationship 
between these concepts. Each HIT was answered by fi ve distinct workers. In addi-
tion, the authors implemented fi ltering mechanisms to detect low quality answers. 
By applying the right combination of these fi lters, the results suggest that it is pos-
sible to achieve high quality answers via crowdsourcing, as the feedback from the 
crowd and the experts is comparable.   

    Alignment and Interlinking 

   CrowdMAP: Ontology Alignment 

 CrowdMAP (Sarasua et al.  2012 ) introduces a human-loop in the ontology align-
ment process by crowdsourcing the possible mappings between ontologies as 
microtasks with individual alignment questions. The CrowdMAP architecture 
receives as input two ontologies to be aligned and an automatic algorithm to gener-
ate an initial mapping. Based on this information, CrowdMAP generates the human 
tasks (see Fig.  10 ) and submits them to CrowdFlower, where the workers suggest 
the type relationships between a pair of concepts (‘same’, ‘subclass of’, ‘superclass 
of’). During the microtask generation, control questions where included in the tasks 
in order to facilitate the spam detection. In addition, the quality assurance and 
answer consolidation mechanisms supported by CrowdMap are those offered by the 
platform CrowdFlower. The experimental study in Sarasua et al. ( 2012 ) showed that 
CrowdMap on average is able to outperform automatic solutions, and the results 
suggest that the combination of ontology alignment algorithms with human-driven 
approaches may produce optimal results.

      CrowdSPARQL: Entity Resolution 

 In Linked Data it is often the case that different data sets create their own resource 
identifi er to refer to the same concepts. CrowdSPARQL (Maribel Acosta et al.  2012 ) 

  Fig. 10    CrowdMAP human task interface       
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is designed to handle entity resolution tasks via crowdsourcing when links between 
data sets are required while processing a SPARQL query. The current status of the 
engine allows the interlinking of Linked Data resources to DBpedia, which contains 
the RDF representations of knowledge extracted from Wikipedia. The workers per-
form the discovery of ‘same as’ correspondences providing the Wikipedia entry 
(URL) for a given Linked Data resource (see Fig.  9 ).  

   ZenCrowd: Entity Linking 

 ZenCrowd (Demartini et al.  2012 ) is a hybrid system that combines algorithmic and 
manual techniques in order to improve the quality of entity extraction on a corpus 
of news articles and linking them to Linked Data resources, by executing state-of- 
the-art solutions to fi nd candidate matches and selecting the right one via microtask 
crowdsourcing. In each microtask, the workers have to select the correct Linked 
Data resource for a given entity. The results from the crowd are analyzed by 
ZenCrowd using a quality model to select the right answer based on probabilistic 
graphs, where entities, workers and candidate matches are represented as nodes, 
which are connected through factors. The experimental results showed that 
ZenCrowd is able to outperform automatic approaches by crowdsourcing entity 
linking, refl ected as an improvement of the overall system accuracy.   

    Documentation 

   Mechanical Protégé: Ontology Documentation 

 Mechanical Protégé 17  is a plug-in for the open source Protégé 18  ontology editor tool 
and knowledge-base framework, which allows crowdsourcing ontology develop-
ment activities such as creating classifi cation hierarchies or labeling concepts and 
translating them into different languages. The ontology editor selects a task and the 
concepts within the ontology subject to crowdsourcing as illustrated in Fig.  11 , and 
Mechanical Protégé creates and submits the human tasks to AMT. The types of 
tasks handled by Mechanical Protégé are considered complex tasks due to the vari-
ety of answers that may be retrieved from the crowd, therefore the ontology editor 
must perform the analysis and validation of the human input manually.

17   http://people.aifb.kit.edu/mac/mechanicalProtege 
18   http://protege.stanford.edu/ 
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         Other Approaches 

 Other human computation-based approaches rely on collaborative contributions 
from users to achieve their goals. One recent example comes from the Linked Data 
community for evaluating the well-known data set DBpedia. The DBpedia 
Evaluation Campaign, 19  aimed at detecting possible quality issues in the DBpedia 
data set; it was performed in two phases: fi rst, a taxonomy of common quality issues 
was built by experts; then, Linked Data enthusiasts were invited to use the 
TripleCheckMate tool (see Fig.  12 ) in order to arbitrarily explore the data set 
resources and identify possible quality problems contemplated in the taxonomy. The 
second phase was performed as an open contest; the user submissions were analyzed 
and verifi ed by experts, who selected a winner based on his contributions. Although 
the campaign has fi nished already, the information collected from the participants 
represents a valuable input to correct future versions of the data set and implement 
better (semi-)automatic data extractors on top of the Wikipedia mappings. 20 

   While DBpedia is the attempt to extract structured, semantic data from the only 
partly ordered, enormous knowledge base that is Wikipedia, the project Wikidata 21  
takes a different, more fundamental approach by letting the community directly 
build structured data relations to be then used by automated systems. This happens, 

19   http://nl.dbpedia.org:8080/TripleCheckMate/ 
20   Wikipedia extractors.  http://wiki.dbpedia.org/DeveloperDocumentation/Extractor 
21   http://www.wikidata.org/ 

  Fig. 11    Mechanical Protégé creation of microtasks: Selecting the type of task ( left ), selecting enti-
ties to crowdsource ( right )       
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e.g., through inline queries from Wikipedia, pulling for example up to date inhabit-
ant numbers from Wikidata into info boxes of articles about cities. Community 
members, mostly Wikipedia editors, establish and maintain the data entries in a 
collaborative, open fashion. Data entries are stored as triples and can be accessed 
using Linked Data technologies. Wikidata is operated by the Wikimedia Foundation 
as the ‘Data Layer’ for its projects, much like Wikimedia Commons acts as its over-
all storage for media fi les. The project bears many similarities with initiatives such 
as Freebase, which applied a combination of volunteer and paid crowdsourcing to 
collaboratively create and maintain a structured knowledge base. 22   

    Conclusions 

 In this chapter we gave an overview of how human computation methods such as 
paid microtasks and games-with-a-purpose could be used to advance the state of the 
art in knowledge engineering research, and develop and curate valuable (structured) 

22   http://www.freebase.com/ 

  Fig. 12    TripleCheckMate tool for exploring resources and selecting quality problems       
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knowledge bases in different domains. Given the inherently human-driven nature of 
many knowledge engineering tasks, most notably knowledge acquisition and mod-
eling, human computation has received great attention in this community as an 
alternative to costly, tedious expert-driven approaches followed in the past, with 
promising results. This resulted in an impressive number of systems, in particular 
casual games, tackling tasks as diverse as ontological classifi cation, labeling, prop-
erty elicitation, entity linking, ontology alignment or the annotation of different 
types of media. Besides these promising prospects, many of these projects still need 
to prove themselves in terms of sustainability and actual added value in the data they 
produce. More research is needed in order to enable the reuse of human-computa-
tion data, and even allow for different methods to be applied in combination. This 
would not only increase the quality of the crowd-engineering knowledge, which 
will be curated in time through various tools and platforms, but it would possibly 
facilitate the application of human-computation methods to different types of tasks 
and workfl ows, that are less amenable to parallelization.     
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           Early Development of Citizen Science Through Human 
Computation 

 Human computation is playing an increasingly important and interesting role in the 
scientifi c process through projects which variously label themselves as ‘citizen sci-
ence’, ‘scientifi c crowdsourcing’ or simply ‘public participation in scientifi c 
research’ (PPSR). The willingness of large crowds of volunteers to give their time 
to projects that offer the promise of an authentic contribution to science, and the 
projects themselves are forming a critical piece of the response to the growing chal-
lenge of big data facing researchers in fi elds from astronomy to zoology. 

 In many ways, these distributed citizen science projects were a response to the 
success in the early years of distributed computing projects, particularly those such 
as SETI@Home (Anderson et al.  2002 ), which make use of the widely distributed 
BOINC platform and library (Anderson  2004 ). Projects such as   ClimatePrediction.
net     (Massey et al.  2006 ), Einstein@home (Knipsel et al.  2010 ) and ROSETTA@
home (Raman et al.  2008 ) have all produced signifi cant scientifi c research. However, 
there are plenty of scientifi c tasks where human classifi cation, transcription, inter-
vention or computation is still superior to available machine learning solutions. In 
common with other fi elds in which human computation is deployed, many—most—
of these problems are not impossible to attack with automated routines, but merely 
diffi cult. The lack of infi nite resources for machine learning and computer vision 
mean that there are plenty of scientists and researchers classifying images, sorting 
through data and performing other repetitive tasks, and these are the problems that 
distributed citizen science projects can attempt to solve. 

      Human Computation in Citizen Science 
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 An early large attempt to develop a program such as this was NASA’s clickworkers 
program, launched in 2000. Volunteers, known as clickworkers, were invited to look 
at images of the Martian surface from the Mars Global Surveyor spacecraft and 
record the positions of craters in order to determine the age of surface features.
(Kanefsky et al.  2001 ) Clickworkers was primarily designed as a proof of concept, 
and it was successful, with click workers coming within a few pixels of the known 
catalogues (Barlow et al.  2000 ). The project team also noted user behaviours which 
were to become familiar to many running such projects; both a sudden rise in the 
number of classifi ers and a division of labour between ‘super-classifi ers’ and those 
who only visit once were noted in the project report (Kanefsky et al.  2001 ). 

 Although further iterations of the clickworkers project were developed, it did not 
become a general platform for citizen science, nor did it produce signifi cant scien-
tifi c results. Stardust@home, launched in 2006, fulfi lled both of these goals and, 
more importantly, dispelled the notion that attractive images were necessary in 
order to engage a crowd (Mendez  2008 ). The task was to sort through images of 
dust grains returned by the Stardust probe from Comet 81P/Wild (Wild-2), with the 
goal of identifying interstellar dust grains trapped in the spacecraft’s aerogel detec-
tor. A signifi cantly challenging test was introduced to ensure classifi ers were pro-
viding data of suffi cient quality, and the incentive of having the right to informally 
name any verifi ed interstellar dust grains found (!) was introduced. Tens of thou-
sands of participants took part, and in 2010 two particles were announced as candi-
date interstellar grains. The team responsible for Stardust@home went on to build 
the Berkeley Open System for Skill Aggregation (BOSSA), the fi rst scientifi c 
crowdsourcing platform, which more recently has, with the advent of pyBOSSA 
( http://crowdcrafting.org ), been ported into Python.  

    The Advantages of Citizen Science 

 In this section, I focus on Galaxy Zoo, a project developed by one of the authors 
[CL] and an interdisciplinary team, directly inspired by the success of Stardust@
home. The original aim of Galaxy Zoo was to provide morphological classifi cations 
of nearly one million galaxies imaged by the Sloan Digital Sky Survey (Lintott et al. 
 2008 ; York et al.  2000 ). Galaxy Zoo received strong support from a volunteer com-
munity from its launch in July 2007, reaching a peak rate of more than 70,000 clas-
sifi cations per hour (Lintott et al.  2008 ) and still receives classifi cations in a new 
version 6 years later. It has produced data used in many scientifi c papers (see   zooni-
verse.org/publications     for an updated list). This longevity and productivity make it 
ideal to illustrate the advantages of human computation in this scientifi c space. 

 The scientifi c results of Galaxy Zoo have come from two routes. The fi rst is the 
designed route, resulting from the collection and combination of user responses 
delivered through the main interface, allowing the project to meet the key challenge 
of being able to provide the scale of effort required. In the case of Galaxy Zoo, users 
were asked to provide answers to questions presented in a decision tree next to an 
image of a galaxy. (The process of data reduction for citizen science is discussed 
below, in section “ Citizen Science Motivations: Gaming the System ”). 
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 However, two key design decisions enabled not only data analysis but serendipitous 
discovery. Firstly, classifi ers could follow a link to the ‘professional’ view of their 
galaxy, which provided more than 100 items of metadata, spectra and the ability to 
view images at different wavelengths. In later iterations of the project, this link is 
only available after the image has been classifi ed in order to guard against the pos-
sibility of biasing classifi cations. Secondly, a forum was added to the site, initially 
in response to the large numbers of emails received which quickly overwhelmed the 
team’s ability to respond. 

 Volunteers quickly adopted the forum as a place to discuss unusual fi nds, which 
ranged from galaxies shaped like letters of the alphabet (  mygalaxies.co.uk    ) to more 
scientifi cally interesting fi nds. For initial discoveries, such as ‘Hanny’s Voorwerp’, 
a galaxy sized gas cloud heated to 50,000 K by a jet from a now quiescent super-
massive black hole (Lintott et al.  2009 ), the forum and thus the communities’ role 
was limited to simple discovery (even if individual volunteers were included in 
discussions about follow-up observations and papers), but as the community 
matured more complex behaviours emerged. 

 In some cases, this was self directed. The Galaxy Zoo ‘peas’, a set of small, round 
and (in SDSS imagery) green galaxies which turn out to be the most effi cient facto-
ries of stars in the local Universe were identifi ed and investigated by approximately 
twenty volunteers who downloaded data, analysed spectra and even collaborated to 
produce their own crowdsourcing site to sort through candidate objects. (Cardamone 
et al.  2009 ) In this example, therefore, the community of volunteers was able to iden-
tify objects of interest and classify them according to a schema they devised, but also 
to carry out more advanced work, which contributed greatly to the fi nal scientifi c 
paper. This mode of operation, in which small groups of volunteers are able to work 
on rare classes of objects can be enabled by interaction with the scientists; members 
of the Galaxy Zoo team who interacted with forum participants were able to arrange 
signifi cant searches for multiple classes of such objects (Keel et al.  2013 ,  2012 ). 

 Serendipitous discovery is thus a key advantage of this form of human computa-
tion, in both directed and undirected modes, and projects built on the Zooniverse 
platform (Fortson et al.  2012 ) which grew from Galaxy Zoo now almost always 
explicitly allow for this in design. However, it became clear that the forum employed 
by Galaxy Zoo was not adequate; it used off the shelf software that could not easily 
be incorporated with the main classifi cation task, and as the forum’s content grew 
both in size and complexity it became increasingly hard to navigate. (The Galaxy 
Zoo forum (  www.galaxyzooforum.org    ) currently contains more than 600,000 posts 
in nearly 20,000 topics). The percentage of Galaxy Zoo users using the forum 
dropped steadily over time as a result, and scientists were increasingly unwilling to 
spend time looking for interesting conversations. This latter factor was a particular 
problem as a large part of the forum’s scientifi c output had come from collaboration 
between citizen and professional scientists. 

 In response to these challenges, a new object-oriented discussion system was 
developed and deployed on later Zooniverse projects. Known as ‘Talk’ (  http://
github.com/zooniverse/talk    ) it is linked from the main classifi cation page, and 
allows users to quickly discuss interesting or curious subjects they have encountered 
while classifying. Forum-like boards enable longer discussions, and collections and 
hashtags increase the visibility of interesting objects. Talk has been successful, in 
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particular on the Planet Hunters project (Schwamb et al.  2012 ) which looks for 
extrasolar planets in data provided by NASA’s Kepler space telescope. More than 
60 % of Planet Hunters users have used the system, and more than half of those have 
made comments (Fischer et al.  2012 ). Signifi cant discoveries, including Planet 
Hunters 1b, the fi rst planet in a four-star system (Schwamb et al.  2013 ) and more 
than forty planet candidates in the habitable zone of their parent stars (Ji et al.  2013 ), 
have come from efforts led by Talk users. Where active communities have grown up 
on projects using talk, they show an interesting propensity to become interested in 
topics which diverge from the interests of the science team; examples include the 
community of bird watchers on   SnapshotSerengeti.org     (an animal identifi cation 
project which lumps almost all birds into a single category) and those planet hunters 
studying variable stars. Talk has not always succeeded, however, and early engage-
ment with the community by the scientifi c team seems to be a critical factor. 
Nonetheless, it is clear that serendipitous discovery can not only be a crucial part of 
a successful citizen science project, but also can be designed for and encouraged. 

 A third key advantage is in the feedback between citizen science and machine 
learning approaches to the same problems. In many cases, the limiting factor in the 
performance of such algorithms is the lack of suffi ciently large training sets; these 
can be provided by citizen science projects. (Smith et al.  2010 ; Bloom et al.  2012 ) 
In addition, the design of a typical project in which several classifi ers independently 
work on the same subject allows systems to be trained not only with gold standard 
data but given an estimate of the uncertainty in the resulting classifi cation; such data 
has been shown to improve the performance of neural networks signifi cantly (Banerji 
et al.  2010 ). This ability to improve the performance of automated routines is key as 
datasets continue to grow in size, requiring an ever-higher proportion to be auto-
matically processed even in cases where the need for human computation remains. 

 These are all advantages which are intrinsic to the process of research; reasons 
why the adoption of a citizen science approach might be of use for the researcher 
attempting to sort through a large dataset. Citizen science projects also often have 
extrinsic goals, whether or not there are explicitly stated, in serving as part of an 
educational or outreach effort whose goals are not limited to imparting the knowl-
edge necessary to be an effective participant. Both formal (Raddick et al.  2013 ) and 
informal education programs have been developed which make use of such projects; 
research into the effectiveness of such efforts is in the early stages, but it is clear that 
the ability of hybrid systems which contain both citizen science activities and inter-
ventions designed for learning provides a rich laboratory for experiments in the fi eld.  

     Citizen Science Motivations: Gaming the System 

 Discussion of learning through citizen science introduces the question of user moti-
vation. A large survey of Galaxy Zoo volunteers suggested that the most common 
primary motivation lies in a desire to contribute to research, with an interest in the 
specifi c subject concerned second. (Raddick et al.  2013 ; von Ahn et al.  2008 ) 
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For developers of projects, this is encouraging as it suggests that signifi cant engagement 
need not be limited to subjects such as astronomy which have large public follow-
ings already. 

 However, the reach of citizen science is not limited to projects which appeal 
directly to these motivations; the success of the reCAPCHA project (von Ahn et al. 
 2008 ) in digitizing words entered by users as an anti-spam device suggests that the 
deployment of scientifi c crowdsourcing as a tool for distinguishing humans from 
machines might be worth trying. More relevantly, several projects have attempted to 
build systems which involve the user in playing a game which also happens to pro-
duce scientifi cally useful results. 

 The most successful of these attempts is   Fold.it     (Khatib et al.  2011a ), a protein 
folding game. The new   Fold.it     user is presented with a series of puzzles (See Fig.  1 ) 
of increasing diffi culty which teach the use of a variety of tools which can be used 
to manipulate the structure of a simulated protein. A score can be assigned such that 
the lowest energy state achieved scores most highly (in fact, the calculation is an 
approximation to the actual energy), incentivizing ‘correct’ behaviour. Once a user 
has progressed through the training levels, they can choose to work on a series of 
real problems where the correct answer is not known. The system design is both 
elegant, incorporating the necessary knowledge about how chemical bonds behave, 
for example, in tool behaviour, and successful, scoring highly in international pro-
tein folding competitions (Popovic  2008 ) and making discoveries worthy of follow-
up (Khatib et al.  2011b ).   Fold.it     allows collaboration on problems, with volunteers 
refi ning and adding to the solutions found by others, and an intriguing degree of 
specialization has grown up with some users, for example, priding themselves on 
specializing in the ‘end game’—the fi nal adjustments that can improve already good 

  Fig. 1    A screenshot of the “Unsolved monkey virus protein” Foldit puzzle, showing the complex-
ity of both task and interface.   Fold.it     players produced a structure which was accurate enough to 
enable the ultimate solution of the three dimensional structure for this molecule       
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solutions. Over time, the   Fold.it     team have added further complexity, with the 
 introduction of macros (scripts with perform predetermined tasks automatically) 
allowing the community a means of recording and passing on knowledge, even as 
individual classifi ers come and go.

     Fold.it     demonstrates the power of a gameifi ed approach to citizen science proj-
ects, and has inspired a series of newer projects which take a similar approach. 
Critically, it has some differences from the classifi er-based model described earlier. 
Most strikingly, rather than combining classifi cations from a large crowd of volun-
teers, it looks for individual solutions from a small number of classifi ers (or a small 
number of small groups of classifi ers). Whereas all participants in, for example, 
Galaxy Zoo are providing data which directly impacts the scientifi c results, most 
  fold.it     players are working their way through the training levels or failing to improve 
on existing solutions. This suggests that the motivation of such volunteers might be 
slightly different from those participating in classifi cation citizen science projects. 

 The kind of game treatment deployed by   fold.it     will not be suitable for all scien-
tifi c human classifi cation problems. In particular, the protein folding problem ben-
efi ted from an easily calculated proxy for the correct answer; in problems where the 
correct answer is unknown devising a reward scheme that encourages the right 
behaviour may prove impossible. The development costs associated with the 
deployment of a fully game-like system are likely to be high, the failure rate higher 
(building computer games which people want to play is hard, even without the con-
straint of producing useful results) and the results less generalizable. 

 These limitations suggest the development of a hybrid model in which game-like 
features are introduced to an otherwise standard classifi cation system. This can be 
effective (a particularly comprehensive attempt has been made by EyeWire (see Fig.  2 ), 

  Fig. 2    This image shows an example of the data used in Eyewire, where the task is to assign 
regions of an image to neurons. On the left, the blue area represents an automatic attempt to solve 
the problem, but a small part is erroneously excluded. This mistake is corrected by human inter-
vention ( right )       
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a recent project which aims to map the 3d structure of neurons) but it risks confl icting 
motivations and thus having a detrimental effect on user behaviour. For example, 
the introduction of a points system in an early trial version of Galaxy Zoo led to the 
loss of both particularly poor and particularly good classifi ers. The former makes 
sense, but we can hypothesize that the latter were no longer motivated by a desire to 
contribute but rather by a gaming motivation that resulted in stopping playing when 
the game was ‘won’ or no further improvement was possible. Even the addition of 
rewards in the form of achievement badges, a common simple game-like addition 
can be problematic—in SETI@home, an experimental Zooniverse project, the 
interruption of receiving a badge meant that people were likely to leave instead of 
being motivated to continue classifying. Gameifi cation, then, is to be done carefully 
rather than forming a panacea to all problems.

       Data Reduction and User Weighting 

 A discussion of the deployment of human computation through citizen science 
would not be complete without including discussion of the methods used to combine 
work from multiple classifi ers. These have become increasingly sophisticated as 
projects seek increases in effi ciency and accuracy. Moving on from simply taking a 
majority vote, for example, the Galaxy Zoo project weighted users who consistently 
agreed with the majority of users (Lintott et al.  2008 ), and measured and adjusted 
the bias inherently in classifying smaller, fainter or more distant galaxies (Land et al. 
 2008 ; Bamford et al.  2009 ; Willett et al.  2013 ). The Planet Hunters (see Fig.  3 ) 
 project mentioned above used classifi cations of ‘gold standard’ data (in their case, 
classifi cations of both known and simulated planets were sought for verifi cation 
purposes) (Schwamb et al.  2012 ). The Milky Way project, which analysed infrared 
images of the sky looking for ‘bubbles’ associated with the formation of stars used 
user behaviour as a proxy for ability, discounting classifi cations from those who did 
not use the full set of tools provided (Simpson et al.  2012 ).

   However, much more sophisticated analyses are possible, and several research-
ers have used archived data from citizen science projects to demonstrate the effec-
tiveness of a Bayesian approach to the problem. In this picture, each classifi cation 
provides information not only about the image being classifi ed but also about the 
volunteer doing the classifi cation (see Fig.  4 ). This information can be used both to 
provide more accurate classifi cations, but also to direct attention through the effi -
cient choice of the next classifi er (Simpson et al.  2013 ;  Kamar ; Waterhouse  2013 ). 
Details of these systems are described elsewhere, but they typically achieve an 
increase in effi ciency of between 30 % and 70 %. This has led to interest in deploy-
ing these systems, especially from those researchers who are working on systems, 
which interact not with a large archive of data but with a live stream of information, 
necessitating rapid response for follow-up or decisions about data storage.

   There are substantial technical challenges to such implementation, primarily the 
time or computational resources needed to deal with a system of tens of thousands 
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  Fig. 3    Light curve of Planet Hunters 1b, the fi rst planet in a four star system, which was discov-
ered by citizen scientists. The x-axis is time in days, the y-axis normalized brightness. The large 
dips are due to transits of one star in front of another, whereas the small dip at 11 days is the transit 
of the planet. Planethunters demonstrates that beautiful images are not a prerequisite for a success-
ful citizen science project       

  Fig. 4    Distribution of effort in the original Old Weather project, with each square corresponding 
to the contributions of a single transcriber. The general pattern—in which substantial effort is 
provided by both occasional users as well as those who are much more committed—is seen in 
many Zooniverse projects       
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of classifi ers and hundreds of thousands of classifi cations in real time. Volunteer 
classifi ers are unlikely to be tolerant of even small delays in deciding what they 
should see next. However, the real problem is that such systems make explicit the 
confl icts between motivations mentioned above. In systems which combine many 
imperfect automatic classifi ers, and in much of the literature (including those papers 
cited in the previous paragraph) it is assumed that each classifi cation provided has a 
fi xed cost; whether the subject for classifi cation is selected because we want to know 
more about that subject, because we want to know more about the performance of 
the classifi er on subjects like it, or whether we are training users by asking them to 
classify it, the cost is usually assumed to be equal. The goal is then to minimize cost. 

 With a system containing volunteer classifi cations things are much more com-
plex. Consider a simple system that shows the most diffi cult images (say, the faint-
est galaxies) to the best human classifi ers (those that perform most strongly on a 
training set of faint galaxies). Now consider that in this system, all human classifi ers 
are motivated by seeing varied images of galaxies—a perfectly plausible situation. 
Given that, unlike their automatically classifying robot counterparts, the volunteers 
are free to stop classifying at any time, this system would systematically drive away 
the best classifi ers from the site due to the monotony of the visual experience. 
Without a proper understanding of motivation, therefore, attempts to improve the 
effi ciency of citizen science projects are likely to fail. 

 This is a key example of the ability of citizen science to throw up interesting 
general problems in the fi eld of human computation. There has been a rapid increase 
in the number of such projects in the last 5 years, as well as in their variety and 
scope. There is thus much need for collaboration between scientists making use of 
citizen science and experts in computational systems to move beyond simple ‘clock-
work’ and toward dynamic and complex systems that balance learning with simply 
getting the job done.     
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           Introduction: Citizen Science 

 Volunteers have long made important contributions to science. For example, Charles 
Darwin was a volunteer naturalist during his travels on the HMS Beagle (Silvertown 
 2009 ). However, in the last two decades the dramatic growth in technologies that 
support global-scale communication and data sharing have contributed to a move-
ment in which large numbers of individual volunteers can participate in signifi cant 
scientifi c research through collecting and processing data. Such “citizen science” 
projects represent an example of human computation in that powerful computa-
tional and communication tools now allow for the distribution of the work of sci-
ence to hundreds, thousands or millions of volunteers (Clery  2011 ; Cohn  2008 ; 
Silvertown  2009 ). Citizen science projects offer the potential for individuals to 
cooperate to solve the major challenges facing humanity, from documenting the 
impact of climate change to early detection of earthquakes and discovering unique 
objects in the night sky. By providing novices with the tools to record, share and 
review data, scientists can crowd-source some of the data collection, making it pos-
sible to work at a much larger scale than is possible for a single research team. 

 One of the earliest examples of citizen participation in science involves bird 
counting, such as the annual Christmas Bird Count conducted by the Audubon 
Society for more than a century, and now expanded into year-round bird-monitoring 
activities directed by the Cornell Laboratory of Ornithology ( 2012 ). People who are 
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interested in birds and knowledgeable about species characteristics and behavior 
voluntarily conduct systematic observations in their neighborhoods, and then con-
tribute valuable information about the location and density of different species. The 
breadth of the observations supports large-scale mapping of ranges and changes in 
populations over time that would not otherwise have been possible. Early data con-
tributions by bird observers were conducted primarily by mail but now involve 
online data entry via a Web portal. Related examples include projects involving 
searching for and marking sea turtle nest sites (Bradford    and Israel  2004 ) and nest-
ing bird sites (King and Lynch  1998 ). These are all excellent examples of citizen 
science capitalizing on natural interest ranging from curiosity to serious hobby, and 
existing expertise in the community can opportunistically provide useful observa-
tions in the fi eld. 

 Astronomy is another area that has long utilized novices’ observations of the 
night sky to move the fi eld forward. Since 1911, amateur astronomers have made 
recordings of changes in the brightness of individual stars, contributing more than 
20 million data points to a database used by professional astronomers (Williams 
 2001 ). In the Galaxy Zoo project, more than 200,000 people have logged into the 
Sloan Digital Sky Survey website where they view and classify images of galaxies 
(e.g., is the galaxy spiral in shape and if so, what is the direction of its rotation?). 
Their volunteer labor contributed to dozens of scholarly publications as well as 
independent research initiated by some of the volunteers themselves (Raddick et al. 
 2010 ). Here, citizen scientists perform a critical role in processing and analyzing 
data that has been collected but requires decision-making that is still diffi cult to 
automate yet takes relatively little training for humans to accurately manage. 

 More recent examples of citizen science projects involve a range of new tech-
nologies for data collection and contribution, such as the large-scale data collection 
about seismic activity contributed by users via accelerometers in their laptops 
(Cochran et al.  2009 ). The “Quake-Catcher Network” is improving the speed with 
which pending earthquakes are detected by contributing data from locations that are 
between established recording stations. Mobile devices support “BioBlitz” events 
in which volunteers use their phones to conduct rapid inventories of biological 
diversity in a specifi c area within 1 or 2 days (Lundmark  2003 ). Brightsmith et al. 
( 2008 ) found that volunteers were even willing to pay for the opportunity to partici-
pate in a research project to photograph and document the behavior of Blue-headed 
Macaws in the rainforests of Peru, pointing to the potential of integrating citizen 
science with ecotourism. Such collaborations are being explored for global coral 
reef monitoring (Marshall et al.  2012 ) and preservation of the Galapagos Islands 
(Gibbs and Milstead  2012 ). 

 As these examples illustrate, citizen participation in large-scale science projects 
can benefi t professional researchers through the accumulation of data at a scale that 
may not otherwise be possible (Silvertown  2009 ). Related work suggests that there 
are also benefi ts to the volunteer participants in terms of the opportunity to build 
scientifi c thinking skills (Trumbull et al.  2000 ). Citizen scientists may also benefi t 
through a deeper understanding of the value of science and its impact on their daily 
lives (Fusco  2001 ).  
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    Citizen Science and STEM Education 

 The power of citizen science has led an increasing number of scientists, agencies 
and professional research organizations to involve student volunteers in data collec-
tion, raising questions about whether volunteers are able to contribute high quality 
data consistent with professional standards (Cohn  2008 ). New methods for auto-
matically calibrating the quality of volunteer-provided data and identifying suspi-
cious entries are being developed (Yu et al.  2012 ). Some studies revealed the need 
for careful protocols and detailed training to ensure that the data collected by the 
volunteers were consistent with the work of professionals (Engel and Voshell  2002 ). 
Overall, though, it appears that volunteers are able to contribute valuable data. For 
example, in the Oregon White Oak Stand Survey, students were trained to identify 
and log the locations of the white oak, a native tree that provides valuable habit to 
endangered species in the region. More than 600 students were transported to the 
area by bus and assigned to a transect, where they reported the location and canopy 
shape of oaks versus other tree species. Comparisons with data provided by profes-
sionals indicated that the students’ data were of generally high quality although the 
novices tended to over-report observations of rarer species (Galloway et al.  2006 ). 
Similar positive conclusions about the quality and value of volunteer-contributed 
data were noted in Delaney et al. ( 2008 ) with regard to novices’ ability to recognize 
and document the presence of native and invasive crab species in the Eastern coastal 
region of the United States. In a project involving large-scale monitoring of mam-
mal (e.g., badger) signs in the Oxfordshire forest, Newman et al. ( 2003 ) found that 
volunteers typically took longer to record observations but that the quality and util-
ity of their data was equivalent to that of the professionals.  

    Case Study: The B2E2 Project 

 Taking into account these lessons learned in practical citizen science applications, 
the Biosphere 2 Evapotranspiration Experiment (B2E2) project explored the inter-
section of science, public participation, and education by combining a citizen sci-
ence approach to expand research beyond the laboratory with a special emphasis on 
creating educational opportunities for middle and high school students. 

    Climate Change and the Water Cycle 

 The project was born out of the dissertation research of Dr. Juan Villegas at the 
University of Arizona and Biosphere 2 facility located outside of Tucson, AZ. 
Dr. Villegas’s research focused on the study of evapotranspiration, the combined 
process of water loss from soil (evaporation) and from plants through their leaves 
(transpiration). Somewhat surprisingly, factors that affect water loss through these 
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two processes are not fully understood; nor is it clear how environmental character-
istics such as foliage density or woody versus non-woody plant types affect the 
ways in which water is lost into the atmosphere. These questions are increasingly 
urgent with the impact of climate change and long-standing drought on the 
Southwestern region of the United States, as well as in other drought-ravaged 
regions such as Australia (Adams et al.  2009 ). 

 The goal of Dr. Villegas’s project was to learn more about how the changing 
vegetation in the desert might affect the water cycle, more specifi cally, the ratio of 
water loss into the atmosphere from evaporation from soil, and from transpiration 
from plants. Climate changes have led to the invasion of non-native species into the 
desert; non-natives tend to grow more closely together than native species and there 
is growing concern that greater density may alter the traditional seasonal weather 
patterns such as the summer monsoon rains around which the desert ecosystem 
revolves (Huxman et al.  2005 ).  

    The Biosphere 2 Research Laboratory 

 The Biosphere 2 facility provided an ideal laboratory to conduct Dr. Villegas’s 
research. Biosphere 2 is a large (over three acres) glass-enclosed laboratory that 
includes fi ve distinct biomes and its own internal ocean, and serves as a research 
facility for The University of Arizona. The unique design allows an unprecedented 
degree of control over climate factors such as humidity and temperature, and pro-
vides a venue for systematic, controlled environmental science research at a scale 
not possible in traditional laboratories or in the fi eld. Taking advantage of this facil-
ity, the investigators set up experimental comparisons involving arrangements of 
mature trees planted in large boxes and interspersed with boxes that contained only 
soil. Measurements of evaporation from the soil and transpiration from the trees 
indicated that the relative ratio of foliage and soil did affect water loss patterns 
(Villegas et al.  2009 ). 

 The control afforded by the Biosphere 2 facility allowed Dr. Villegas to precisely 
monitor details of evapotranspiration processes that would be diffi cult to replicate 
on a large scale, such as sap fl ow monitoring, precise measurement of microclimate 
conditions that require specialized equipment, and the chosen study subjects of 
mature mesquite trees. At the same time, the landscape-scale: study using living 
trees spaced as they would occur in the desert pointed to the need for additional 
research to better understand the broad range of parameters affecting evapotranspi-
ration. This led to considering alternate forms of the general evapotranspiration 
study design in which these parameters might be explored but using smaller scale 
materials and apparatus. Furthermore, it was recognized that there was an opportu-
nity to turn these smaller scale studies into an educational opportunity in which the 
studies could be run in classrooms.  

C.R. Beal et al.



167

    The “Tabletop” Experiment 

 A partnership was formed with middle schools in the area in which students con-
ducted table-top versions of the experiment and contributed their data to the research 
team. The science curriculum included units on scientifi c inquiry, earth sciences, 
and the water cycle, making the citizen science activity well-aligned with the ongo-
ing instruction. 

 The activity began with a pre-test of students’ initial understanding of the water 
cycle and science methods that was conducted by their science teachers. The next 
day, a member of the research team visited each classroom and gave a 40 min pre-
sentation about the water cycle, the processes of evaporation and transpiration, and 
the study being conducted at the Biosphere 2, and invited the students to participate. 
Students appeared highly engaged by the idea of contributing to the research through 
their classroom activity. 

 The week after the pre-test and introduction, sets of small pots with soil and pots 
planted with snapdragon plants were delivered to the classrooms, along with instruc-
tion for arranging the pots in specifi c patterns designed to contrast relative density 
(i.e., how many pots out of 20 were planted versus just had soil) and arrangement 
(e.g., if there were fi ve plants, they could be grouped together or spaced apart with 
bare soil between them). The protocol specifi ed how much water to administer each 
day and the intervals at which the pots would be weighed to measure overall water 
loss. The difference between the weight change attributed to soil-only pots and 
planted pots was attributed to the contribution of evaporation and transpiration that 
make up the overall evapotranspiration factor. 

 Over the next 2 weeks, the students worked in teams and followed their specifi ed 
protocol with regard to the amount of water to administer. They weighed their pots 
and recorded the data, and transmitted it to the research team. The data were entered 
by students into a spreadsheet that was displayed on a interactive smartboard. As the 
weights were logged into the appropriate cells, the calculations representing water 
loss were automatically updated along with the graph showing loss attributed to 
evaporation versus transpiration. At the end of the week-long activity students com-
pleted a post test regarding their knowledge of evapotranspiration and science inquiry.  

    Study Results and Extensions 

 Teachers reported that the students took the activity seriously and that there was very 
little “off-task” behavior during the week. In addition, students appeared concerned 
with guaranteeing the correctness of their measurements. Having the values dis-
played publicly in an easy to read fashion on the smartboard led to interesting class-
room discussion and promoted an informal peer review-like process in which the 
students corrected errors immediately during the data collection and analysis phases 
of the project. In addition, the pre-post test comparisons showed a positive impact 
on the student participants with regard to their understanding of the water cycle. 
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After the activity, students were more likely to provide accurate defi nitions for key 
terms, to recognize the factors and conditions that infl uenced evapotranspiration, 
and to suggest reasonable strategies for calculating weight (Villegas et al.  2010 ). 

 Students were also able to follow the experimental protocols successfully and to 
provide valuable data. The success of the activity was somewhat surprising given 
that the process of weighing plants required considerable attention to relatively fi ne- 
grained measurements and the use of the metric scale—topics that are known to be 
challenging for middle school students in the United States (Slavin and Lake  2008 ). 
In addition, the activity was sensitive to the successful completion of multiple 
sequential steps: students had to weigh the plants, record the values in decimal for-
mat to the second decimal place, and then enter the data into the workbook on the 
smart board. Processes that involve multiple steps are often prone to error, espe-
cially with relatively young participants (Michaels et al.  2008 ; Hassard and Diaz 
 2008 ). However, the data generated by the students in the table-top experiments 
were considered credible and valuable by the research team, and were directly used 
to increase the breadth of experimental results of the larger scale Biosphere 2 study. 
Ultimately, the students’ work led to the development of new conceptual frame-
works about the effects of vegetation type and structure on the partitioning of evapo-
transpiration (Villegas et al.  2009 ). 

 The table-top experiment has now been administered several times, each time 
varying the plant type and other conditions. The initial table-top experiment was 
conducted in local Arizona schools in the spring of 2009 and 2010. In the summer 
of 2009, a group of high school students visiting the Biosphere 2 for a summer pro-
gram carried out the experiment. Then, in the fall of 2009, another opportunity 
arose, this time partnering with two schools in New South Wales, Australia, the 
Dubbo Public School and Trangie School. In this variation the same experiment 
design was used, and video conferencing was used in which Dr. Villegas presented 
the introductory lecture and provided the same interaction that was used in the local 
studies. Feedback from the students and teachers at the remote sites was extremely 
positive, suggesting the potential to expand the activities via technology.   

    Conclusions 

 The possibilities for harnessing human computation on a large scale are far from 
exhausted but already the opportunities and benefi ts that result from engaging the 
public to participate in scientifi c research are being realized. The B2E2 project 
offers an example of one such opportunity: if an experiment can be presented at the 
right scale, there is opportunity to combine active science with appropriate STEM 
curricula goals, while at the same time also affording broader exploration of scien-
tifi c questions, varying parameters and conditions as a kind of exploratory data col-
lection. Our entry into the age of large and pervasive data is not only a boon for 
scientists, but will transform how we conduct science and how science communi-
cates with and educates the public.     
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           Introduction 

 Machines are good at    handling huge amounts of data, but they lack the fl exibility and 
sensitivity of human perception when making decisions or observations. To under-
stand human perception, we    look toward what defi nes being human. To sense, 
observe, and make sense of the world around us, we combine our biological recep-
tors (eyes, ears, etc.) with our cognitive faculties (memory, emotion, etc.). But the 
memory banks that we pull from to create comparative reasonings are unique from 
individual to individual. Thus, we each see things in slightly different ways, i.e. what 
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is beautiful to one person may not be to another. However, there are trends that 
emerge among our collective human consciousness and efforts to tap a consensus of 
human perception, i.e. crowdsourcing, depend upon these trends to scale up analyti-
cal tasks through massively parallel networks of eyes and minds. This concept of 
crowd based computing has become an important approach to the inevitable “data 
avalanches” we face.

     The Modern Age of Human Information Processing:  More than one quarter 
of the world’s population has access to the Internet (Internet World Stats  2009 ), and 
these individuals now enjoy unprecedented access to data. For example, there are 
over one trillion unique URLs indexed by Google (Google Blog  2008 ), three billion 
photographs on Flickr, over six billion videos viewed every month on YouTube 
(comScore  2009 ), and one billion users of Facebook, the most popular social net-
working site. This explosion in digital data and connectivity presents a new source 
of massive-scale human information processing capital. User generated content fi lls 
blogs, classifi eds (  www.craigslist.org    ), and encyclopedias (  www.wikipedia.org    ). 
Human users moderate the most popular news (  www.reddit.com    ), technology 
(  www.slashdot.org    ), and dating (  www.plentyoffi sh.com    ) sites. The power of the 
internet is the power of the people that compose it, and through it we are fi nding 
new ways to organize and connect networks of people to create increasingly power-
ful analytical engines. 

  Breaking up the Problem:  To combine the large-scale strength of online data 
collection with the precision and reliability of human annotation, we take a creative 
approach that brings the data collection process close to humans, in a scalable way 
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that can motivate the generation of high quality data. Human computation has 
emerged to leverage the vast human connectivity offered by the Internet to solve 
problems that are too large for individuals or too challenging for automatic meth-
ods. Human computation harnesses this online resource and motivates participants 
to contribute to a solution by creating enjoyable experiences, appealing to scientifi c 
altruism, or offering incentives such as payment or recognition. These systems have 
been applied to tackle problems such as image annotation (von Ahn and 
Dabbish  2004 ), galaxy classifi cation (  www.galaxyzoo.org    ), protein folding (Cooper 
et al.  2010 ), and text transcription (von Ahn et al.  2008 ). They have demonstrated 
that reliable analytics can produced in large scales through incremental contribu-
tions from parallel frameworks of human participantion. 

 One approach to human computation motivates participants by creating enjoy-
able, compelling, engaging games to produce reliable annotations of multimedia 
data. Markus Krause’s chapter (in this book) on gamifi cation provides a brilliant 
investigation of this specifi c topic. These “games with a purpose” (von Ahn  2006 ) 
have been applied to classify images (von Ahn and Dabbish  2004 ; von Ahn  2006 ), 
text (von Ahn et al.  2006 ) and music (Mandel and Ellis  2007 ; Barrington 
et al.  2012b ; Law and vonAhn  2009 ). In general, these games reward players when 
they agree on labels for the data and, in turn, collect information that the consensus 
deems reliable. The goal of these games has been to collect data on such a massive 
scale that all the available images, text or music content could be manually annotated 

  Fig. 1    Ultra-high resolution imagery of Mongolia displayed on the HiperSpace visualization 
facility at UC San Diego       
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by humans. Although simple and approachable online games – “casual games” – 
have broadened the video gaming demographic (International Game Developers 
Association  2006 ), designing a human computation game that meets these data col-
lection goals while being suffi ciently attractive to players in massive volumes 
remains a challenge. 

 In this chapter we describe several efforts to produce game like frameworks that 
take on a needle-in-a-haystack problems, often when the needle is undefi ned. 
Specifi cally, we explore innovative networks of human computation to take on the 
ever expanding data challenges of satellite imagery analytics in search and discov-
ery. We describe frameworks designed to facilitate peer directed training, security 
through the partitioning and randomization of data, and statistical validation through 
parallel consensus. In each case it is clear that careful architecture of information 
piping is a determinate in the success of parallel human computation. We begin with 
an overview of our initial efforts in satellite remote sensing for archaeology, fol-
lowed by subsequent experiences in disaster assessment, and search and rescue.  

    Case Study: Archaeological Remote Sensing 

 In 2010 we launched “Expedition: Mongolia” as the satellite imagery analytics 
solution for the  Valley of the Khans Project  (VOTK), an international collaboration 
between UC San Diego, the National Geographic Society, and the International 
Association for Mongol Studies to perform a multidisciplinary non-invasive search 
for the tomb of Genghis Khan ( Chinggis Khaan ). We turned to massively parallel 
human computation out of frustration from the inability to effectively survey the 
vast quantity of imagery data through automated or individual means. 

 Since the invention of photography, aerial images have been utilized in 
archaeological research to provide greater understanding of the spatial context of 
ground features and a perspective that accentuates features which are not otherwise 
apparent (Riley  1987 ; Bewley  2003 ; Deuel  1969 ; Lyons  1977 ). Buried features can 
produce small changes in surface conditions such as slight differences in ground 
level, soil density and water retention, which in turn induce vegetation patterns 
(cropmarks), create variability in soil color (soilmarks) or even shadows (shadow-
marks) that can be seen from above. 

 The introduction of earth sensing satellites has further contributed to the integra-
tion of remote sensing in archaeology (Fowler  1996 ; Parcak  2009 ). The ability of 
detecting features on the ground from space is largely dependent upon the ratio of 
feature size to data resolution. As sensor technologies have improved, the potential 
to utilize satellite imagery for landscape surveys has also improved (Wilkinson 
et al.  2006 ; Lasaponara and Masini  2006 ; Blom et al.  2000 ). In September of 2008 
the GeoEye-1 ultra-high resolution earth observation satellite was launched by 
GeoEye Inc. to generate the world’s highest resolution commercial earth-imaging 
(at the time of launch) (Madden  2009 ). Generating 41 cm panchromatic and 1.65 m 
multispectral data this sensor further expanded the potential of satellite based 
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archaeological landscape surveys. However, the massive amount of data that is col-
lected each day by these sensors has far exceeded the capacity of traditional analyti-
cal processes. Thus, we turn to the crowds to scale human computation towards a 
new age of exploration. 

 We construct a massive parallel sampling of human perception to seek and sur-
vey the undefi ned. Specifi cally, we aim to identify anomalies in vast quantities of 
ultra-high resolution satellite imagery that represent archaeological features on the 
ground. Because these features are unknown we are searching for something we 
cannot predefi ne. Our internet-based collaborative system is constructed such that 
individual impact is determined by independent agreement from the “crowd” (pool 
of other participants who have observed the same data). Furthermore, the only 
direction that is provided to a given participant comes from the feedback in the form 
of crowd generated data shown upon the completion of each input. Thus, a collec-
tive perception emerges around the defi nition of an “anomaly”. 

    The Framework 

 Ultra-high resolution satellite imagery covering approximately 6,000 km 2  of land-
scape was tiled and presented to the public on a National Geographic website 1  
through a platform that enabled detailed labeling of anomalies. 

 Within the data interface participants are asked to annotate features within fi ve 
categories: “roads”, “rivers”, “modern structures”, “ancient structures”, and “other”. 
For each image tile, participants were limited to create no more then fi ve separate 
annotations. This limitation was designed to limit the infl uence that any single indi-
vidual could have on a given section of imagery (see Fig.  2 ).

   Image tiles (with georeference meta data removed) were distributed to partici-
pants in random order. By providing segmented data in random order a collection of 
participants (or participant with multiple registrations) could not coordinate a 
directed manipulation of any given location. This was designed to both secure the 
system against malicious data manipulation as well as to protect the location of 
potential sites from archaeological looters. 

 At the onset of the analysis, ground truth information did not exist to provide an 
administrative source of feedback of the accuracy of analysis to participants. Thus 
we depend upon peer feedback from data previously collected by other randomly 
and independent observers of that image tile to provide a consensus based reference 
to position ones input in relation to the “crowd” (see Fig.  3 ).

   The semi-transparent feedback tags provide a reference to gauge one’s input to 
the perceptive consensus of a crowd. This reference information cannot be used to 
change the input provided to that particular image tile, however is designed to infl u-
ence the participant for the following image tiles. Basing training on an evolving 

1   http://exploration.nationalgeographic.com/mongolia 
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peer generated data set we allow a form of emergent collective reasoning to deter-
mine the classifi cations, an important design element when searching for something 
that cannot be predefi ned. 

 The emergence of “hotspots” of human agreement also provide a form of valida-
tion through agreement among independent observers (a multiply parallel blind test). 
The mathematical quantifi cation of agreement is the basis for extracting insight from 
the noisy human data. A detailed investigation of this framework and the role of col-
lective reasoning will be reported in a forthcoming manuscript (Lin et al.  2013 ).  

  Fig. 2    User interface for online participants to identify anomalies within randomly presented 
 sub- sectioned satellite imagery (Presented on   http://exploration.nationalgeographic.com/mongolia    )       
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    Opening the Flood Gates 

 Since its launch over 2.3 million annotations from tens of thousands of registered 
participants were collected. Recruitment was facilitated through public media high-
lights, i.e. news articles and blogs. These highlighting events provide observable 
spikes of registration/participation, as seen in Fig.  4 . We show this trend to articulate 
the importance of external communities to drive participation in crowdsourced 
initiatives.

   Overlaying this huge volume of human inputs on top of satellite imagery creates 
a complex visualization challenge (Huynh et al.  2013 ) a subset of which is depicted 
in Fig.  5 . While independently generated human inputs are inherently noisy, clusters 

  Fig. 3    Peer based feedback loop (Presented on   http://exploration.nationalgeographic.com/
mongolia    )       

  Fig. 4    Registration ( blue ) and image view ( red ) statistics across the duration of the experiment       
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of non-random organization do emerge. Categorical fi ltering highlights road networks, 
rivers, and archeological anomalies, respectively.

   Guided by this global knowledge of public consensus, we launched an expedi-
tion to Mongolia to explore and groundruthed locations of greatest convergence 
(defi ned mathematically through kernel density estimations). From three base camp 
locations along Mongolia’s Onon River Valley we were restricted to a proximity 
boundary based upon 1 day’s travel range and limitations associated with extreme 
inaccessibility. This created an available coverage distance of approximately 
400 square miles. Within these physical boundaries we created and explored a prior-
ity list of the 100 highest crowd rated locations of archaeological anomalies. The 
team applied a combination of surface, subsurface geophysical (ground penetrating 
radar and magnetometry), and aerial (UAV based) survey to ground truth identifi ed 
anomalies (Lin et al.  2011 ). Of those 100 locations, over 50 archaeological anoma-
lies were confi rmed ranging in origins from the Bronze age to the Mongol period 
(see example in Fig.  6 ).

        Case Study: Christchurch Earthquake Damage Mapping 

 Born out of the success of “Expedition:Mongolia” Tomnod Inc. was formed in 2011 
to explore broader application of human computation in remote sensing. While 
search targets varied, the computation challenge was consistent. The methodology 
of large scale human collaboration for earth satellite imagery analytics was quickly 
applied in the aftermath of a 6.3 magnitude earthquake that devastated the city of 
Christchurch, New Zealand in February 2011. 

  Fig. 5    Human generated tags overlaid on satellite imagery showing emergent agreement around 
features. Tag categories “road” and “ancient” are represented in  red  and  yellow , respectively. We 
have explored methods of clustering to defi ne linear features through tags (roads and rivers, Huynh 
and Lin ( 2012 ))       
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 Once again, a website was developed to solicit the public’s help in analyzing 
large amounts of high-resolution imagery: in this case 10 cm aerial imagery 
(Barrington et al.  2012a ). Users were asked to compare imagery taken before and 
after the quake and to delineate building footprints of collapsed or very heavily 
damaged buildings. The interface was designed to be simple and intuitive to use, 
building on widespread public familiarity with web-mapping platforms (Google 
Maps, Google Earth, Bing Maps, etc.), so that more of the user’s time is spent ana-
lyzing data versus learning how to use the interface. Using a simple interface that 
runs in a web browser, rather than an ‘experts-only’ geographic information system 
(GIS) platform, opens the initiative to a larger group of untrained analysts drawn 
from the general Internet public (Fig.  7 )

   After just a few days, thousands of polygons outline areas of damage were con-
tributed by hundreds of users. The results are visualized in Fig.  8  below where areas 
of crowd consensus can be clearly identifi ed by densely overlapping polygons. The 
crowd’s results were validated by comparison to ground-truth fi eld surveys con-
ducted in the days immediately following the earthquake. The fi eld surveys marked 
buildings with red (condemned), yellow (dangerous) or green (intact) tags, indicat-
ing the level of damage. Ninety-four percentage of the buildings tagged by the 
crowd were actually reported as damaged (red or yellow) by the fi eld survey 
(Foulser-Piggott et al.  2012 ).

  Fig. 6    Rectangular burial mound (identifi ed through our human computation network) from early 
to late Bronze Age origins (Allard and Erdenebaatar  2005 ; Jacobson-Tepfer et al.  2010 )       
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       Case Study: Peru Mountain Search & Rescue 

 The previous case studies demonstrated the capability of large networks of distrib-
uted human analysts to identify undefi ned features and apply visual analytics to 
remote sensing datasets on a massive scale. The fi nal application of crowdsourced 
remote sensing we discuss highlights the timeliness that can be achieved when hun-
dreds of humans help search through imagery and rapidly identify features of inter-
est. On July 25, 2012, two climbers were reported to be lost in the Peruvian Andes. 
Missing in a remote, inaccessible region, the fastest way for their friends in the US 
to help fi nd them was to search through satellite images. DigitalGlobe’s WorldView-2 
satellite captured a 50 cm resolution image and, once again, Tomnod launched a 
crowdsourcing website to facilitate large scale human collaboration. Friends, family 
and fellow climbers scoured the mountain that the climbers were believed to have 
been ascending. The crowd tagged features that looked like campsites, people, or 
footprints and, within hours, every pixel of the entire mountainside had been viewed 
by multiple people (Fig.  9 ).

   One of the fi rst features identifi ed within just 15 min of launching the website 
showed the 3-man rescue team making their way up the glacier in search of the 
climbers. Over the next 8 h, consensus locations were validated by experienced 

  Fig. 7    Tomnod Disaster Mapper Interface in the Christchurch GEOCAN effort       
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  Fig. 8    Results of the crowd-contributed damage outlines and highlights of two destroyed 
 buildings.  Red  = completely destroyed,  orange  = heavy damage,  yellow  = light damage       

  Fig. 9    Comprehensive crowdsourcing maps an entire mountain in just a few hours. The crowd 
identifi ed possible footsteps ( orange ), people ( green ), campsites ( blue ) and avalanche regions ( red )       
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mountaineers and priority locations were sent to the rescue team on the ground 
(e.g., footprints in the snow, Fig.  10 ).

   The search ended the next morning when the climbers bodies were discovered 
where they had fallen, immediately below the footprints identifi ed by the crowd. 
While this case study has a tragic ending, the story highlights the power of human 
collaboration networks to search a huge area for subtle clues and, in just a few 
hours, go from image acquisition to insight. Furthermore, we observe that in times 
of need, humans want to help, and when channeled in appropriate collaborative 
pipelines can do so through computation.  

    Next Step: Collaborating with the Machine 

 While we have shown three examples of scalable human analytics, it would be a 
challenge for human computation alone to analyze every image on the web, every 
galaxy in the sky or every cell in the human body. However, human computation 
systems can produce well-labeled examples in suffi cient volume to develop machine 
learning methods that can tackle such massive problems autonomously 
(Barrington et al.  2012b ; Snow et al.  2008 ; Novotney and Callison-Burch  2010 ). By 
integrating machine intelligence systems with human computation, it is possible to 
both focus the human effort on areas of the problem that can not yet be understood 
by machines and also optimize the machine’s learning by actively querying humans 
for labels of examples that currently confound the machine. 

  Fig. 10    Fresh foot tracks in the snow outlined through crowdsource analytics of near real time 
ultrahigh resolution satellite imagery       
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 The detection of anomalies within an image is a diffi cult problem: we know that 
they may be located in regions of the image, but we don’t know exactly where. We 
believe the application of multiple instance learning (Babenko et al.  2006 ; Maron 
and Lozano-Pérez  1998 ; Maron and Ratan  1998 ; Zhang et al.  2002 ) would be best 
suited for the problem at hand. Unlike the classical approach to learning, which is 
based on strict sets of positive and negative examples, multiple instance learning 
uses the concept of positive and negative bags to address the nature of fuzzy data. 
Each bag may contain many instances, but while a negative bag is comprised of 
only negative instances, a positive bag is comprised of many instances which are 
undetermined. While there may be negative examples in the positive bag due to 
noisy human input, the majority the positive examples will tend to lie in the same 
feature space, with negative examples spread all over. Multiple instance learning is 
able to rely on this insight to extrapolate a set of features that describes the positive 
bag. This is very appropriate for our data since a single image patch may contain 
many alternative feature vectors that describe it, and yet only some of those feature 
vectors may be responsible for the observed classifi cation of the patch. A schematic 
of a proposed workfl ow for combining human computation and multiple instance 
learning (a machine based method) is outlined in Fig.  11 .

   If we are able to pool human perception to identify and categorize hard to defi ne 
anomalies, we can begin applying this approach. From each of the many instances 
in a given category bag (i.e. ancient structure) we extract a set of image feature vec-
tors. Since not every instance in the bag truly represents the labeled concept, some 
of these features will describe random image details, while others may be drawn 

  Fig. 11    Three phase approach to combine machine learning with search and discovery human 
computation: consensus convergence; feature extraction; and multiple instance learning       
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from an actual ancient structure and will, for example, exhibit a certain rectangular 
shape. As we iterate through all the instances in multiple bags, the aim is that the 
features that describe an anomaly will become statistically signifi cant. As the signal 
from multiple positive instances emerges from the uniformly distributed background 
noise, we can identify the features that best describe certain classes of anomaly. 
Thus even with multiple, noisy, weakly-labeled instances from our training set, 
applying multiple-instance learning will result in a set of features that describe each 
anomaly and which we can apply to new data to fi nd anomalies therein.  

    Conclusions 

 The idea of collecting distributed inputs to tap the consensus of the crowd for deci-
sion making is as old as the democratic function of voting, but in this digital age, 
networks of individuals can be formed to perform increasingly complicated compu-
tational tasks. Here, we have described how the combined contribution of parallel 
human micro-inputs can quickly and accurately map landscapes and features 
through collective satellite imagery analytics. 

 In “Expedition:Mongolia” we designed a system of peer based feedback to 
defi ne archaeological anomalies that have not been previously characterized, to 
leverage a collective human perception to determine normal from abnormal. 
Participants without pre-determined remote sensing training were able to indepen-
dently agree upon image features based on human intuition, an approach avails of 
the fl exibility and sensitivity of human perception that remains beyond the capabil-
ity of automated systems. This was critical in our search for the “undefi ned needle 
in a haystack”. 

 While this initial effort focused on an archaeological survey, applications of 
crowdsourced remote sensing exist across domains including search & rescue and 
disaster assessment. This was demonstrated through the efforts of Tomnod Inc., a 
group born out of the experiences in Mongolia to tackle the data challenges of the 
commercial satellite imaging industry through crowdsourced human computation. 
In the Christchurch disaster mapper effort we observe a remarkable 94 % accuracy 
to ground truth. This result opens new possibilities for human computation and 
remote sensing in the assessment and ultimately recovery of disaster events. The 
Peruvian Mountain search & rescue operation demonstrated the remarkable speed 
with which insight could be gained from pooling human effort for large scale data 
analytics, suggesting that a combination of networked human minds and fast data 
pipelines could actually save lives. 

 Each example demonstrates the potential of online communities to mine 
unbounded volumes of digital data and catalyze discovery through consensus-based 
analytics. We have shown how human perception can play a powerful role when 
seeking unexpected answers in noisy unbounded data. 

 However, while our approach depends upon emergent trends of agreement as the 
validating principle of actionable information, we observe this inherently does not 
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capture the value of outliers (independent thinkers). Future work may identify 
mechanisms to reward “out of the box” thinking, possibly through a more detailed 
understanding and utilization of the individual human variables that contribute to a 
distributed human computation engine. 

 Finally, we observe that the natural next step in the evolution of human centered 
computation will be the collaboration between human and automated systems. This 
synergy will likely be required as we face the increasingly overwhelming data ava-
lanches of the digital world.     
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           Introduction 

 Louis von Ahn ( 2009 ) has described human computation as “a paradigm for utiliz-
ing human processing power to solve problems that computers cannot solve.” Quinn 
and Bederson ( 2011 ) further describe a consensus that what constitutes human com-
putation are the problems that fi t the general paradigm of computation, and as such 
might be solvable by computers; and in which the human participation is directed 
by the computational system or process. A typical example of human computation 
would be an Amazon Mechanical Turk process using the incremental labor of inter-
net workers to verify that images of red shoes for sale in an online store actually 
match the description of the product’s color advertised on the site. 

 Most forms of electronic literature can be considered to have some elements of 
human computation: the majority of works in this fi eld consist of texts authored by 
humans which are then subject to some sort of computational process or algorithmic 
manipulation. Electronic literature is a fi eld of literary and artistic practice that, 
according to the Electronic Literature Organization, involves “works with important 
literary aspects that take advantage of the capabilities and contexts provided by the 
stand-alone or networked computer.” This encompasses a wide range of digital liter-
ary practices including hypertext fi ction, kinetic poetry, chatbots, interactive fi ction, 
interactive drama, generated poetry and narratives, narratives situated in networked 
communication technologies such as email, SMS, blogs, Twitter, and wikis, textual 
digital art installations, and many other practices. With electronic literature, human 
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authors develop texts that involve computational processes—both texts that are 
themselves computer programs and texts that are the result of human interaction 
with algorithms—and human readers engage in reading practices that are techno-
logically mediated. 

 Considering electronic literature from the standpoint of human computation is 
something of an inversion of the standard perspective. Scholars in this fi eld more 
typically focus on how computers, networks, and computational processes can be 
useful in enabling humans to create new forms of literary expression, rather than 
beginning from the question of what roles humans play in a computational process. 
The challenges of creating a convincing and engaging narrative or producing a rich 
poetic use of language are still not generally solvable by computation alone. Even 
in the case of successful story or poetry generation, aspects of human writing are 
deeply integrated into the development of the system. 

 Hayles ( 2008 ) refers to the relationship between humans and computers evident 
in many works of electronic literature in terms of symbiotic loops: “Humans engi-
neer computers and computers reengineer humans in systems bound together by 
recursive feedback and feedforward loops, with emergent complexities catalyzed by 
leaps between different media substrates and levels of complexity.” Likewise, the 
relationship between the system and the human participants/authors in works of 
electronic literature is often more complexly layered than a single iteration of enlist-
ing humans to perform tasks the system cannot provide without human input. There 
are examples of works of electronic literature where human authorship is directed 
by computational processes. We encounter systems that are fi rst developed—by 
humans—as literary platforms, which then computationally direct, arrange, or inte-
grate contributions by other humans. 1  The system may or may not be altered in 
response, in a recursive cycle that can continue. 

 After briefl y discussing architectures of participation in collective narratives, 
I will focus herein on three types of human computation relevant to electronic 
literature:

    1.    Digital art projects involving human computation which offer some lessons for 
human-computation-driven electronic literature;   

   2.    Poetry engines that use human contributions or human judgment to produce or 
refi ne combinatory or generate poetry;   

   3.    Literary projects that are self-consciously engaged in a meta-level critique of the 
role that large-scale systems of human computation—for examples Google’s 
global-scale harvesting of search queries—play in reconstructing contemporary 
human culture and social practices.      

1   The  ePluribus Solver  project (Greene et al.  2014 ) provides an example from the domain of col-
lective journalism. Working with small fragments of a story in pictures using only a few characters 
or words, team members cast into descriptive and evaluative roles worked together to develop a 
collective narrative of the given situation. 
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    Architectures of Participation: Frameworks for Collaboration 

 A literary project involving human computation should be understood to have an 
architecture of participation, a system that affords and constrains human participa-
tion. This architecture can be understood both as a platform in the sense of a com-
putational system and a stage on which human interaction with the text, the system, 
and other authors and editors takes place. 

 Human computation in electronic literature is relatively uncharted territory. Paul 
Rohwer’s “A Note on Human Computation Limits” ( 2010 ) considers two projects: 
 A Million Penguins , a crowdsourced wiki novel produced by De Montfort University 
and Penguin Books in 2007, and two audio books produced by BBC Audiobooks 
America, that harvested Twitter responses to the fi rst line of a story in “an iterative 
progression, singular integration model” to result in a collective fi ction. The wiki 
novel project was an experiment in using the collaborative wiki platform—in which 
any user may edit any other user’s text at any time (though those changes may be 
reverted)—to create collectively written novel. In their “A Million Penguins 
Research Report” (Mason and Thomas  2008 ) produced after the conclusion of the 
project, project organizers concluded that the result was ultimately less interesting 
as a novel than it was as a cultural text or performance. Penguin Digital Publisher 
Jeremy Ettinghausen reports “as the project evolved, I stopped thinking about it as 
literary experiment and starting thinking about more as a social experiment.” Other 
critics and co-authors of the project recorded similar responses. The lightly con-
trolled chaos of the wiki, it appears, served as a compelling arena for textual perfor-
mance, but not for the development of a cohesive narrative. 

 Rohwer contrasts this project with one he considers successful,  Hearts, Keys, 
and Puppetry  by Neil Gaiman and the Twitterverse ( 2010 ). The story began with 
one tweet by Neil Gaiman, and readers then contributed Tweet-long continuations 
of the story. A single editor reviewed these tweets and selected the next line that 
would be included in the canonical version of the story, one line at a time. Rohwer 
argues that the “single real-time editor may be the natural requirement to achieve a 
suffi ciently coherent narrative.” While it is problematic to suggest that there is any 
“natural” requirement for coherent narrative—there are certainly many examples of 
multi-authored texts that did not have a single editor—it is clear that the two proj-
ects had different architectures of participation and control. The problem with nar-
rative cohesion in  A Million Penguins  may have simply been that this architecture 
was not established as a system in which contributory and control roles were clearly 
defi ned and functional. 

 In a previous article focused on collective narratives (Rettberg  2011 ), I discussed 
a number of different online literary narrative projects that involved collaborative 
methods. These range from collaboration in small groups of authors, such as in the 
hypertext novel (Gillespie et al.  1998 ) to the attempt in the early 1980s by the Seattle 
writing group The Invisibles to use questionnaires and an early form of literary 
computer database to gather material for a novel,  Invisible Seattle  ( 1987 ), written by 
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the whole city of Seattle, to projects such as Barbara Campbell’s  1001 Nights Cast  
( 2005 )—a durational performance in which Campbell daily solicited individual 
texts from internet participants in response to a prompt which changed each day, 
and then performed a reading of one texts each night 1001 nights in a row. Surveying 
collective narrative projects, I identifi ed three different types of participation:

    Conscious participation : Contributors are fully conscious of explicit constraints, 
of the nature of the project, and of how their contribution to it might be utilized.  

   Contributory participation : Contributors may not be aware of how their contribu-
tion fi ts into the overall architecture of the project, or even of the nature of the 
project itself, but they do take conscious steps to make their contribution avail-
able to the project.  

   Unwitting participation : Texts utilized in the collective narrative are gathered by 
the text-machine itself, and contributors have no conscious involvement in the 
process of gathering the material.    

 Human-computation-driven literary projects might involve any of these three dif-
ferent types of participation. People might be consciously participating as co- authors 
(for example by writing or editing a chapter of a wiki-based novel), may simply 
provide some text or information that will then be integrated by editors or by a com-
putational system into a larger literary structure (for example respondents in the 
 Invisible Seattle  project who answered questions like “What is the best restaurant in 
Seattle to go for a break-up dinner?” and thus provided settings for the novel), or 
could be participating in a completely unwitting way (I will later discuss of Twitter 
haiku projects which harvest unwitting haiku from a general Twitter stream).  

    Digital Artworks Based on Human Computation 

 Electronic literature and digital art practices are deeply intertwined, so before mov-
ing to further specifi cally literary examples, it is useful to consider some notable 
examples of non-linguistic digital art that involve human computation. Aaron 
Kolbin’s “The Sheep Market” ( 2006 ) is a project that involved the production of 
10,000 sheep by workers on Amazon’s Mechanical Turk. The workers were paid 
$.02 for each sheep they produced. Kolbin developed a Processing-based drawing 
tool, which recorded the drawing of each sheep. Each worker was instructed to 
“draw a sheep facing left.” The results of the project included installations with 
prints of all 10,000 of the sheep, and animations, which reproduce the process of 
each sheep being drawn. Kolbin reports that the average wage paid to each worker 
was $.69 per hour, and the average time spent on drawing each sheep 105 seconds. 

 One might reasonably ask what the point of such an experiment might be, or where 
we should locate the “art” in a project which is based very much on the idea of “ama-
teur” production (albeit “professional” in the sense that each of the workers was paid). 
Certainly on some level there is an embedded critique of the labor dynamics of human 
computation. Paying someone $.69 an hour for labor of any sort is unconscionable by 
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the standards of most developed nations. 2  It calls into question other projects that use 
Mechanical Turk and similar platforms—is human computation simply a way of low-
ering labor costs to avoid paying human workers a reasonable minimum wage? And 
of course, the project also mirrors some more general global labor issues: Western 
consumers would not have access to such a plethora of affordable and wondrous con-
sumer electronics without laborers in the East who are paid subsistence wages in poor 
working conditions to perform repetitive tasks. So on one level, the work can be under-
stood as being about the political economy of contemporary consumer markets. 

 On the other hand, the process of human computation here also reveals tremen-
dous creativity and diversity in a generalized class of human producers. Even in a 
simple rectangular black-and-white drawing environment, we encounter a diverse 
variety of approaches to producing a drawing of a barnyard animal. Like snow-
fl akes, each of the 10,000 sheep in the market is in some way distinct from the oth-
ers. The most fascinating aspect of watching the animations of the sheep drawings 
is seeing a human decision-making process unfold, as the workers draw, hesitate, 
make half-starts and scratch-outs. The drawings themselves are not nearly as affec-
tive as these ghostly presences, these invisible hands (Fig   .  1 ).

2   In his contribution to this volume, “Labor Standards,” Alek Felstiner ( 2014 ) begins to unpack 
some of the thorny conceptual and jurisdictional issues involved in utilizing a globally distributed 
casual labor pool for crowdsourced human-computation-based labor. 

  Fig. 1    Overview of “Seed Drawing 52” by Clement Valla (Reproduced from the artist’s website)       
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   Clement Valla’s “Seed Drawings” series ( 2011 ) likewise uses Mechanical Turk 
as an engine for a collective art practice. In this case, rather than being provided 
with a written instruction of what to draw, each online worker is provided with a 
“seed drawing”—a pattern—and instructed to reproduce it using a simple drawing 
tool. The results, the artist notes, are much like a game of “telephone.” The fi rst 
drawing is placed on the center of a grid, and the drawings based on it appear adja-
cent to it as they are produced. As each worker produces a new drawing based on 
another copy, the variability also increases dramatically. So what, in “Seed Drawing 
52,” for example, is seeded as a simple black-and-white line pattern might, several 
generations later, evolve into an image of a face, or a coffee mug, or a letter, or a 
fi sh, or a star. As the original “message” is interpolated, its content changes signifi -
cantly. One particularly interesting aspect of the drawings in “Seed Drawing 52” is 
that as the drawings are interpreted by different human actors, they generally appear 
to move from abstraction towards representation—at the center of the image we see 
abstract drawings but as we move to the outer parts of the grid, many more of the 
drawings are of recognizable objects or symbols. When charged with the pure task 
of mechanical reproduction, it seems the workers could not simply engage in auto-
matic reproduction of the previous image, but were instead driven fi rst towards 
interpretation. While a simple computer program could have replicated the seed 
drawing accurately in all 6,560 squares, the human workers fi rst refl ected on  what 
they thought it was , reproducing not the image but an idea of the object it signifi ed, 
even if it may have originally signifi ed nothing (Fig.  2 ).

   Kolbin, Valla, and a number of artists have continued to explore this type of col-
lective, human-computation-driven methodology in subsequent works. From the 
perspective of narrative generation, Kolbin and Chris Milk’s recent 2012–2013 

  Fig. 2    Detail of “Seed Drawing 52” by Clement Valla (Reproduced from the artist’s website)       
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project “This Exquisite Forest ( 2013 )” is perhaps the most intriguing. In this case, 
each work begins with a seed animation: for example of a stick fi gure falling down 
at the beginning of “A Bad Day.” A HTML5 web-browser-based tool then allows 
successive users to add new frames to the new animation. They might continue to 
build from the seed narrative, or they might build upon any of the resulting branches. 
The branching tree structure can be used in a number of different narrative or the-
matic ways. In some cases the trees are clearly based on continuing established 
narratives and taking a story to a new turn or diverted path, while in other examples 
the continuities are limited to those of visual style. 

 We can note common features in each of the three art projects discussed above 
that provide lessons for the production of successful literary works based on human 
computation:

    1.    In each case, the artists provide users with a simple tool and platform for devel-
oping their contributions;   

   2.    Contributors are also provided with a clear and concise  constraint ;   
   3.    While the constraint or instruction is explicit, the interaction of the user with the 

constraint is also the point at which  play  takes place in the system, as it involves 
a moment of interpretation and decision on the part of the contributor;   

   4.    The essential element of what makes each work appreciable, as an aggregate, 
collective work of art is not the  accuracy  of the human response to instructions, 
but the  variability  of the human responses to the given constraints recognizable 
in the aggregate.      

    Online Haiku Generators Involving Human Computation 

 Many of the early experiments of net.art involved the aggregation of contributed 
texts by a number of different anonymous human actors.  The World’s First 
Collaborative Sentence,  launched by Douglas Davis in  1994  is one simple example 
of this. When reader/contributors open TWFCS in a web browser, they encounter a 
long unbroken stream of text, and a link to a web form which they can use to con-
tribute to the work-in-forever-progress. The primary goal of the project appears to 
have been open performance on a global network—the instructions encouraged con-
tributors to “WRITE, PERFORM, OR SING ANYTHING YOU WISH TO ADD 
IN WHATEVER LANGUAGE YOU LOVE TO THIS COLLABORATIVE WORK, 
JOINING HANDS AND MINDS WITH YOUR SISTERS AND BROTHERS OF 
WHATEVER RACE, REGION, OR BELIEF ANYWHERE IN THE WORLD…” 
Contributors were encouraged to add not only text but also “PHOTOGRAPHS, 
VIDEO, SOUND.” The only constraint was that the contribution could not include 
a period and therefore the sentence could  theoretically go on forever. 3  

3   Davis’s work was live until the early 2000s when the scripts driving the project became non- 
functional in the context of the contemporary Web. In 2012, the Whitney Museum restored the 
digital work, releasing both a “restored” historical version and a fully functional live version which 
allows for new contributions. 
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 Like many net.art projects, TWFCS was largely about the early idealistic exuber-
ance and utopianism with which many people took the Web as they fi rst encoun-
tered it as a new medium for human expression. The possibilities of instantaneous 
publication with nearly global reach and the ability to share texts and collaborate 
with thousands of other people, without the intrusion of institutional gatekeepers, 
were still very new in 1994. The focus is largely on the novelty of the device and the 
medium itself. The project was successful insofar as its aim was to simply be a 
large-scale participatory text—more than 200,000 contributions were made to 
TWFCS between 1994 and 2000. But it would be diffi cult to assess its interest or 
merit as a literary work. When the goal of the project is unstructured participation, 
it is no surprise that the result was rambling and largely incoherent. 

 From the standpoint of human computation, more compelling examples of digi-
tal literature involve participatory structures that use human contributions in more 
specifi c ways, driven by constraints and processes intended to result in a coherent 
reading experience. These often involve the use of literary forms that are themselves 
constrained. Let us consider for example three projects that enlist human participa-
tion in the generation of online haiku. 

 Though the structure of the traditional Japanese haiku is more refi ned, in its 
English incarnation, haiku is generally understood to be a form of three lines in a 
5 -7 -5 syllable structure. Haiku are often imagistic, and typically deal with two 
aspects of nature that when juxtaposed, can serve to startle the reader or bring about 
some sense of recognition. Given the comparative simplicity of the form in its 
English incarnation compared say to a Shakespearian sonnet, it is no surprise that it 
has been the subject of many experiments with combinatory, generative, or collec-
tive poetry. Haiku were in fact among the forms of some of the earliest experiments 
with poetry generation—in  1967  John Morris published “How to Write Poems with 
a Computer” describing his haiku generation program developed at Michigan State 
University. Morris both described his actualized program and conceptualized a bet-
ter one that would balance an algorithmic process with elements of randomness, 
though, he confessed that he found the most affective poetry to be “…communica-
tion from a particular human being. And this is precisely what a computer is not.” 

 Nanette Wylde’s  haikU  ( 2001 ) is a project based on principles of user participa-
tion and on the use of a randomizing function to produce haiku that startle in the 
sense of producing  unintended  juxtapositions—no single author has determined 
which lines will appear together. The reading interface is a simple, spare web page. 
Every time a reader reloads the page, a new haiku is produced. Following a link to 
“Write haiku” individuals can submit their own haiku in three lines, each of which 
has its own button to post the line to bins of fi rst, middle, and last lines. The poems 
delivered on each reload of the site are not the individual haiku as submitted by 
readers, but recombinations of these fi rst, middle, and last lines of haiku pulled 
together in a variable way. Two reloads of the page produced for example “working 
round the world/the oven melting fi re/brushed by a warm hand” and “under the 
rainbow/dew softly lays upon grass/hot sex in the night.” Reloading the page 20 
times or so, it is remarkable how many of the poems read as if they have been indi-
vidually intended by a human intelligence. Most of the haiku, perhaps 80 %, cohere 
quite well as poetry (Fig.  3 ).
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   Wylde provides two opportunities for instructions to contributors. The fi rst is on 
the brief “about haikU” page where she explains not just what the project is but 
what Haiku are: “Haiku traditionally reference a season and are generally observa-
tions of everyday life” and she attests that the “challenge of writing successful ran-
dom haiku is that each line must be ‘open’ enough to create a connection with any 
two other random haiku lines. Successful random haiku develop an image in the 
reader’s mind that gives cause for contemplation/refl ection/awareness.” She reiter-
ates these last two instructions on the “write haikU” page (Fig.  4 ).

   In  haikU , the combinatory form and structure of the project, in concert with the 
form and structure of the poetic form, and the fairly subtle instructions to contribu-
tors, lead to the production of a poetic database that works fairly well. While 
extremely simple in concept and execution, the combination of human-written lines 
and arbitrary structure results in new poetry neither completely determined by any 
human nor free of authorial intention. 

  Fig. 3    Example of a haikU (Reproduced from the project site)       

  Fig. 4     HaikU  writing interface (Reproduced from the project site)       
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 Another online haiku generator project produced during the early 2000s, 
 HaikuTree.org , (Goodwin  2000 ) attempted to bring human judgment to computer-
generated haiku. Web readers would place generated haiku on a virtual tree. The 
haiku would be ranked by all these readers and would further “weather” over time. 
Only the most popular haiku would survive this process. In theory—though the 
project and its source code are no longer online—these selections would inform the 
process of refi ning the generator itself, to “help computers write better poetry.” It is 
unclear from the remaining project documentation whether by this the project devel-
oper meant that human judgment was directly informing and training the system via 
a machine learning approach or simply informing the human developer as he refi ned 
the system itself. In any case, poetry or story generators that are trained by human 
response to output are certainly conceivable as a branch of further research. 

 A number of more recent online haiku generator projects harvest human-written 
texts from the Internet, scan them for 17 syllable count and appropriate word-breaks, 
break them into lines, and redisplay them as haiku. One example of this is John 
Berger’s @HaikuD2 Twitter account (Berger  2013 ). In this case all of the text is 
human-produced but none of it is necessarily intended as haiku. It is only when 
Berger’s bot provides line breaks and a #haiku tag that it becomes recognizable as 
such. The Twitter bot approach, at least in this iteration, may be more limited than 
Wylde’s simpler system, which involves more intentionality on the part of the con-
tributors. While some of the resulting haiku are clever or amusing in the way that 
they formalize language that is otherwise colloquial or banal, most of them simply 
read as tweets with line breaks, and not necessarily as particularly good poetry. 

 Based on a similar process to that of the Twitter haiku bots but generally produc-
ing more compelling results is  Times Haiku  ( 2013 ). Developed by the software 
architecture staff of  The New York Times ,  Times Haiku  is driven by an algorithm that 
scans the text of articles published on the  Times  home page for potential haikus 
using a syllable count dictionary. The dictionary is regularly updated and modifi ed 
by the  Times’  staff “with words like ‘Rhianna’ and ‘terroir’ to keep pace with the 
broad vocabulary of The Times” (Harris  2013 ). The algorithm discards haiku “if 
they are awkwardly constructed” (presumably meaning they don’t break lines prop-
erly) and do not scan articles “covering sensitive topics” (presumably to avoid the 
production of deeply offensive haiku). Staff of  The Times  then read the haiku found 
by the algorithm. Human journalists who fi nd a haiku “beautiful or funny or just a 
gem of a haiku” then select them for posting to a Tumblr blog. Selected haiku are 
posted by the system as an image fi le on the blog, and from there readers can share 
them on a number of social network sites. Each posting also includes a link to the 
original  Times  story. If the haiku produced by this process are not often imagistic or 
concerned with nature, they are often timely and amusing in their relation to con-
temporary culture. A couple of choice examples of haiku resulting from this process 
during June 2013 include: “There are horses who/can uplift, cause a chuckle, / spur 
a memory.” (from June 11, 2013 story “Philotimo: A Horse Rescue Story”) and 
“Young skin is spandex; / older is linen and needs/loving attention.” (from June 4, 
2013 story “‘Counterclockwise’ and ‘Up’—In Pursuit of Longevity”). 
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 Consider the relationships between computer and human involved in the 
 production of  Times Haiku :

    1.    Human journalists write stories including lines which (presumably unwittingly) 
have the syllabic count of a haiku;   

   2.    These are automatically fed into an algorithm which fl ags them as haiku;   
   3.    The program’s syllabic vocabulary is further modifi ed by human actors;   
   4.    Human curators then interact with a feed of texts that meet the basic formal 

requirements of haiku;   
   5.    Selected haiku are then formatted by the system as image fi les and posted on a 

Tumblr blog;   
   6.    Human readers then choose to share and propagate their favorite haiku.    

   Times Haiku  provides a superb case of a recursive literary use of human compu-
tation. Without the computational system, the majority of the texts from  The Times  
would never be recognized as haiku. Without the unwitting participation of human 
contributors, the texts would not exist at all. Without the conscious participation of 
human curators, the system would have a more limited vocabulary and would pro-
vide less aesthetically satisfying results.  

    Literary Meta-critique of Human Computation 

 During recent years several e-lit authors have produced works that engage critically 
with human computation as an aspect of the contemporary network environment. In 
this case, the authors are not concerned as much with using human computation to 
develop collectively produced narratives or poetry, but instead with the systems of 
large international corporations such as Google and Facebook that regularly harvest 
and monetize information about their users and their behaviors on the network. 
Human computation is of course occurring on a large scale in these cases, as every 
time a user posts on Facebook or searches on Google, another contribution is made 
to a very large graph of extremely marketable information both about that specifi c 
user and about the broader contexts of human language and society. A group of 
authors loosely centered on the Digital Language Arts program at Brown University 
have this taken as a particular concern and derived literary art from it (Fig.  5 ).

   Mimi Cabell and Jason Huff’s  American Psycho  ( 2010 ) is a work that provides a 
context for considering how Google’s different feedback mechanisms shape and 
control human experiences on the Internet. With this project, Cabell and Huff 
focused in particular on the Google Mail platform. They note “Google reads our 
mails, garners information from our personal messages, and uses that profi ling strat-
egy to select ‘relevant’ ads. It then displays those ads on the screen next to the very 
emails from which they were initially taken.” In order to test the behaviors of this 
system, the authors chose to send the entire text of Brett Easton Ellis’s novel 
 American Psycho  through Gmail one page at a time. They then collected the links 

Human Computation in Electronic Literature



198

that Google displayed, and printed a book, in which they left intact Ellis’s chapter 
titles but eliminated the text of Ellis’s novel, leaving only footnotes that recorded the 
links Google had provided for each page of the novel. They report that some of the 
ads Google returned were directly relevant to the text from the novel—a scene in the 
novel involving the brutal stabbing of a dog and a man generated ads for knives and 
knife sharpeners—if at other times completely irrelevant to the context of the novel. 
Sections of the novel including racist language did not return any ads at all, indicat-
ing that Google’s technology has at least some censoring in place. Ads for Crest 
Whitestrips coupons were the most frequent single item to appear. The project 
might be described as a work of conceptual writing focused on revealing and fore-
grounding processes of human computation that we might take for granted in the 
course of everyday interactions on the network that simultaneously take advantage 
of us and make marginal but signifi cant alterations to our communications environ-
ments (Fig.  6 ).

   Complex questions of who has—and who should have—access to shared literary 
heritage and linguistic data are at play in John Cayley and Daniel Howe’s  How It Is 
in Common Tongues  project ( 2012 ). They describe the overall project of  Common 
Tongues  as remediating “practices of and processes of reading” and critically 
addressing “the commodifi cation of reading itself, and the proprietary enclosure of 
a growing portion of our linguistic cultural commons.” In particular the project 
addresses the fact that on the Internet many texts are now fi rst read, processed, 
recomposed, and “multimediated” by computers in “pages that precede and prede-
termine any further or deeper ‘human’ reading.” The project, installed at the 
ELMCIP Remediating the Social exhibition at the Inspace Gallery in Edinburgh in 

  Fig. 5     American Psycho  recontextualized (Photo reproduced from the project site)       
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November 2012, had a number of different digitally mediated text components that 
engage in different ways with the Google search engine, practices of reading, own-
ership of language, and Samuel Beckett’s work  How It Is . 

 One aspect of Cayley and Howe’s installation notable for its engagement with 
copyright was a printed copy of Samuel Beckett’s text  How It Is . While the text of 
the literary work printed in the book is identical on a word-for-word basis to 
Beckett’s text, every phrase in the book is footnoted with a URL. This URL corre-
sponds to a non-Beckett use of the phrase found as a result of using a search engine. 
In his description of the project in the ELMCIP Knowledge Base, Cayley notes that 
all of the words in the book “are quoted from a portion of the commons of language 
that happens to have been indexed by a universally accessible engine.” Samuel 
Beckett’s estate, notorious for their enforcement of copyright, would doubtless have 
some issues with this citation practice. The work however makes the point that the 
text here is doubly enclosed: once in Beckett’s text by a copyright system that makes 
texts unavailable for reuse and adaptation until long after the authors are dead, and 
again as the texts that appear as search results by Google’s indexing system, which 
harvests texts written on the Internet by humans and machines and immediately 
begins making use of those texts everywhere it encounters them. 

 Samantha Gorman’s  Completely Automated  ( 2011 ) is an “exploration of how our 
written histories are forged through the interplay between human and machine edit-
ing.” The project engages critically with the human-computation-based archival 

  Fig. 6    A page of Cabell’s and Huff’s  American Psycho  showing only references to advertising 
URLs generated by sending Brett Easton Ellis’s novel through Google Mail (Photo reproduced 
from the project site)       
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project reCAPTCHA—the system developed by Louis von Ahn which serves both 
as a spam blocker—by using language recognition to test whether a user is human—
and as aid in the process of digital archiving of scanned texts—by using human 
responses to images of individual words in scanned archival texts to verify optical 
character recognition. Gorman produced a short fi lm ( 2012 ) enacting a fi ctional 
scenario in which she can fi rst be seen typing a text, “Pronouncement Against 
Domestick Production of Fraudlent Coinage as Decreed by Sovereign Law and 
Writ” by John Cartwright, into a page layout program, making modifi cations such 
as changing the name of the author, as she goes. She prints the modifi ed text, out-
lines over the printed letters with painted ink, stains the paper with tea, giving it an 
aged appearance, before scanning the text into a university library’s archive system, 
and then planting it in a folder in the rare books room. The video concludes with 
other Internet users scrutinizing individual semi-obscured words of the fraudulent 
text, as these fragments are approved one at a time. 

 Gorman explains the crux of her issue with the reCAPTCHA process on the 
project site: “Essentially, even a slight deviation from the original may escape the 
loop’s fi lters and be preserved digitally as a fi nal authoritative text: our cultural heri-
tage. Meanwhile, the original print is less conveniently accessible than the digital 
version and begins to lose authority within its physical library archive.” Gorman 
further suggests that, in privileging human language recognition, the reCAPTCHA 
system suggests that these processes are what “defi ne us as human and… best dis-
tinguish human cognition from that of a machine.” So Gorman’s project raises con-
ceptual issues with both the inherent uncertainty involved in integrating humans 
into computational processes—humans might not only make errors but conceivably 
could purposefully subvert the system—and with the effect human computation 
might have on the role and function of human cognition. Furthermore, in integrating 
steps of human cognition into processes that are controlled by machines, are we in 
effect subordinating human cognition, treating humans as superior sensory appara-
tuses, but lesser cognizers, than the machines they serve? 

 As the three projects discussed above reveal, the relationship between electronic 
literature and human computation is not simply procedural. While electronic literature 
authors may design architectures of participation to develop more effective collec-
tively produced narratives, or new ways of harvesting poetry from streams of network 
discourse, they also have a role to play in critiquing the technological apparatus in 
which humans are increasingly embedded as actors, if not ghosts, in the machine.  

    Conclusion and Potential for Further Research 

 This chapter has considered human computation in a number of different aesthetic 
contexts: in the development of collective narratives, in massively crowdsourced 
visual and conceptual art, in haiku generators that automatically harvest and repre-
sent poetry from a Twitter stream or the news of the day. It has also considered how 
authors and artists are responding to a context in which their agency as creators or 
co-creators is resituated in relation to networked systems that are increasingly 
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harvesting and interpreting human communications, reading and reformulating 
texts, and composing and determining narratives. The relationship of contemporary 
digital literary practice to human computation is neither entirely symbiotic nor 
essentially adversarial. 

 The fi eld of electronic literature by nature experimental: practices from a number 
of different fi elds including writing, computation, visual arts, performance, com-
munication, and design meet in this sphere. If there is a general commonality to the 
various practices and artifacts grouped under the rubric, it is that they all share an 
interest in exploring the relationships between literature and computation. It is 
important to emphasize that this a reciprocal set of concerns: we explore both the 
ways in which new possibilities for literature are afforded and constrained by com-
putational processes and the networked environment and, in turn, the new possibili-
ties for computation and the networked environment afforded by literary practice. 

 In the specifi c area of human computation and network-based collective writing 
projects, although there is a rich and growing body of experimental work in the area, 
a great deal of practical research remains to be done. Detailed analytic case studies 
are necessary to better understand how collective writing systems can best be har-
nessed to establish a level of aesthetic control and structure that would result in a 
suffi ciently coherent reader experience while allowing for a degree of play, vari-
ability of response, and diversity of collective knowledge that could usefully 
enhance these sorts of projects and distinguish them from single-author literary 
endeavors. Our understanding of these practices would also be furthered by greater 
research collaboration between writers and artists working in electronic literature 
and digital art with computer scientists working in human computation, machine 
language learning, and other areas. 

 Given world enough and time, this chapter could have detailed many other extant 
experimental works of collective writing. It is a growing area of interest. Projects 
such as Judd Morrissey, Mark Jeffrey and the Goat Island Collective’s 2007–2010 
project  The Last Performance  (Morrissey et al.  2007 ), for instance, involved a col-
lective narrative contributed to by more than 100 other writers, all responding to the 
same provided constraints. The short narrative and poetic texts they produced were 
then machine-interpreted, thematically cross-linked, and visualized in a number of 
different confi gurations. This deconstructed/reconstructed narrative architecture 
further served as a text and context for live performance. 4  Projects such as Brendan 
Howell’s  Exquisite Code  bring algorithmic processes even more deeply into the 
writing process. In that project, a group of writers sit together in rooms writing for 
extended periods of time in response to prompts that they and system generate. The 
texts that they write are then periodically subject to “select/mangle” processes by 
the system. Each performance of this project so far has resulted in a book-length 
text which could be said to have been written both by the participating authors and 
by the machine itself, in what Howell refers to as a “c[ad]aver[n]ous exquisite_code 
life-work” (Howell et al.  2008 ). 

4   See Rettberg ( 2010 ) for further discussion of this work and strategies for reading  The Last 
Performance  as text and collective performance. 
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 There are many questions we have only begun to address: of how to best make 
use of human computation strategies to develop compelling collectively written nar-
ratives, of how to integrate algorithmic procedures into writing processes in ways 
that produce aesthetically satisfying results, of how to productively integrate the 
artistic research strategies of electronic literature with the experimental methodolo-
gies of computer science, and indeed of how the function of literary writing in 
general changes in an environment in which networked systems are constantly har-
vesting and reframing texts of all kinds. We can only be certain that when con-
fronted with technological opportunity, writers will continue to invent new literary 
forms and that contemporary literary works will continue to offer opportunities for 
refl ection on the communication technologies, languages, and cultures of the era in 
which they are produced.     
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           Introduction 

 Information Retrieval (IR) involves locating documents that match an information 
need. Although searching documents is a core component of any IR system, few 
user information needs are satisfi ed by the initial query. In studies of Web searches, 
which parallel document searches, more than half of all queries are subsequently 
reformulated by users after results are returned from an initial query (Spink et al. 
 2002 ). Query refi nement is often necessary due to the presence of over- or under- 
specifi ed search terms, inappropriate terms retrieving non-relevant documents, and 
typos. Thus, query refi nement is an important step and a core area of study in infor-
mation retrieval. It is widely acknowledged that an initial query refi ned using a 
reasonable strategy will yield better results than the initial query. The basis of the 
refi nement may be human-assessed feedback or pseudo relevance feedback 1  derived 
from the documents retrieved by the initial query. 

 Two recent human computation developments, crowdsourcing and games with a 
purpose (GWAP), charge us to return to query design research. Crowdsourcing is a 
framework whereby tasks may be accomplished quickly and cheaply by soliciting 
from a largely anonymous pool of participants. GWAP interfaces are similar except 
that these devices are also games meant to entertain, reward with scores, be 

1   Pseudo relevance feedback, also known as blind relevance feedback, automates the manual part 
of relevance feedback through local document analysis. The pseudo relevance feedback method is 
to perform normal retrieval to fi nd an initial set of most relevant documents, assume that the top 
“k” ranked documents are relevant, and then perform relevance feedback techniques as before 
under this assumption. Evidence suggests that this method tends to work better than global docu-
ment analysis (Xu and Croft  1996 ). 
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interactive, and provide the look and feel of a game. Crowdsourcing has gained 
widespread attention as illustrated by recent conferences and workshops in the IR 
context (Alonso and Lease  2011 ; Lease and Yilmaz  2012 ). GWAP interfaces, while 
harder to implement in IR, have nonetheless obtained a fair amount of interest 
though to a lesser extent than crowdsourcing. These recent developments motivate 
our goal, which is to assess the use of human intelligence for both for initial query 
design and for query refi nement in document retrieval. These methods provide us 
with the beginnings of a new approach for assisting searchers with query design 
(Harris and Srinivasan  2013 ). The use of human computation mechanisms in query 
formulation may be invoked when a query is diffi cult and the information need has 
longevity (e.g., in topic detection and tracking (Allan et al.  1998 )) or where some 
latency in the returned results can be tolerated. 

 We study the value of using participants via crowdsourcing in our query design; 
this includes both initial query formulation and query refi nement given some rele-
vance feedback. We study this approach in game (GWAP) and non-game settings 
and compare performance with a machine algorithm baseline. We compare retrieval 
results obtained using these query design methods applied to a common set of topics 
and by running the resulting queries with the same retrieval algorithms against the 
same collection. We ask the following three research questions:

    1.    Does retrieval performance differ when the initial query is designed by humans 
versus the machine?   

   2.    Does retrieval performance differ when feedback-based query refi nement is 
done by humans versus the machine?   

   3.    Does retrieval performance differ for humans using the non-game (a basic web 
interface) versus the game interface? (Note this question is asked both for initial 
query design and for query refi nement with feedback).     

 The remainder of this paper is organized as follows. In the next section, we 
briefl y discuss the background of our approaches. In section “ Experimental 
Methods ”, we provide a description of our experimental methods. In section 
“ Results ”, we provide our results. This is followed by a discussion of our general 
fi ndings in section “ Analysis and Discussion ”. We conclude and briefl y discuss 
future directions of our work in section “ Conclusion ”.  

    Background and Motivation 

    Crowdsourcing-Based Approaches 

 To date, most crowdsourcing studies in IR have examined relevance assessment. 
Several studies, such as (Alonso and Mizzaro  2012 ; McKibbon et al.  1990 ) have com-
pared the crowd to experts in document assessment, concluding there is little difference 
in quality, particularly when multiple assessors are used. Few evaluations have been 
conducted to compare crowd-based and lab-based participants on search performance. 
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One study compared crowd and lab participants on multimedia search results in 
(Harris  2012 ), concluding that the two groups were indistinguishable in quality. 

 Integrating the crowd is becoming more commonplace for the diffi cult searches, 
perhaps indicating the crowd represents a nice tradeoff between speed, cost, and 
quality. A study by Yan et al. ( 2010 ) described a mobile search application in 
(Xu and Croft  1996 ); claiming a search precision of 95 %. Ageev et al. conducted 
an experiment to evaluate crowd search techniques in (Ageev et al.  2011 ). Harris 
and Srinivasan conduct a study to evaluate queries using crowdsourcing participants 
in (Harris and Srinivasan  2012 ). Each of these studies illustrate that the crowd can 
be used effectively to deliver search results with reasonable precision.  

    Game-Based Approaches 

 Only a few games with a purpose (GWAP) have been constructed to address initial 
query and query reformulation effectiveness. Search War (Law et al.  2009 ) is a 
game used to obtain data on search relevance and intent for a user-provided query. 
Players are paired and each given a unique search query and the objective of guess-
ing their opponent’s search query fi rst. The design relies on the premise that players 
will select the least relevant webpage w.r.t. the search query, to provide to their 
opponent as hints, which implicitly provides a relevance judgment. Thumbs-up 
(Dasdan et al.  2009 ) is another GWAP that uses output-agreement mechanism to 
gather relevance data. This game asks players to evaluate search terms and attempt 
to independently determine the most relevant document to a given query. Another 
game, Koru (Milne et al.  2008 ), allows users to assess their search skills relative to 
other searchers and evaluate how their own searches might be improved; however, 
it is limited to a small document collection from a single source. The aforemen-
tioned Harris and Srinivasan study (Harris and Srinivasan  2012 ) evaluated query 
refi nement in a news collection and found that the game format had higher average 
precision than the non-game version.  

    Machine-Based Approaches 

 A number of studies have examined interactive query expansion versus automatic 
query expansion and reformulation. Interactive query expansion and reformulation 
can be used as an effective means of improving a search. Efthimiadis ( 2000 ) found 
system-provided terms, on average, when selected, improved retrieval performance. 
Ruthven ( 2003 ) demonstrated that human searchers are less likely than machine- 
based systems to make good reformulation decisions. Anick ( 2003 ) found that users 
rarely used machine-suggested terms to expand and refi ne their queries, but when 
they did it improved retrieval performance. Thus, there are mixed performance 
results from machine-provided query reformulation and these approaches have not 
been adequately evaluated against human computation-based methods.   
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     Experimental Methods 

 We evaluated performance on three treatments: two different  query types  (initial 
queries and queries refi ned based on feedback) and three different  approaches  
(crowdsourcing using a game interface, crowdsourcing using a web (non-game) 
interface and machine). 

    Datasets 

 We randomly selected 10 topics used in the OHSUMED test collection used in the 
TREC-9 fi ltering task. The 10 topic numbers chosen were: 3, 4, 9, 13, 20, 28, 30, 36, 
and 41. These topics were presented to each user in the same order. We used the rel-
evance judgments provided by OHSUMED assessors as our gold standard. Since the 
OHSUMED collection was assessed on a three-point relevance scale (0 = non- relevant, 
1 = partially relevant, 2 = defi nitely relevant), we take the approach consistent with the 
assessors and consider “partially relevant” and “defi nitely relevant” documents as 
“relevant”. The number of relevant documents per topic ranged from 12 (for topic 4) 
to 172 (for topic 30), with an average of 68.8 relevant documents per topic.  

    Query Design Approaches 

    Web Interface 

  Initial Query Formulation . Users were provided with the title and description for 
each of the 10 topics. Participants were given a large text box to input their query, 
with a pop-up help screen available to them throughout the task. We provided detailed 
instructions and examples of how to construct queries using terms and simple opera-
tors (AND, OR and NOT), and provided the following objective to participants: “The 
objective of this task is to construct queries that will bring back as many relevant 
documents as possible while excluding non-relevant documents”. For example, the 
information provided and information need request for topic 4 is given as: 

  Title:   57year old male with hypercalcemia secondary to carcinoma.  
  Description:   Effectiveness of gallium therapy for hypercalcemia.  
  Information Need:   Find documents that describe the effectiveness of 
gallium therapy for hypercalcemia.  
  Query Reformulation with Feedback.  Once a user had provided initial input for 
each of the 10 topics, they were instructed to return after 2 hours to allow us time to 
run the provided queries against our document collection and to provide the recall 
and precision for each query for the second round. The user’s original search terms 
were pre-loaded in the input text boxes for each topic, allowing easy modifi cation 

C.G. Harris and P. Srinivasan



209

to their original query. Also, in the second round, we provided users with the 
highest- ranked relevant and non-relevant document from the collection to aid them 
in their query refi nement.  

    Game Interface 

 Some users invited to participate in this exercise were randomly selected to use a 
PHP-based game instead of the standard web interface. 

  Initial Query Formulation.  Users selected to use game interface were given a dif-
ferent URL and were presented with the same initial screen outlining the game’s 
objectives, instructions on term and operator rules as the web interface participants. 
Participants were asked to enter the initial query. The game instructions also had the 
following additions. First, there was a time-based constraint that required search 
terms to be entered within 45 seconds, with a point bonus awarded on a sliding scale 
based on how quickly the query was entered. Second, scoring was provided instantly 
(explained soon). Third, participants had musical sound effects to enhance the inter-
face’s game-like feel. Last, a leaderboard and badges, or icons, were awarded for 
superior game performance. 

  Query Reformulation with Feedback.  Unlike the web non-game interface, the 
game interface did not provide users with precision and recall information from 
their initial round as they began their second round. This was because the calcula-
tion of this information was not integrated into the game interface and would take 
away from the feeling of engagement. Instead once a user entered a set of terms for 
a topic, these terms were parsed to remove stop-words, stemmed, and compared 
against a weighted list of stemmed terms obtained from documents judged relevant 
for that topic. A pop-up screen provided scoring and bonus information to each 
player after they submitted their query. A higher score was awarded for the use of 
relevant terms not commonly used by other participants. This score was immedi-
ately calculated and issued to the user, along with a time-based bonus for complet-
ing the search quickly. Once a user completed the fi rst round, they could begin the 
query refi nement round without delay. Users were instructed to refi ne their initial 
query based on their score and a relevant and non-relevant document provided to 
them to aid their refi nement, subject to the same 45 seconds time restriction. Stars 
were awarded to users who scored above a certain threshold. Badges were given to 
users having the highest overall score, and a leaderboard was shown to the users, 
providing the option for top scorers to add their names for “bragging rights”.  

    Algorithmic Baseline 

  Initial Query Formulation.  The machine-based queries used the title and the 
description, as provided from the OHSUMED topics data in TREC-9 Filtering task 
(Hersh et al.  1994 ). Similar to the web and game interfaces, this input had 
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stop- words removed using the same stop-word list and were stemmed using the 
Porter stemmer. These terms were transformed into a query written in the INQUERY 
query formulation language and run against an Indri created index. The ranked list 
returned by Indri was evaluated against our gold standard dataset. 

  Query Reformulation with Feedback.  Using the ranked list returned by Indri 
(Strohman et al.  2005 ), we selected the highest-ranked relevant document from the 
results of the initial query. If no relevant documents were returned, we randomly 
selected a relevant document to use. We appended the terms contained within the 
title and Medical Subject Heading (MeSH) terms of the relevant document as addi-
tional inputs to the initial query, applied the stemming and stop-word list to the 
added terms. This became our refi ned query.   

    Participants 

 Crowdsourcing participants (N = 40) were recruited from Amazon Mechanical Turk 
(MTurk) participants and oDesk participants. MTurk participants were paid $0.20 
to complete both rounds, whether they were assigned to the game or the non-game 
interface. We structured the task such that, to receive any compensation, these 
crowd participants would have to complete both rounds of initial query design and 
query refi nement. We discarded the inputs for those participants who did not com-
plete all 10 topics in both rounds.  

    Assigning Participants to Interfaces 

 Crowd participants were assigned randomly to either the web or the non-game 
 interface or the game interface. Twenty-four of the MTurk participants failed to 
complete both rounds; those participants who did not complete both rounds and the 
two surveys had their inputs removed from our dataset and replaced by another 
participant. Participants were divided equally between game and non-game 
treatments.  

    Retrieval Algorithms 

 We used an Okapi retrieval algorithm (Robertson et al.  1995 ), which has been 
shown in a previous study on query formulation (Harris and Srinivasan  2012 ) to 
outperform a more commonly-used  tf.idf  approach (Jones  1972 ). The Okapi algo-
rithm was implemented using the Indri (Strohman et al.  2005 ) system. We used 
parameter values k1 = 0.75, b = 0.75, and k3 = 7.   
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     Results 

 The results from our study, comparing different human-based approaches and inter-
faces to the machine algorithm baseline, are summarized in Tables  1  and  2 . We also 
conducted tests to examine each of our research questions, which are provided in 
Table  3 . For each research question, we provide two-tailed t-tests at the p < 0.05 
level of signifi cance for results.

   Table 1    Overall results for the initial query comparing human 
computation approaches to the machine baseline   

 Approach 

 Initial query 

 P@10  MAP  Recall 

 Crowd – Non-game (N = 20)  0.25  0.161  0.170 
 Crowd – Game (N = 20)  0.22  0.161  0.171 
 Algorithm (Okapi)  0.07  0.108  0.123 

   Table 2    Overall results for the initial query comparing human 
computation approaches to the machine baseline   

 Approach 

 Query reformulation w/feedback 

 P@10  MAP  Recall 

 Crowd – Non-game (N = 20)  0.30  0.237  0.243 
 Crowd – Game (N = 20)  0.32  0.244  0.241 
 Algorithm (Okapi)  0.22  0.201  0.202 

   Table 3    Summary of fi ndings for the research questions that examine (a) the initial query, and (b) 
query reformulation with feedback. Standard deviation is given in parentheses next to each mean 
value. An asterisk indicates it is statistically signifi cant at  p  <0.05   

 Research question 

 Initial query 

 P@10  MAP  Recall 

  RQ1 : Machine (A) vs. Humans (B)  A: 0.070 (0.082)  A: 0.108 (0.059)  A: 0.123 (0.065) 
 B: 0.235 (0.088)  B: 0.156 (0.031)  B: 0.171 (0.047) 
  p  < 0.001 *    p  = 0.017 *    p  = 0.004 *  

  RQ3 : Non-game (A) vs. Game (B)  A: 0.250 (0.085)  A: 0.156 (0.029)  A: 0.170 (0.046) 
 B: 0.220 (0.092)  B: 0.156 (0.035)  B: 0.171 (0.049) 
  p  = 0.081   p  = 0.962   p  = 0.327 

 Research question 

 Query reformulation w/Feedback 

 P@10  MAP  Recall 

  RQ2 : Machine (A) vs. Humans (B)  A: 0.220 (0.132)  A: 0.201 (0.074)  A: 0.202 (0.064) 
 B: 0.310 (0.079)  B: 0.241 (0.063)  B: 0.242 (0.086) 
  p  = 0.014 *    p  = 0.001 *    p  < 0.001 *  

  RQ3 : Non-game (A) vs. Game (B)  A: 0.300 (0.113)  A: 0.237 (0.064)  A: 0.243 (0.094) 
 B: 0.320 (0.097)  B: 0.244 (0.065)  B: 0.241 (0.083) 
  p  = 0.343   p  = 0.042 *    p  = 0.759 
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     Our fi rst two research questions compared human-based and machine approaches 
on mean average precision (MAP), precision across the top 10 documents (p@10) 
and recall for both the initial query formulation and the query refi nement across all 
10 topics (See Buckley and Voorhees  2004 ) for further discussion of these param-
eters. We found a signifi cant difference for both initial query and query refi nements 
between the crowd and machine approaches. Thus the crowd-supplied queries out-
performed the machine algorithm queries. 

 For our third research question, we conducted a two-tailed t-test to compare the 
game and non-game interfaces for the crowd on MAP, p@10 and recall across all 10 
topics. The only signifi cant difference found was for MAP in query reformulation, 
with better performance provided by the game over the non-game interface.  

     Analysis and Discussion 

 Our fi ndings on game vs. non-game performance partially supports the fi ndings of 
a previous study by Harris and Srinivasan (Harris and Srinivasan  2012 ), which 
found that games did provide a better MAP, while non-games provided a better 
p@10. We did observe the better MAP by games, but not the better p@10 for non- 
game interfaces. 

 Crowdsourcing participants supplied fewer terms than machine approaches (4.2 
terms vs. 6.1 terms for initial query; 7.1 terms vs. 32.3 terms for the query refi ne-
ment). Game participants supplied fewer terms than non-game participants (3.7 
terms for game vs. 4.7 terms for non-game in the initial query; 5.5 terms vs. 6.7 
terms for the query refi nement). Understandably, using the correct terms affected 
recall and precision more than simply supplying a larger number of terms. 

 Consistent with numerous earlier fi ndings on Web searches, all of our treatments 
improved as a result of the query refi nement with feedback. Given that the collec-
tion searched contained medical text documents, the opportunity for users to expand 
their queries through the use of synonyms or additional terms to describe the infor-
mation need more accurately. The algorithm, with its access to the MeSH terms 
from a relevant document, improved the most between the initial query phase and 
the query refi nement phase, indicating the power of using a taxonomical approach 
to document search. A post-hoc evaluation found that few crowd participants made 
use of this information.  

     Conclusion 

 We have illustrated how human computation mechanisms, including crowdsourcing 
and GWAP can be applied to document searches, a key area of IR. Although query 
design, term expansion strategies, methods for reformulating term weights etc., 
have been studied extensively, crowdsourcing and GWAP have motivated a new 
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investigation of query design research. We conduct a study to evaluate different how 
these developments may impact precision in initial query construction and feedback- 
based query refi nement. Using identical retrieval algorithms, this study examines 
how human-based query approaches compare with machine-based approaches on 
10 OHSUMED topics, concluding that the human computation approach we evalu-
ated provides better MAP, p@10 and recall compared a machine algorithm approach. 
We also evaluate these same three metrics to compare a web-based interface and a 
game interface, discovering that games provide a higher MAP score for reformu-
lated queries. Experiments that apply human computation mechanisms to new 
domains are still relatively new and there is considerable room for novel human 
computation techniques to be applied to well-studied areas such as IR.     
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 Introduction

This chapter proposes a novel approach to credit risk rating on financial markets 
based upon Network Analysis and Human Computation and consisting in a dual- 
purpose participatory mechanism (Quinn and Bederson 2009).

Credit risk rating is an important activity for participants in financial markets 
which has become difficult with the advent of financial contracts called derivatives 
and structured notes and of credit risk management techniques called securitization. 
A wide-spread improper rating of credit risk, especially of the risk associated with 
derivative and securitization instruments, has been recognized as a major cause of 
the financial crisis of 2007–2009 (Soros 2008; Caccioli et al. 2009; Sarkar 2009; 
Gregory 2010; Simkovic 2009, 2010; National Commission on the Causes of the 
Financial and Economic Crisis in the United States 2011; Haldane and May 2011; 
Hull 2012; Simkovic 2013; Arora et al. 2012) which sparked a great recession, the 
European Sovereign-Debt Crisis (Haidar 2012) and recessions which, after half a 
decade, are still going on in many countries.

An improper credit risk rating could wide-spread because derivatives, structured 
notes, and securitization challenge the methods used in current credit risk rating. 
The disregard of counter-party risk, which is absent in conventional contracts but 
inherent to derivatives, undoubtedly played a role in the financial crisis of 2007–
2009 (Gregory 2010) (but has been largely irrelevant to the Subprime Mortgage 
Crisis which led to that crisis (Hull 2012)). Therefore, deficiencies of current credit 
risk rating methods, or of the current credit risk rating practice, can be seen as core 
reasons for the improper credit risk rating which has been a major cause of the 
financial crisis of 2007–2009.
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The approach to credit risk rating proposed in this chapter radically departs from 
current credit risk rating in four aspects. First, it collects credit risks assessments 
from the debtors and not, as usual, from the creditors. Second, it propagates debtors’ 
risk estimates through the risk dependency graph induced by credit contracts, deriv-
ative contracts, and currencies by aggregating as eigenvector centralities the agents’ 
contributions in the global market’s risk. Third, it is not based upon stochastic meth-
ods and statistical data. As a consequence, it keeps its relevance in exceptional situ-
ations such as rare crises or bubbles. Fourth, its principle promises much earlier 
warnings of an increasing credit risk than possible with current credit risk rating 
methods.

Since it combines human computed credit risk assessments and a machine com-
puted eigenvector in which these human inputs are aggregated, the proposed method 
is a Human Computation algorithm (Law and von Ahn 2011, Chap. 2, p. 15). 
An essential part of this Human Computation algorithm is an incentive, the “Grace 
Period Reward” (GPR), for an actual or potential debtor to compute, constantly 
actualize, and disclose to a system running the proposed Human Computation algo-
rithm estimates of the risk that, in the future, she will fail to honor her debts. The 
approach to credit risk rating proposed in this chapter is a dual-purpose system 
(Quinn and Bederson 2009): On the one hand, the GPR gives actual or potential 
debtors a reason to assess and to disclose to the system the risk of their own default-
ing; on the other hand the system provides the market participants with a systemic 
credit risk rating. Since the reason for an agent to contribute to the Human 
Computation system, namely her use of the GPR, is not the primary purpose of the 
system, one can call it a passive Human Computation system.1

The novel credit risk rating proposed in this chapter is systemic because of its 
global assessment of credit risk by Network Analysis as eigenvector centralities. 
This distinguishes it from current credit risk rating performed locally by financial 
agents for themselves, or by credit rating agencies (such as Standard & Poor’s, 
Moody’s Investor Service, and Fitch Ratings) for financial agents, and which do not 
at all, or only to a very limited extent, propagate credit risk estimates between agents 
bound by financial contracts.

Implementing the approach proposed would require and induce changes on 
financial markets that are briefly discussed in this chapter.

Human Computation systems (whether they are Crowdsourcing marketplaces 
such as Amazon Turk, online job marketplaces such as oDesk, prediction markets 
(Pennock et al. 2001; Servan-Schreiber et al. 2004; Gjerstad 2005; Wolfers and Zit
zewitz 2006; Hubbard 2007; Snowberg et al. 2007; Berg et al. 2008; Arrow 
et al. 2008), decision markets (Leutenmayr and Bry 2011), or games with a purpose 
(von Ahn 2006)) on the one hand and markets on the other hand have much in com-
mon. These commonalities are finally investigated. This chapter argues that markets 
can be seen as Human Computation systems avant la lettre. This chapter also argues 
that, as markets become global and transactions get faster, markets’ good 

1 This denomination has been suggested by Pietro Michelucci.
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functioning will require Human Computation-enabled network analyses of the kind 
proposed in this chapter for financial markets.

This chapter is based upon the research report (Bry 2012) which it extends.
The contributions of this chapter are as follows: 

• A Human Computation algorithm for a systemic credit risk rating.
• A discussion of the practicability of this Human Computation algorithm and of 

implications of its deployment.
• The thesis that the good functioning of many markets and Human Computation 

systems will, in the future, benefit from Human Computation-enabled network 
analyses of the kind proposed in this chapter.

This chapter is structured as follows. Section “Introduction” is this introduction. 
Section “Credit Risk Rating Challenged by Derivatives, Structured Notes, and 
Securitization” briefly introduces into credit risk rating, derivatives, structured 
notes, and securitization explaining why these financial instruments and techniques 
challenge current credit risk rating. Section “Human Computation: Potential 
Debtors Assess Their Own Risk of Defaulting” proposes an incentive, the “Grace 
Period Reward” or GPR, for debtors to determine, constantly actualize, and disclose 
estimates of the risk that they fail to honor their debts. Section “Network Analysis: 
Aggregating Human Estimates into a Systemic Credit Risk Rating” proposes a sys-
temic credit risk rating as eigenvector centralities. Section “Discussion” discusses 
the practicability of the Human Computation algorithm proposed and a few per-
spectives its deployment on financial markets would open. Section “Human 
Computation and Markets” compares Human Computation systems and markets. 
Section “Conclusion” is a conclusion.

 Credit Risk Rating Challenged by Derivatives, Structured 
Notes, and Securitization

 Importance of Credit Risk Rating

Credit risk is the name given to the risk that a financial agent (like a bank) will not 
recover the money it is owed according to financial contracts (like mortgages).

Credit risk is essential on financial markets for several reasons. First the values 
of financial assets depend on the risks associated with these assets. Second, taking 
too much risk can lead to bankruptcy. Third, financial institutions are expected to 
reduce credit risk, that is, to convey to their creditors less credit risk than they them-
selves face (Bhattacharya et al. 1998). For this reason, depository financial institu-
tions (like banks) have to enforce risk-based capital guidelines or “capital 
requirements” (such as those issued by the Board of Governors of the U.S. Federal 
Reserve System and the Basel Accords commonly referred to as Basel I, BaseI II 
and Basel III) that specify a “capital adequacy” ensuring that a depositary financial 
institution holds enough capital to both, sustain possible losses and honor 

Human Computation-Enabled Network Analysis for a Systemic…



218

withdrawals (Hull 2010). The minimum of capital required by risk-based capital 
guidelines is called “regulatory capital” (Bhattacharya et al. 1998; Hull 2010).

Derivatives, structured notes, securitization and a considerable speed differential 
between financial transactions and credit risk rating, as it is currently performed, 
have been challenging credit risk rating since at least four decades (Buffet 2002). 
This challenge, which so far has not been met, is one of the acknowledged causes of 
the financial crisis of 2007–2009 (Soros 2008; Caccioli et al. 2009; Sarkar 2009; 
Gregory 2010; Simkovic 2009; National Commission on the Causes of the Financial 
and Economic Crisis in the United States 2011; Simkovic 2010; Haldane and May 
2011; Hull 2012; Simkovic 2013; Arora et al. 2012) which sparked worldwide 
recessions. In Simkovic (2010, p. 1), Michael Simkovic stresses as follows the role 
of an improper credit risk rating in igniting the financial crisis of 2007–2009:

“One of the most important contributors to the financial crisis of 2008 was the proliferation 
of opaque and complex financial instruments that effectively withheld key information 
from market participants. Without detailed, reliable information about debtors’ off-balance- 
sheet debts and conditional liabilities such as derivatives exposures, creditors cannot accu-
rately evaluate the creditworthiness of debtors and the markets cannot appropriately price 
risk.”

 Current Credit Risk Rating

On financial markets, not only credit contracts of various kinds (loans, mortgages, 
bills, and bonds) are traded with but also derivative contracts of many kinds (futures, 
forwards, options, warrants, swaps among others credit default swaps (CDS) and 
contingent credit default swaps (CCDS), structured notes and securitization instru-
ments) (Chance 2008; Hull 2012).

Technically, with a derivative there are no creditors and no debtors because, 
when the derivative contract is entered and during most of the contract’s lifetime the 
direction of money flows between contract parties is left unspecified.This is a fun-
damental difference between credit and derivative contracts: A credit contract fully 
specifies the flows of money between the contract parties, a derivative doesn’t.

The payments specified in derivatives, like those specified in credits, may not be 
honored. Thus, while with a credit only the creditor assumes a risk, with a derivative 
both parties in the derivative assume a risk (Chance 2008; Duffie and Singleton 20
03; Gregory 2010; Hull 2012; Arora et al. 2012). The risk induced by both, deriva-
tives and credits, is called credit risk. The credit risk associated with derivatives is 
often called counterparty risk (Gregory 2010; Arora et al. 2012) reflecting that both 
parties in a derivative assume a risk. Counterparty risk as well as the credit risk 
assumed by holders of structured notes and securitized instruments is difficult to 
assess and, so far, is often improperly assessed (Chance 2008; Gregory 2010; Arora 
et al. 2012; Hull 2012).

Abusing the terms, we shall call debtor (creditor, respectively) a party in a credit or 
derivative contract which has, or may have, to perform (receive, respectively) a payment. 
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We shall use the phrase “actual or potential debtor” for stressing this abuse of 
terminology.

The credit risk faced by an agent i is measured as a weighted sum (Treacy and 
Carey 1998; Boucheaud and Potters 2000, 2003; Duffie and Singleton 2003; 
Gregory 2010; Arora et al. 2012): It is the sum over all debtors of i of the likelihood 
that this debtor fails to serve and/or reimburse her debt weighted by the loss this 
failure would entail for i. If, for example, an agent i is creditor of three agents a, b, 
and c for the following sums a: 10$, b, 20$, and c: 60$ and if the risks that these 
agents will fail to reimburse their debts to i are a: 25 %, b: 5 %, and c: 90 %, then the 
credit risk faced by i is ( %) ( %) ( %)10 25 20 5 60 90× × ×+ + .

Creditor and parties in derivatives use sophisticated stochastic models and statis-
tical methods for assessing the credit risk induced by credits and derivatives (Treacy 
and Carey 1998; Altman and Saunders 2009; Boucheaud and Potters 2000, 
2003; Metz and Cantor 2006; Board of Governors 2007; Lando 2009; Gregory 201
0; Kothari 2012; Arora et al. 2012; Kothari 2012). This is called credit risk rating or 
credit risk assessment. Some of these methods are codified in national and interna-
tional regulations such as Basel I, II and III. In spite of a large number of models, 
mathematical methods, procedures and regulations, credit risk rating remains awk-
ward and is far from being reliable (Jarrow and Turnbull 1995; Beaver et al. 2006; 
Gregory 2010; Haldane and May 2011; National Commission on the Causes of the 
Financial and Economic Crisis in the United States 2011; Arora et al. 2012).

 Derivatives, Structured Notes, and Securitization

This subsection is a brief introduction into derivatives, structured notes, and securi-
tization. See Chance (2008) and Hull (2012) for detailed presentations. This section 
can be skipped by readers familiar with derivatives, structured notes, securitization, 
and current credit risk rating and who are aware of the limitations, and criticisms, of 
current credit risk rating.

 Motivating Example

The following example may help to understand derivatives and, indirectly, struc-
tured notes and securitization that, though different from derivatives, are used for 
similar reasons.

Assume that a family lets a small apartment in Vienna and that a child of this 
family goes to study to Heidelberg. Finding affordable accommodations at predict-
able costs is a major challenge for students in Europe in general and in Heidelberg 
in particular. The family could enter a contract over the duration of its child’s stud-
ies granting the owner of an apartment in Heidelberg the Vienna appartment’s rent 
for the use of her apartment. With such a contract, the family would make a loss if 
housing rents raise more in Vienna than in Heidelberg and a gain if the rent 
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differential evolves in the opposite direction. However, with such a contract, the 
family does not need to concern itself any longer with its child’s accommodation 
and entering such a contract is much cheaper, especially as taxes are concerned, 
than selling the Vienna apartment for buying an apartment in Heidelberg. For the 
owner of the Heidelberg apartment, the contract may have advantages as well like 
low-cost, especially low-taxes, income diversification, and securing a tenant for sev-
eral years. A derivative is, basically, such a contract. Reasons for parties to enter 
derivatives, structured note, and securitized instruments are, basically, like in this 
example.

 Derivatives

A derivative contract, short derivative, is a contract between two parties whose 
value derives from the value of an underlying asset, reference rate, or index. 
A derivative serves to transfer at low costs the risk associated with its underlying 
financial instrument or asset from one party to another. Since the end of the 1970s 
of the twentieth century, the use of derivatives has grown considerably. Economics’ 
“law of comparative advantages” (Ricardo 1817; Jones 1961), that is, the ability of 
an agent to produce a good or service at a lower marginal and opportunity cost than 
another, explain why a transfer of risk between parties may make sense.

There are different types of derivatives: futures, forwards, options (among others 
swaptions), warrants, swaps (among others credit default swaps (CDS) and contin-
gent credit default swaps (CCDS)).

A future is contract to buy or sell an asset on, or before, a future date at a price 
specified at contract entering time. Futures have no entering costs, are exchange- 
traded and standardized. Futures are written (that is, guaranteed) by a clearing 
house: The clearing house becomes the buyer to a future’s seller, and the seller to a 
future’s buyer, so that if a party defaults, then the clearing house assumes the loss. 
To reduce the credit risk incurred by the clearing house, each party in a future must 
post a margin (that is, provide an initial amount of cash or a performance bond), 
usually 5–15 % of the future’s price. The margin is adjusted daily in a process called 
“marking to market”.

Forwards are like a future except that they are not traded on an exchange (they 
are “off-exchange” or “traded over-the-counter (OTC)”), they induce no interim 
payments (they require no “marking to market”), and they are not standardized.

An option is a contract giving its owner the right, but not the obligation, to buy 
or sell an asset (commonly a stock, a bond, a currency or a future) at some future 
time. Options can be both, “exchange-traded” or “traded over-the-counter”. 
Exchange-traded options are, like futures, standardized. A swaption or swapion is 
an option on a swap –see below.

A warrant is a long-dated option, that is, a contract similar to an option but 
having a maturity period of more than 1 year. Warrants are mostly, but not only, 
“traded over-the-counter” and not standardized.
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A swap is a contract to exchange over a period of time, usually up to 15 years, 
the cash flows of one party’s financial instrument for those of the other party’s finan-
cial instrument. Most swaps are “traded over-the-counter” and not standardized.

With credit default swaps (CDS) and contingent credit default swaps (CDS) the 
exchange of cash flows depend on “credit events” (such as capital restructuring, 
bankruptcy, if an agent’s credit rating is downgraded) independent of the two finan-
cial instruments the swap is based upon. A CDS is comparable to an insurance 
because in return for a premium the buyer receives from the seller a sum of money 
if one of the credit events specified in the contract occur. Unlike an insurance, how-
ever, a CDS may, and usually does, cover an asset not owned by its buyer. Not being 
called “insurances”, CDSs escape the (state and federal) regulations insurances are 
subject to in the USA. A contingent credit default swap (CCDS) is like a CDS 
except that the notional amount of protection is also referenced to an additional 
“credit event”, usually a change in a market or another variable. Thus, the credit risk 
induced by a CDS to each of its parties depends upon a third party, the party respon-
sible of the credit event the CDS refers to. The credit risk induced by a CCDS to 
each of its parties depends in addition on a further party, the party which is respon-
sible of the contingent credit event the CCDS refers to.

Finally, derivatives may be squared, that is, a derivative may be derived from … 
a derivative.

Except futures, that are guaranteed by a clearing house, all derivatives induce a 
counterparty risk (that is, a risk for both parties in a derivative) making their credit 
risk rating more complex than that of credits. Rating the credit risk of CDSs and 
CCDSs is especially challenging because of CDSs’ and CCDSs’ “credit events” 
referring to assets usually not owned by a party in the CDSs or CCDSs.

Derivatives that are guaranteed by a clearing house or exchange-traded are usu-
ally standardized, other derivatives are usually not standardized. The reason is that 
standardization makes possible current credit risk rating, which is based on statis-
tics. The need for standardization, which restricts derivatives, is often mentioned 
against proposals to regulate the derivative market by requiring all derivatives to be 
guaranteed by clearing houses and/or to be traded on exchanges.

The approach to credit risk rating proposed in the following requires an institu-
tion keeping track of, or “list”, trades in credits, derivatives and securitization 
instruments. It does not require, however, credits, derivatives or securitization 
instruments to be standardized.

 Structured Notes

Structured notes are debt securities (like mortgages, government and corporate 
bonds) and therefore no derivatives. Like derivatives, however, the interest on a 
structured note depends on another security, or on price moves, or on a rate (like the 
London Interbank Offered Rate known as LIBOR). The formula specifying this 
dependency may be complex.
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Thus, like a derivative, a structured note induces a credit risk for both of its 
parties which depend on the structured note’s security of reference. The credit risk 
assumed by a structured note’s creditor, depends on the note’s security of reference 
as well as on the debtor of the structured note. The formula specifying how a struc-
tured note’s interest refers to its security of reference complicates, often signifi-
cantly, the rating of the credit risk incurred by the structured notes’ parties 
(Chance 2008).

 Securitization

Securitization consists in building portfolios of debt securities (like mortgages and 
government or corporate bonds) called securitized instruments or securitized assets 
and in issuing new securities with claims on the portfolio called “tranches”. The 
payments of interest and principal by the debtors in the debt securities underlying a 
securitized instrument are allocated to the tranches. The tranches are served by 
decreasing seniority, the tranche with smallest seniority, called equity tranche, 
receiving what remains. Thus, for investors, with decreasing tranches’ seniorities 
the credit risk increases.

Securitized instruments are often built from debt securities like home or loan 
mortgages for which prepayments are possible. As a consequence, the credit risk of 
all tranches, including the most senior one, of a securitized instrument also depend 
on the prepayment risk, that is, the risk that debtors in the debt securities underlying 
the securitized instrument prepay all or part of their debts prior to their debts’ matu-
rity. Prepayments happen when interest rates on the credit market fall sufficiently 
what makes the credit risk assumed by the holders of some securitized instruments 
dependent on the interest rates. Prepayment risk is often underestimated, or even 
ignored, by investor estimating the credit risk of securitized instruments (Hull 2012). 
Since a contractual prepayment is no defaulting, technically, prepayment risk is no 
credit risk. However, the aim of credit risk rating –that is, assessing the likelihood 
that contractual flows of payments may stop in the future– makes it appropriate to 
consider prepayment risk as credit risk.

There are several types of securitized instruments: Mortgage-backed securities 
(MBS) among other Agency MBS, collateralized mortgage obligations (CMO), and 
collateralized debt obligations (CDO). How and when their tranches are served is 
specified in the instrument’s contract which may be several hundred pages long and 
quite complicated what, in turn, may make credit risk rating difficult.

Agency MBS are MBS, the principal and interest of their underlying mortgages 
are guaranteed by US government entities or government-sponsored enterprises 
(like the Government National Mortgage Association, GNMA, also known as 
Ginnie Mae, the Federal Home Loan Mortgage Corporation, FHLMC also known 
as known as Freddie Mac, and the home Loans Banks). Holders of Agency MBS 
nonetheless assume a risk because of the afore-mentioned prepayment risk. In the 
past, most holders of Agency MBS have ignored this risk. This was one of the 
causes of the Subprime Mortgage Crisis (Hull 2012).
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With a CMO, the various tranches assume different prepayment risk and other 
credit risk. With some simple CMOs, some tranches receive only interest and there-
fore assume only prepayment risk, while other tranches receive only principal pay-
ments and therefore only assume the credit risk of the debt securities underlying the 
CMO. Thus, the credit risk assumed by holders of CMOs depends on the tranches 
and in turn on the CMO contract which may be complicated. Furthermore, CMOs 
are issued as follows by financial entities, the financial health of which is in general 
difficult to assess. A financial institution creates a legal entity called in the USA 
special purpose entities (SPE), outside the USA special purpose vehicle (SPV), and 
transfer mortgages, the “collateral”, to this SPE which use them for issuing 
mortgage- backed securities. SPE isolate the financial institution which create them 
from the risk of the CMOs the SPE has been created to issue.

Securitized instruments are also built from debt securities such as commercial 
mortgages, car loans and credit card debt obligations. Such securitzed instruments 
are called collateralized debt obligations (CDO). The credit risk induced by CDO 
depend on many debtors, and therefore on many economical variables, what makes 
it difficult to assess.

Finally, securitized instruments can, like derivatives, be squared, that is, securi-
tized instruments can be built from …  securitized instruments. With such construc-
tions, the credit risk even of the most senior tranches of a squared securitized 
instrument can increase considerably and the credit risk can become, even for large 
financial institutions, extremely difficult to assess. One of the acknowledged causes 
of the Subprime Mortgage Crisis is that credit rating agencies and investors have 
under-estimated the credit risk induced by such constructions (National Commission 
on the Causes of the Financial and Economic Crisis in the United States 2011; 
Simkovic 2010; Hull 2012).

 Limitations of Current Credit Risk Rating

Credit risk rating, as it is currently performed, has been criticized for empirical and 
methodological reasons.

As of empirical criticisms, it is acknowledged that an inaccurate assessment of 
credit risk has been instrumental in the Subprime Mortgage Crisis and the Financial 
Crisis of 2007–2009 (Soros 2008; Caccioli et al. 2009; Gregory 2010; Simkovic 20
09; National Commission on the Causes of the Financial and Economic Crisis in the 
United States 2011; Haldane and May 2011; Hull 2012; Simkovic 2013) and that 
the wide-spread disregard, or under-estimation, of the credit risk induced by deriva-
tives, structured notes, and securitization has been one of the major causes of the 
Financial Crisis of 2007–2009 (National Commission on the Causes of the Financial 
and Economic Crisis in the United States 2011; Gregory 2010; Simkovic 2013). 
Assessing the credit risk derivatives induce is considered rather complex (Boucheaud 
and Potters 2000, 2003; Buffet 2002; Gregory 2010; Simkovic 2009; Caccioli 
et al. 2009; Haldane and May 2011).
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A further empirical criticism of current credit risk rating is that it mostly fails 
when applied to securitization instruments. Securitization limits an investor’s ability 
to assess the risk associated with mortgage-backed securities and CMOs. An 
improper credit risk rating of securitization instruments is seen as a cause of the US 
Subprime Mortgage Crisis (Hull 2012, Chap. 8) which sparked the Financial Crisis 
of 2007–2009. Off balance sheet securitization, which is based on a transfer of 
unqualified risk, is believed to have played a significant role in the high leverage 
level of US financial institutions before the financial crisis, and the need for bailouts 
after the outbreak of the financial crisis of 2007–2009 (Simkovic 2013). No credit 
rating agencies, for example, downgraded the investment bank Bear Stearn, which 
had issued large amounts of asset-backed securities, before its collapse in 2008.

As of methodological criticisms of current credit risk rating, some, prominently 
Benoit Mandelbrot and Nassim Nicholas Taleb, have argued that, since current 
credit risk rating is based on stochastic methods and statistical data, it is inherently 
inaccurate in exceptional situations such as market crises and bubbles (Mandelbrot 
and Hudson 2004; Malevergne and Sornette 2005; Taleb 2007, 2010).

Current credit risk rating is necessarily inaccurate during market bubbles because 
current credit risk rating is performed by the parties assuming the risk, not by those 
causing it, and because bubbles, from the Tulip Mania Bubble in seventeenth cen-
tury Holland to the Dot-com Bubble in twenty-first century USA, always result 
from a loss of sense of assumed risk (Blanchard and Watson 1982): As a bubble 
booms, that is, some prices keep raising more and over longer periods of time than 
usual, more and more traders get seduced by the perspective of unexpected gains, 
loose their sense of risk and join in the frenzy, buying because they expect to later 
sell at higher prices, thus contributing to keep the price raising up until enough trad-
ers come to reason, what causes the bust.

A further wide-spread methodological criticism of current credit risk rating con-
cerns biases. As mentioned in Treacy and Carey (1998, p. 921) biased views, 
 whatever their causes, often result in an inaccurate credit risk rating.

A further wide-spread methodological criticism of current credit risk rating is 
that, being performed mostly by banks to display evidence of their financial health 
and by credit rating agencies on behalf, and often at the expenses, of debtors that 
need good ratings for being granted credits at good conditions, current credit risk 
rating is not free from moral hazard. The charts of Treacy and Carey (1998, p. 917) 
for example report on much more optimistic credit risk ratings at banks than at 
credit rating agencies long before the Subprime Mortgage Crisis and the Financial 
Crisis of 2007–2008. The article (Božović et al. 2011) cautiously states that

“the way the current rating market is organized may provide [rating] agencies with intrinsic 
disincentives to accurately report credit risk of securities they rate.”

A further problem with current credit risk rating, which, admitedly, is rarely 
mentioned, is the considerable speed differential between financial transactions and 
credit risk rating. Algorithmic trading (Joyce 2008; Gomolka 2011), in particular 
“high-frequency trading”, automatically reacts to index variations in fractions of 
seconds, much faster than humans can react to observations they make. In contrast, 
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credit risk rating is computed by humans working mostly in committees delivering 
their updates at best weekly (for example for the home mortgages of a region), usu-
ally every couple of weeks, at worst every quarter of a year (for example for govern-
ment bonds) (Treacy and Carey 1998; Altman and Saunders 2009; Metz and 
Cantor 2006; Board of Governors 2007).

The Human Computation-enabled network analysis for credit risk rating 
described in the following addresses the afore mentioned limitations of current 
credit risk rating: It is affected neither by the nature nor by the complexity of finan-
cial instruments traded with on a market, it is not based on stochastic methods and 
statistical data what makes it reliable also in exceptional situations, the rating it 
delivers is neither impaired by investors loosing their sense of risk, nor by financial 
institutions eager to demonstrate a good financial health, and it significantly reduces 
the speed differential between transactions and credit risk rating. And, importantly, 
it does not require a standardization of financial instruments.

 Human Computation: Potential Debtors  
Assess Their Own Risk of Defaulting

We propose to collect from the market’s agents assessments of the risk that, in the 
future, they fail to honor their debts. Collecting such assessments from actual or 
potential debtors has three advantages: 

• It provides earlier estimates than current credit risk rating performed by creditors 
or credit rating agencies. Indeed, debtors suspect their possible defaulting earlier, 
usually much earlier, than their creditors.

• It complements current credit risk rating performed by creditors and credit rating 
agencies.

• It is not subject to the moral hazard of current credit risk rating (mentioned above 
in section “Current Credit Risk Rating”).

 The Incentive: The Grace Period Reward (GPR)

For an agent facing its possible defaulting, time is extremely precious. Time makes 
it possible to recover outstanding debts or to take a credit and thus, in some cases, 
to prevent one’s defaulting and, possibly, bankruptcy. We exploit this in devising an 
incentive, the “Grace Period Reward” (GPR), for an actual or potential debtor to 
compute, constantly actualize, and disclose its own estimates of the risk of 
defaulting.

The GPR functions like a credit default insurance but, importantly, only for a 
limited period of time of a few weeks to a few months, the “grace period” and at 
costs that are the same for all agents on the financial market. As a consequence, 
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the GPR is not a credit default insurance and does not yield moral hazard as do 
credit default insurances.

The GPR can be activated by (actual or potential) debtors at any time t so as to 
begin at any future time t1 ≥ t and for any coverage (that is, percentage) of actual or 
possible outstanding payments. Once activated by an agent for an actual or potential 
debt, the GPR can be deactivated at any time by this agent.

An activation by an agent of the GPR at time t beginning at a later time t1 for x % 
of an actual and possible debt expresses the opinion at time t of this agent that, at 
time t1 or later, it may default to pay the principal or the interest of this debt. 
Increasing (decreasing, respectively) values of x reflect an increase (a decrease, 
respectively) of the agent’s belief in its own defaulting. An activated GPR comes at a 
cost for the agents, what incites them only to activate the GPR when they see a need. 
The costs of an activated GPR are proportional to both, the outstanding payments 
and the activation duration, making GPR activations reliable estimates of how likely 
debtors hold their own defaulting.

The costs of an activated GPR are covered from a compulsory GPR deposit to be 
made by actual or potential debtors when entering a credit or derivative contract. 
The hight of this compulsory deposit depends on the credit or derivative contract. 
The GPR deposit is lost (to the creditor or the agency running the GPR) by the 
debtor if it defaults while the GPR is not activated and otherwise refunded at the end 
of the credit or derivative contract up to the costs resulting from, possibly tempo-
rary, activations of the GPR. The possible loss of the GPR deposit incites debtors to 
activate the GPR accordingly to the risk of defaulting they perceive.

Furthermore, it would make sense not to grant the GPR’s grace period, or to 
grant it only to a limited extent, to defaulting agents that have activated the GPR 
much later than when they acquired knowledge of events motivating their activating 
the GPR.

Whether a debtor activates the GPR or not is not disclosed within the agent’s 
community. This ensures that no moral hazard impairs the risk assessments deduced 
from GPR activations.

Finally, the GPR could come at a low cost so as to cover its management costs as 
well as the costs of the network analysis described in the next section.

 Calibrating the GPR

The GPR requires calibration. The costs of an activated GPR must be set according 
to insurances’ good practices, the duration of the grace period must be defined 
(most likely depending on the type of agents), the types of credits, and types of 
derivatives, and the value of the GPR deposit must be appropriately set (most likely 
depending on the types of agents and contracts), etc.

Part of the GPR’s calibration might consist in “socio-cultural adjustments” of the 
following kind: If a social and/or economical group of agents is known to overesti-
mate (or underestimate) their own credit risk, than this could be accounted for with 
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adjustment factors reducing (or enhancing) the credit risk estimates they express 
through the GPR. Furthermore, such socio-cultural adjustments could be demo-
cratically agreed upon in the community of all agents, possibly using ad hoc Human 
Computation systems.

Calibrating the GPR requires further investigations and is out of the scope of this 
chapter.

 Assessing Prepayment Risk

As mentioned in section “Securitization”, it is appropriate to consider prepayment 
risk as credit risk. The question therefore arises, whether the GPR could contribute 
to an early assessment of prepayment risk.

This seems to be the case. The GPR would incite debtors to inform early of pos-
sible prepayment if, while activating the GPR, a debtor could limit the activation dura-
tion to the date of an expected prepayment and if the GPR costs would be reduced 
by early activations.

Like calibrating the GPR, tuning the GPR towards assessing prepayment risk 
requires further investigations and is out of the scope of this chapter.

 Social Control

The GPR gives room to social control. If some agents, say some banks, feel that 
other agents, say home mortgage debtors, over-estimate, or under-estimate the 
likelihood of their defaulting, then the first agents can trigger a debate on the issue 
what, eventually, can lead to the other agents changing their assessments of their 
risk of defaulting.

 The GPR and Traditional Credit Risk Rating

The GPR complements traditional credit risk rating. It neither replaces it nor con-
flicts with it. Indeed, in deciding whether or not to activate the GPR, agents are well 
advised to make use of all information and all risk rating methods at their disposal.

The estimates the GPR would collect differ from those obtained with current 
credit risk rating in several essential aspects. First, the GPR returns estimates by 
actual or potential debtors of the likelihood of their own defaulting while current 
risk rating is performed by the actual or potential creditors. Arguably, estimates 
collected by the GPR from debtors are less biased than current credit risk rating. 
Second, the estimates collected with the GPR can be expected to be updated at least 
daily and, in case of algorithmic trading, much more often. Indeed, algorithmic 
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trading calls for algorithmic GPR activations. Third, in contrast to traditional credit 
risk rating, the GPR promises estimates differentiated after different time points in the 
future. Fourth, estimates collected by the GPR are not based on stochastic methods 
and statistical data. This makes GPR-based estimates reliable in crisis times 
(such as bubbles) and when new financial instruments are introduced for which no 
statistics are available.

 The GPR and Moral Hazard

Since the grace period is limited to a short period of time, the GPR is not subject to 
the moral hazard of a credit default insurance which may induce debtors to take 
risks that, without insurance, they would not take.

 The GPR as a Transaction Tax

The GPR can be expected to act like a financial transaction tax, or Tobin tax, the 
objective of which is to hinder short-term speculative financial “round-trip transac-
tions” (Tobin 1978). Indeed, adequately activating the GPR requires human work 
and come at a cost while not activating it may result in losses. Algorithmic GPR 
activations would not reduce the value of the credit risk rating based on the GPR 
activations because of both, the costs of activating the GPR and the time-limited 
safety the GPR provides to both, the GPR activators and the market as a whole.

A fundamental difference, however, is that in contrast to a financial transaction tax, 
the GPR collects information which, as described in the next section, is used for a 
systemic credit risk rating. Thus, the GPR can be called an “informationally produc-
tive” financial transaction tax, while the standard financial transaction tax, or Tobin 
tax, how effective it might be, can be seen as “informationally unproductive”.

 Network Analysis: Aggregating Human Estimates  
into a Systemic Credit Risk Rating

This section describes how the estimates collected by the GPR –see above section 
“Human Computation: Potential Debtors Assess Their Own Risk of Defaulting”– 
can be aggregated as eigenvectors expressing a systemic credit risk rating.

Eigenvectors are solutions of systems of linear equations. They are commonly 
used for expressing the stability of physical systems and the relative importance, 
so-called centralities, of the nodes of a network (Bonacich 2001). It is this second 
usage which is relevant here.

F. Bry



229

 Formalizing an Agent’s Credit Risk

Using the estimates of defaulting likelihood provided by the GPR, the credit risk 
CRt(i) of an agent i at any future time t can be estimated as follows:

 CR t
ji
t

ji
t

j

i w c( ) ( )= ´å  (1)

 where: 

• wji
t  ∈ [0,1] is the estimate collected by the GPR of the likelihood that agent j 

defaults to agent i at time t
• cji

t  is the payment surely or possibly due by agent j to agent i at time t

Variations of CRt(i), or of a conveniently chosen aggregation Φi∈GCRt(i) for a 
group G of agents like, for example, the home mortgage debtors of a region, are 
useful indicators of agent i’s, or of the group’s, financial health. A constant increase 
of CRt(i), or of Φi∈GCRt(i), over a period of time can help in restoring early enough 
agent i’s, or group G’s, credit strength so as to prevent cascading defaulting.

If agent i has a large number of debtors, for example, if i is a sufficiently large 
financial institution, then an appropriate aggregation Φi∈D(i)CRt(i) over the set D(i) 
of (actual or potential) debtors of agent i can be disclosed to this agent without dis-
closing the estimates wji

t  what, as discussed in section “Human Computation: Potential 
Debtors Assess Their Own Risk of Defaulting” would compromise the good working 
of the GPR as a collector of reliable estimates of defaulting likelihood. The variations 
over time of conveniently chosen aggregates would be valuable credit risk indicators 
for a financial institution that would complement its own credit risk rating.

 Credit Risk Flow

Considering how credit risk flows from agent to agent on a financial market suggests 
a systemic credit risk rating, that is, a rating reflecting the flows of credit risk on the 
financial market. Credit risk flows are first discussed.

A first observation is that nowadays on financial markets creditors are also debtors. 
Indeed, cash (that is, assets that can be realized immediately or almost immediately) 
is marginal in backing the credits that financial institutions (be they depositary insti-
tution, investment institutions, or insurances or pension funds) grant. Indeed, it 
would not make much sense to take a credit and to back it with cash! For the same 
reason, cash is also marginal in backing future payments a company may face due 
to a derivative contract.

A second observation is that, as of credit risk, governments are like other agents 
on financial markets both debtors and creditors. They are creditors, since taxpayers 
owe governments taxes, and debtors, since governments issue securities, government 
bonds, and bills.
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A further observation is that some financial institutions borrow and lend money 
from central banks, that is, are debtor and creditor of central banks. Furthermore, 
central banks differ from other financial institutions inasmuch that they are not 
expected to reduce credit risk. While reducing credit risk (that is, to convey to their 
creditors less credit risk than they receive from their debtors) belongs to the raisons 
d’être of depositary banks, investment institutes, insurances and pension funds 
(Bhattacharya et al. 1998), the raison d’être of a central bank is to control the 
monetary base (that is, to create money and control its quantity), to control the inter-
est rates, and to be a lender of last resort (Bordo 2007).

A last observation is that money and more generally a currency, too, conveys 
credit risk (Mitchell-Innes 1914; Graeber 2011). Indeed, money is a “claim upon 
society” (Simmel 1978). Credit risk, flowing from debtors to creditors, reaches central 
banks from which it flows back to all agents of the financial market. The European 
Sovereign-Debt Crisis since 2009 gives ample evidence of this backflow through a 
currency of real, as well as perceived, credit risk (Haidar 2012).

 A Central Bank’s Contribution to Credit Risk

What, in Eq. (1) of section “Formalizing an Agent’s Credit Risk” above defining the 
credit risk CRt(i) of agent i (at time t), should be the contribution of the central bank 
b to the credit risk of i (at time t)? Since, as observed above, a central bank b does 
not reduce credit risk, we propose to define this contribution as the amount of credit 
as well as cash or cash equivalents (that is, assets readily convertible into cash) 
owned by agent i (at time t). Thus, Eq. (1) is refined as follows so as to take the 
central bank into account:

 CR t
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t
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t

j
ji
t
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t

j

i C c w c( ) ( )= + + ´å å  (2)

 where Ci
t denotes the cash and cash equivalents owned by agent i at time t.

For financial institutions i subject to risk-based capital guidelines, the so-called 
capital requirements, Ci

t can easily be known. Indeed, it is disclosed by i to the agen-
cies controlling the enforcement of capital requirements. For other agents i on the 
financial market, Ci

t can either be neglected as very small in comparison to ∑j cji
t  or 

estimated from statistics.
All agents i should disclose cji

t  when entering the corresponding credit or deriv-
ative contract. Knowledge of cji

t  contract could be given by agents i and j to the 
GPR (or any other agency) upon entering a credit or derivative contract even if 
the GPR is not immediately activated, what, most likely, should be the most fre-
quent case.

Thus, CRt(i), as defined in Eq. 2, can be considered a known value for all 
agents i.
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 Credit Risk Graph

Call Credit Risk Graph (CRG) of a financial market the directed graph the nodes of 
which are the market agents (including government(s) and the central bank) and the 
labelled edges of which are defined as follows: 

• There is an edge 
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from each agent j which is not the central bank and which is an actual or potential 
debtor of an agent i expressing the contribution of agent j to the credit risk CRt(i) 
of agent i.

• There is an edge 
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 from the central bank b to each agent i.
The CRG of a financial market is strongly connected. Indeed, as observed 

above, every agent is a debtor of a financial institution. Every financial institution 
is directly or indirectly connected by a directed path, or “debtor path”, to a central 
bank. Indeed, this is because of such paths that central banks can control the mon-
etary base. Thus, in the CRG, there is a directed path from every agent j to a central 
bank. Since there is a directed edge from a central bank to every agent i, there is, 
in the CRG, a directed path from every agent j to every other agent j, that is, the 
CRG is strongly connected.

 Credit Risk Rating as Eigenvector Centralities

The facts that credit risk is defined as a weighted sum, that is, as a linear combina-
tion, and that the CRG of a financial market is strongly connected suggests that 
eigenvector centralities (Seeley 1949; Katz 1953; Gould 1967; Bonacich 1972, 200
1, 2007; Koschützki et al. 2005; Vigna 2009) are appropriate as credit risk ratings. 
The following elaborates on this intuition and shows that it is adequate.

Let At = ( )aji
t  denote the adjacency matrix of the labelled graph CRG at time t. 

Beware that the superscript t denotes time, not matrix transposition. Matrix transpo-
sition is denoted, as usual, by the superscript T.
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At = ( )aji
t  is defined by 

 

a

w c if j is not thecentral bank and is an actual or potenti

ji
t

ji
t

ji
t

=

´ aal

debtor of i at timet

C c if j is thecentral banki
t

ki
t

k

+ å
0 otherwisee

ì

í

ï
ïï

î

ï
ï
ï

 (3)

Note that matrix At is real and non-negative and the diagonal elements of A are all 
0. If I is the identity matrix of same size n × n as At, At + I is a real and non-negative 
matrix the diagonal elements of which are all 1, that is, non-negative. Considering At 
+ I instead of At is needed for the Perron vector considered below to exist.

Let Bt = (bj i) be the column-stochastic normalization of the transposed (At + I)T 
of At + I defined as follows: 
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 Like matrix At, matrix Bt is real and non-negative and its diagonal elements bii
t  

are all positive. Matrix Bt is, by definition, column-stochastic. The CRG being, as 
observed above, at any time t strongly connected, Bt is irreducible.

While the entry aji
t  of At expresses the absolute contribution of agent j to the credit 

risk of i (at time t), the entry bji
t  with j ≠ i of Bt expresses the relative contribution 

of agent i to the credit risk of j (at time t).
Equation (2) can be re-expressed as follows: 

 ( )cr At T T
� ��� �

= 1  (5)

 where: 

• crt
� ���

 is the credit risk (column) vector at time t, the ith element of which is CRt(i)
• 
�
1  is the unity (column) vector of dimension n (n being the number of agents on 
the financial market), all components of which are 1

Disregarding the diagonal elements of B, a relative version of (5) and therefore 
of (2) is: 

 cr Bt
� ��� �

= 1  (6)

Equation (6) suggests to define a systemic risk rating as follows. Assume CRRt(i) 
is a rating, or index, expressing the “credit risk strength” of agent i at time t. 
The credit risk strength of i (at time t) should surely be seen as proportional to the 
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average of the credit risk strengths of its debtors j (at time t) weighted by the proportions 
bji

t  to which debtors j contribute to the credit risk of i (at time t): 

 CRR CRRt
ij
t t

j

i b j( ) ( ( ))= ´ ´å1

l
 (7)

where λ is a positive real scalar. Equation 7 can be expressed as: 

 lcrr B crrt t t
� ���� � ����

=  (8)

where crrt
� ����

 is the credit risk rating vector (at time t) the ith component of which is 
CRRt(i), the credit risk rating of agent i (at time t).

Equation 8 specifies a credit risk rating as eigenvector centrality. The rest of this 
section, which shows that Eq. 8 is an acceptable definition, is common knowledge 
(Seeley 1949; Katz 1953; Gould 1967; Bonacich 1972, 2001, 2007; Koschützki 
et al. 2005; Vigna 2009). It is included here for the sake of completeness.

Bt being, as observed above, irreducible, real, non-negative, column-stochastic 
and each diagonal element of Bt being positive, it follows from celebrated theorems 
by Perron and Frobenius (Perron 1907; Frobenius 1912; Wielandt 1950; Langville 
and Meyer 2006) that λ = 1 is a simple and strictly dominant eigenvalue of Bt the 
eigenvector associated with is called Perron vector of Bt.

Since λ = 1 is a simple eigenvalue of Bt, the Perron vector of Bt is, up to a scalar, 
the unique real non-zero solution of Eq. 8. This makes the Perron vector Bt with 
norm 1 an acceptable credit risk rating vector. Indeed, if Eq. 8 had several real solu-
tions with norm 1, then there would be no reasons to choose the one instead of 
another as a credit risk rating vector.

Finally, if a vector 
�
u  is not orthogonal to the Perron vector of Bt, then normal-

ized power sequences of Bt and 
�
u  converge to the Perron vector of Bt (von Mises 

and Pollaczek-Geiringer 1929; Langville and Meyer 2006). This makes it possible 
to apply the power iterations (von Mises and Pollaczek-Geiringer 1929; Langville 
and Meyer 2006) to compute the Perron vector of Bt expressing a credit risk rating. 
If, by chance, a vector 

�
u  normalized power sequences would start with would be 

orthogonal to the Perron vector of Bt, then rounding errors would nonetheless ensure 
convergence to the Perron vector of Bt.

 Discussion

This section first questions the model underlying the systemic credit risk rating 
proposed in the former section. Then, it discusses the technical practicability of run-
ning the Human Computation algorithm consisting of the Grace Period Reward 
(GPR) of section “Human Computation: Potential Debtors Assess Their Own Risk 
of Defaulting” and the computation of the Perron vector defined by Eq. (8) of section 
“Network Analysis: Aggregating Human Estimates into a Systemic Credit Risk 
Rating”. It also discusses whether financial markets could accept the constraints 
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imposed by the GPR. Further, it stresses that the Human Computation algorithm 
proposed in this chapter would provide the information necessary for more accurate, 
dynamic, settings of the regulatory capital (Bhattacharya et al. 1998; Hull 2010). 
Finally, it explains why the credit risk rating proposed in this article is a systemic 
rating which has the potential of detecting systemic risk.

 Questioning the Model

Even though there are good arguments for assuming that all agents on a financial 
market are debtors, the reality is sometimes more complex than one expects.

If some agents are, at some time t no debtors, then the Credit Risk Graph (CRG) of 
section “Network Analysis: Aggregating Human Estimates into a Systemic Credit 
Risk Rating” would not always be strongly connected and the matrix Bt (obtained 
from the adjacency matrix At of the CRG) would not fulfill the conditions ensuring the 
existence of the Perron vector. In such a case, the matrix At could be modified so as to 
express that an agent, who in reality is no debtor, being in equal proportions the debtor 
of all other agents on the financial market. PageRank (Page et al. 1999; Langville 
and Meyer 2006) is based upon a similar transformation of the Hyperlink matrix. 
This transformation does not impair PageRank’s adequacy as a ranking.

In section “Network Analysis: Aggregating Human Estimates into a Systemic 
Credit Risk Rating”, a single central bank is considered. The CRG, and therefore the 
systemic credit risk rating specified in that section, can easily be extended to several 
central banks. Such an extension requires to consider different currencies. To this aim, 
instead of the matrices At (Bt, respectively), 3-rank tensors need being considered each 
consisting, for each currency of a matrix At (Bt, respectively). Exchange rates between 
the currencies also need to be considered, if, as one may expect, some agents are 
parties in credit or derivative contracts in different currencies.

The model is based upon the view that a currency in general, and money in 
particular, conveys credit risk. This view implies that the value of a currency (and of 
money) is two dimensional, one dimension reflecting the prosperity of, the other the 
systemic credit risk in, the area where the currency is a unit of account. The European 
Sovereign-Debt Crisis since 2009 gives ample evidence that this interpretation is 
appropriate (Haidar 2012).

 Practicability

Could, from a computing viewpoint, the GPR of section “Human Computation: 
Potential Debtors Assess Their Own Risk of Defaulting” be deployed and repeated 
computations of the Perron vector defined by Eq. (8) of section “Network Analysis: 
Aggregating Human Estimates into a Systemic Credit Risk Rating” be performed?

The GPR requires a transaction for each new financial contract and each time a 
contract party activates, de-activate, or modifies an activation of the GPR. Except in 
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crisis times, most contracts can be expected to result in no or a very small number 
of activations of the GPR. Hence, the IT support of the GPR would, in normal times, 
be no challenge for the IT infrastructure of a financial market. If in crisis times the 
GPR requires too high an IT support, then this would be a sufficient reason to slow 
down the market activity and, as a consequence, the GPR usage. Indeed, a “GPR 
frenzy” would be a clear sign of a market getting out of control.

Repeated computations of the Perron vector of Eq. (8) is a real challenge which 
would require a significant extension of the IT infrastructure of a financial market 
and which deserves more investigations. Since it refers to time, Eq. (8) in fact refers 
to a 3-rank tensor A, one of the ranks of which is the time line. The time considered 
is, of course, discrete (the time unit being the (bank) day) and finite (the latest time 
point being the latest credit event referred to in an activation of the GPR). This ten-
sor is likely to be very sparse, because only a few different degrees of activations of 
the GPR for a same contract by a same agent can be expected. This sparsity provides 
a hook for efficient power iterations which, admittedly, remain to be fully worked 
out. This tensor is also sparse because, 

• At each time t, the matrix At, and therefore the matrix Bt, are sparse. Indeed, most 
agents are no financial institutions and therefore enter financial contracts with a 
limited number of agents,

• There are only a few financial institutions, that at any time are bound by contracts 
with large numbers of agents.

Repeated updates of the Perron vector defined by (8) could be performed, like 
the Google search engine does, by considering only those parts of the matrices Bt 
that have been updated since the last computation.

Thus, computing the Perron vector defined by (8) would be rather similar, in the 
techniques and computing effort needed, to computing the structure ranking of a 
Web search engine.

 Acceptance

Deploying on a financial market the systemic credit risk rating proposed in this 
chapter would require significant changes on this market. First, all financial transac-
tions would have to be registered. Second, computations similar to that of a Web 
search engine would have to be performed.

In Simkovic (2010) Michael Simkovic makes a plea for “recordation”, that is, for 
creditors to make

a full and complete disclosure [of creditor-debtors-liens] in return for payment priority

in case of a debtor’s defaulting. Disclosure of creditor-debtors-liens to the system run-
ning the GPR and computing the systemic credit ranking is all the systemic credit 
risk rating proposed in this chapter requires, that is, less than Michael Simkovic 
considers necessary for other reasons.
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One might expect that the inertia natural to individuals and organizations will 
prevent such changes. The promise of a financial market better and earlier foreseeing 
a wide-spreading of credit risk should be sufficient an incentive to changes, if not for 
the financial markets themselves, for the executives and legislatives responsible for 
the bailouts of financial institutions deemed “to big to fail” that, as the financial crisis 
of 2007–2009 has shown, may result from today’s credit risk rating.

The GPR should be appealing to financial markets, regulators of these markets, 
and the society because its functioning can be seen for three reasons as “bailouts in 
the small”: First, the GPR makes it possible to bail out debtors before too high a 
credit risk has been concentrated in financial institutions deemed “too big to fail”. 
Second, the GPR is limited in time and, in contrast to a credit risk insurance, does 
not bail out defaulting debtors but instead only give them, and the society, time to 
financially recover. Third, the GPR’s costs are covered from the markets’ agents, the 
GPR fee acting like a transaction tax.

 Feedback Loop: Dynamic Regulatory Capital

Currently, the regulatory capital (Bhattacharya et al. 1998; Hull 2010) a depository 
financial institution must hold depends on the credits it has given but not on its 
credit risk. This is consistent with the fact that, so far, there is no systemic credit risk 
rating and that assessing credit risk is, in spite of regulations, to a large extent “one’s 
own affair”.

The systemic credit risk rating proposed in this chapter would make it possible 
to specify for each depository institution an amount of regulatory capital depending 
on the systemic credit risk rating of this institution.

The systemic credit risk rating proposed in this chapter would also make it pos-
sible to foresee changes in the regulatory capital of a depositary financial institution 
implied by changes of the institution’s systemic credit risk rating.

 Systemic Risk

The rating of credit risk proposed in this article is “systemic” because it is computed 
as an equilibrium property of the credit risk graph induced by credit contracts, 
derivative contracts, and currencies. Can this systemic rating of credit risk also 
serve as a rating of systemic risk?

There is an abundant research literature on systemic risk, a large part of which 
has been published after, and because of, the Asian Crisis of 1997–1998. Following 
the Financial Crisis of 2007–2009 and the European Sovereign-Debt Crisis going 
on since 2009, the Board of Governors of the Federal Reserve System in the US, the 
boards of banks in the US and in Europe, and public agencies such as the European 
Securities and Markets Authority (ESMA) have launched research groups 
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commissioned to propose systemic risk measurements. This triggered many more 
publications on the subject. The recent survey (Bisias et al. 2012) the authors of 
which state (on p. 4) “we do not attempt to be exhaustive in our breadth” lists no less 
than 31 proposals for measuring systemic risk! In spite, or because, of this intense 
research activity, systemic risk remains a concept without widely accepted defini-
tion (Dow 2000; Bisias et al. 2012; Hansen 2013) as the article (Bisias et al. 2012) 
stresses in its introduction:

The truism that ‘one cannot manage what one does not measure’ is especially compelling for 
financial stability since policymakers, regulators, academics, and practitioners have yet to 
reach a consensus on how to define ‘systemic risk’. While regulators sometimes apply Justice 
Potter Stewarts definition of pornography, i.e., systemic risk may be hard to define but they 
know it when they see it, such a vague and subjective approach is not particularly useful for 
measurement and analysis, a pre-requisite for addressing threats to financial stability.

Informally, “systemic risk” refers to the risk of breakdown of a financial market as 
a consequence of cascading insolvabilities of market agents bound to each other by 
financial contracts. The article Hansen (2013, Sect. 2.1) points to three different 
acceptations of “systemic risk” in the research literature: (1) “a modern-day counter-
part to a bank run triggered by liquidity concerns”, (2) “the vulnerability of a financial 
network in which adverse consequences of internal shocks can spread and even mag-
nify within the network”, and (3) one of the former senses extended so as to “include 
the potential insolvency of a major player in or component of the financial system.”

The purpose of the systemic credit risk rating proposed in this article is an early 
detection of systemic risk in the first of the above mentioned senses. Most likely, it 
would also help in detecting some “vulnerabilities in a financial network”. There are 
no reasons to believe, though, that it could help in detecting all of them. It should 
also be useful for an early detection of potential insolvencies of components of a 
financial market. Indeed, its principle, an eigenvector computation, makes it easily 
adaptable to compute the centralities of groups of market agents. It would provide with 
an estimate of the systemic risk assumed by a currency, that is, by the community of 
the currency area. The matrices A and B of section “Credit Risk Rating as Eigenvector 
Centralities” would be useful for many kinds of systemic risk investigations.

In contrast to most systemic risk measures proposed so far (see Bisias et al. (2012) 
for a survey) the rating proposed in this article is neither based on the assumption 
that systemic risk arises endogenously within a financial market nor does it rely on 
stochastic methods and statistical data. This makes it a plausible risk indicator in 
times of exogenous shocks and of crises that rarely happen.

The articles May et al. (2008); Haldane and May (2011); Kyriakopoulos 
et al. (2009) deserve a special mention here because, like the present proposal and 
unlike most of the credit risk and systemic risk literature, they propose approaches 
based on Network Analysis and eigenvector computations. The article Haldane and 
May (2011) develops models of financial networks inspired from ecological food 
webs and from networks within which infectious diseases spread. The article 
Kyriakopoulos et al. (2009) which reports on an empirical time series analysis of the 
financial transactions over 1 year between the major financial agents in Austria uses 
eigenvalue spectra.
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 Human Computation and Markets

In conceiving well-working Human Computation systems (such as Crowdsourcing 
marketplaces (Law and von Ahn 2011, Sect. 5.1, p. 45), prediction markets 
(Hubbard 2007; Wolfers and Zitzewitz 2006; Pennock et al. 2001; Servan-Schreiber 
et al. 2004; Gjerstad 2005; Snowberg et al. 2007; Berg et al. 2008; Arrow et al. 2008), 
decision markets (Leutenmayr and Bry 2011), immediate response Crowdsourcing 
systems (Munro 2010; Starbird 2011), or games with a purpose (GWAPs) (von 
Ahn 2006; Steinmayr et al. 2011; Bry and Wieser 2012; Kneissl and Bry 2012), the 
following issues are worth considering: The incentives provided for humans to con-
tribute to the systems (Papaioannou and Stamoulis 2005; Harris 2011; Findley 
et al. 2012; Zhang and van der Schaar 2012); whether the systems are capable of 
growing (in the sense of attracting more human participation) (Kim 2000; Preece 2
000; Powazek 2002; O’Keefe 2008; Kraut and Resnick 2011); whether the systems 
are self-sufficient (inasmuch that they generate all data needed for their proper 
working);2 and whether they are efficient (in the sense of achieving maximum pro-
ductivity with minimum wasted human and machine effort or expense) (Jain and 
Parkes 2008; Archak and Sundararajan 2009; Ghosh and McAfee 2011; Cavallo 
and Jain 2012).

It is striking that these issues are economical characteristics. This is not by 
chance. The amount of human computation a Human Computation system makes 
possible can be seen as the “wealth” it generates and economics is the field con-
cerned with the production, consumption, and transfer of wealth (Jewell et al. 2005). 
Furthermore, markets can be seen as Human Computation systems avant la lettre, 
that is, before the term had been coined. Indeed, on markets traders perform the fol-
lowing “computations” (even though in the past without computer support): 
Interpreting information on the goods traded with and adjusting the trading prices. 
On markets so-called “market-makers” also perform “computations” (in the past 
without computer support) when they ensure the markets’ liquidity by selling (pur-
chasing, respectively) at prices lower (higher, respectively) than the current sale 
(purchase, respectively) prices and possibly speculating on the prices’ evolution for 
making a profit (Grossman and Miller 1988).

The Efficient Market Hypothesis (Samuelson 1965; Fama 1970; O’Sullivan and 
Sheffrin 2007) according to which prices on financial markets reflect all informa-
tion3 on the assets traded with makes sense because of these “computations” per-
formed by humans, that is, the human activity necessary for the timely wide-spreading 
of the information the traders and market-makers rely on for their price adjustments. 
Thus, Adam Smith’s “invisible hand” (Smith 1776; O’Sullivan and Sheffrin 2007), 

2 Surprisingly, self-sufficiency of Human Computation systems does not seem to have, so far, 
attracted much attention within the research community. The system’s self-sufficiency has been 
one of the author’s concerns in building the Human Computation platform metropolitalia.org 
(Kneissl and Bry 2012).
3 Past, present and even hidden information, depending on which of the Weak, Semi-Strong and 
Strong Efficient Market Hypotheses is considered.
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a metaphor expressing markets’ capability of self-regulation, can be seen as a 
Human Computation avant la lettre.

A worthwhile question is thus not only whether today’s financial markets are 
efficient, a question which has been much debated (Nicholson 1968; Basu 1977; R
osenberg et al. 1985; Beechey et al. 2000), but also what can be done for ensuring, 
or improving, financial markets’ efficiency. This chapter is a contribution to ensuring 
the efficiency of financial markets. Its thesis is, that Human Computation provides 
with novel means, that so far were unthinkable, for ensuring markets’ efficiency. 
Since markets and certain forms of human computation are related, more insights 
into markets’ efficiency may also have implications on the design of efficient 
Human Computation systems. In other words, approaches similar to the Human 
Computation-enabled systemic credit risk rating proposed in this chapter could be 
conceived for regulating Human Computation systems.

Like credit risk on financial markets, reputation is a primary concern among the 
human contributors to many Human Computation systems (like Crowdsourcing 
marketplaces and immediate response Crowdsourcing systems) and of course 
among traders on online auction systems (like eBay). It is rather natural to think that 
a network analysis similar to the one proposed in this chapter for credit risk rating 
would be promising for assessing reputation. This view has recently been shown to 
be accurate (Gkorou et al. 2012; Chiluka et al. 2012).

Prices are as important for the good working of a Human Computation labor 
market (like Amazon Turk) as a proper credit risk rating is for the good working of 
a financial market. So far, Human Computation labor markets are far from being 
efficient both, in the sense of Human Computation system efficiency mentioned at 
the beginning of this section, and in the sense of the Efficient Market Hypothesis 
(Samuelson 1965; Fama 1970; O’Sullivan and Sheffrin 2007). Indeed, a major criti-
cism of Mechanical Turk concerns its pricing of labor (Ross et al. 2010; Silberman 
et al. 2010a,b; Felstiner 2011). This criticism is summarized as follows in Law and 
von Ahn (2011, p. 74):

[…] there exists power asymmetry in Mechanical Turk, where requesters can reject work 
without providing justification, thereby not only forbidding payment but hurting the future 
chances of work by damaging the workers reputation.

On a labor market like Amazon Turk, a Human Computation-enabled network 
analysis of the type described in this chapter holds the promise of a better labor 
pricing, either through the detection of unfair requesters by a ranking of their repu-
tations, through a “bipartite ranking” considering both, requesters’ and workers’ 
(or turkers’) reputations, or through a ranking combining prices and reputation. 
What such a ranking may be, is an open issue. Undoubtedly, Network Analysis 
holds the promise of such rankings, that is, of making Human Computation labor 
markets more efficient in both senses mentioned above.

The author believes that Human Computation-enabled network analyses of the 
kind proposed in this chapter will, in the future, contribute to the good-working of 
many Human Computations systems and markets. In an age of progressing global-
ization (IMF Staff 2000), only a systematic collecting of information and its timely 
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aggregation can ensure the efficiency of both, Human Computation systems and 
markets. Human Computation is needed for collecting all the information needed by 
humans contributing to Human Computation systems and markets because of the 
variety and complexity of goods, services, or tasks dealt with on most Human 
Computation systems and markets.

 Conclusion

This chapter has proposed a novel approach to credit risk rating based upon Network 
Analysis and enabled by Human Computation. The approach proposed is a dual- 
purpose participatory mechanism.

Section “Credit Risk Rating Challenged by Derivatives, Structured Notes, and 
Securitization”, an introduction into credit risk rating, derivatives, structured notes, 
and securitization, has stressed the need for a novel, systemic, assessment of credit 
risk on financial markets.

The system proposed in this chapter for computing a systemic credit risk rating 
consists of an incentive, the Grace Period Reward (GPR) introduced in section 
“Human Computation: Potential Debtors Assess Their Own Risk of Defaulting”, 
for humans to contribute with inputs and a network analysis for aggregating these 
human inputs. It is therefore a Human Computation algorithm.

The GPR, which resembles a credit risk insurance over a limited period of time, 
provides with an incentive for debtors to assess the risk of their own defaulting and 
to disclose these assessments to a system. The aggregation of the human inputs has 
been specified in section “Network Analysis: Aggregating Human Estimates into a 
Systemic Credit Risk Rating” as eigenvector centralities expressing a systemic rating 
of the credit risk faced by the market’s agents.

This systemic credit risk rating has been shown in sections “Human Computation: 
Potential Debtors Assess Their Own Risk of Defaulting” and “Discussion” to hold the 
promise of overcoming many deficiencies of current credit risk rating. The GPR has 
been described in section “The GPR as a Transaction Tax” as an informationally 
productive transaction (or Tobin) tax and as making “bailouts in the small” possible.

The credit risk rating proposed in this chapter is unusual in several ways: It collects 
credit risks assessments from the debtors and not from the creditors; it propagates 
debtors’ risk estimates through the risk dependency graph by computing eigenvec-
tor centralities; it is not based upon stochastic methods and statistical data; and it 
promises to deliver warnings of an increase in credit risk much earlier than current 
credit risk rating methods. Furthermore, it gives a means to specify the regulatory 
capital of a depository financial institution depending on its “credit risk centrality” 
in the credit risk graph of the financial market.

Importantly, the credit risk rating proposed in this chapter does not require cred-
its, derivatives or securitization instruments to be standardized. Thus, it imposes no 
constraints on the kind of financial instruments dealt with on the financial market 
and can accommodate new, so far not thought of, financial instruments.
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The approach proposed in this chapter seems to have several advantages over 
current credit risk rating, which has been briefly introduced in section “Credit Risk 
Rating Challenged by Derivatives, Structured Notes, and Securitization”: it is sys-
temic in the sense that it not only considers the credit risk assumed by one agent but 
instead aggregates the credit risk along the debtor-creditor-liens, it is not affected by 
the complexity of financial instruments traded with, it is not based on statistics what 
makes it appropriate in exceptional situations too, it is not subject to the moral hazard 
of current credit risk rating, it provides time-dependent ratings, and it significantly 
reduces the speed differential between transactions and credit risk rating.

Deploying the approach on a financial market would, as it is discussed in section 
“Discussion”, require further investigations, especially a calibration of the GPR.

Whether the proposed method would, in practice, hold its promises, is an open 
issue which is out of the scope of this chapter.

The main obstacle to a deployment of the systemic credit risk rating proposed in 
this chapter should be of cultural and political nature. Is the time ripe for financial 
markets and policy makers to understand and accept a network analysis enabled by 
Human Computation as a means to credit risk rating? If not, how many more finan-
cial crises will be needed for convincing of the value of techniques that, in other 
fields, are already well established?

Finally, this chapter has argued in section “Human Computation and Markets” 
that Human Computation systems and markets share many commonalities. In that 
section, the view is expressed that Human Computation-enabled network analyses 
of the kinds proposed in this chapter will contribute, in the future, to the good- 
working of both, Human Computations systems and markets.
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 Introduction

This chapter considers the means by which many people can work together to 
generate new ideas that have practical value. A familiar example of such a process 
is “brainstorming”, where people build off of each other’s ideas. Network technol-
ogy and social collaboration have allowed us to improve traditional brainstorming 
so that more people can contribute ideas and work together more effectively irre-
spective of time asynchronicity or geographical distance. This chapter describes the 
techniques we have found to be instrumental for achieving innovation on an organi-
zational scale.

Innovation, the introduction of new methods, solutions, products, is important to 
today’s global business growth. Innovative products enjoy 70 % higher margins 
than ‘me-too’ products (Aberdeen Group 2009). However, successful innovation at 
scale in today’s enterprise environments is a complex and elusive process, espe-
cially as one tries to capture productive innovation in a large enterprise, where the 
internal culture, behaviors, and goals interact in sometimes unpredictable and 
changeable ways.

The collective wisdom of a crowd through the aggregation of information in 
groups has long been recognized as a powerful decision-making approach 
(Surowiecki 2004). Applying this approach to maximize outcomes from the innova-
tion process makes intuitive sense. However, doing so productively requires intel-
ligent approaches to understanding the innovation network and its interactions, the 
engagement with innovation that is occurring in order to help maximize outcomes, 
and to ensure that a healthy mix of collaboration and participation is happening.
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Spigit is an Enterprise Innovation Platform that is used by the world’s leading 
brands to invent new products and services, reduce costs and increase employee and 
customer engagement. Leveraging crowdsourcing, purpose driven social collabora-
tion, game mechanics and big data analytics, Spigit helps companies identify and 
execute transformative ideas from their employees and customers at scale to drive 
business outcomes.

We have found that there are several key elements to a healthy innovation net-
work, that all must be modeled and nurtured in a collaborative system in order to 
ensure optimal results. In this chapter we examine several of these elements in turn, 
and provide insight into current and future models and approaches for encompass-
ing these elements in a collaborative innovation system.

In section “Modeling the Innovation Network” we examine the innovation net-
work itself—what it consists of, its typical characteristics that build the foundation 
for an intelligent collaborative system around it. In section “Innovation Network 
Engagement” we discuss the role of engagement in innovation, and how to model 
and measure it. In section “Social Recognition and Rewards in Crowd Innovation” 
we examine the role of social recognition in crowd innovation—how it manifests 
and what behaviors and structures in the network support it. We continue in section 
“Future Work on Innovation Network Optimality Factors” by examining future 
aspects we are exploring to maximize the process of innovation through intelligent 
systems, and then conclude in section “Summary of Human Computation in 
Innovation” with a summary.

Please note that the mathematical expositions in this chapter are provided in 
order to reinforce the concepts for math-literate readers, but math is not required to 
understand the concepts herein. Readers may skip the formal expositions and still 
be confident about being able to follow conceptually.

 Modeling the Innovation Network

An innovation network is a complex network of people and ideas, which can be 
represented as a graph consisting of vertices/nodes and edges/links. A vertex repre-
sents a person or idea in the network, and an edge represents some sort of connectiv-
ity between two vertices. One can think of an innovation network as a social graph 
with an additional layer of idea nodes integrated into it. In essence, the network 
consists of people, ideas, and the interactions between them.

Let the crowd ‘C’ be represented by a graph G = (V,E) where V = {v1, v2, …, vn} 
and E = {e1, e2, …, em} where n is the number of nodes and m is the number of edges.

In a typical social graph, people are the nodes and edges represent relationships 
between nodes, with the graph depicting the structure of how people are ‘related’ to 
one another through their relationships.

In an innovation network, nodes are not only people, but also ideas, and edges 
are not only the typical person-to-person connections, but also person-to-idea 
connections, capturing explicitly the additional interactions that occur on an idea 
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by a person: an up vote, a down vote, comment, review, market trade, view, sharing 
with a friend, testimonial, workflow task, etc.

In this way in an innovation network, the ideas serve as connection hubs—con-
necting people nodes that otherwise would not be interacting or connected in a typi-
cal social network. What is interesting is that both traditional social networks as 
well as innovation networks exhibit small world properties—clustering and short 
paths (Watts and Strogatz 1998; Hardas 2013). The difference is that in a social 
network the clustering occurs between people, and in an innovation network the 
clustering happens around ideas. The idea layer brings the network together, with 
idea clusters that act as magnets to bring people together across the far reaches of 
the network.

Adding ideas as nodes to the network is a key aspect to scaling innovation, as 
otherwise the typical social clusters tend to magnify existing silos (groups of people 
that interact only with one another), and (act as silo magnifiers) as a network forms 
and operates in an enterprise—counteracting the diversity desired for healthy col-
laborative innovation. Next let’s examine how to assess the health and engagement 
of the innovation network.

 Innovation Network Engagement

For the innovation process to yield maximal results, the innovation network must be 
engaged and active. In an innovation network, it is not enough for the network to 
simply grow in number of nodes (ideas and people) to signal a healthy network as 
Metcalfe’s law supposes for standard communication networks (http://en.wikipedia.
org/wiki/Metcalfe’s_law). Metcalfe’s law makes a variety of assumptions on the 
type of structures in the network. Most real world complex networks are not homo-
geneously linked by similar types of edges. In an innovation network, the actual 
activity across nodes—in this case edge formation around idea nodes—must emerge 
and remain strong for optimal innovation results.

But how does one assess the engagement and activity growth or decline in an 
innovation network? Surely it ebbs and flows and changes over time. Thus having a 
computation that can serve as the engagement thermometer enables insight into the 
relative productiveness of the crowd at each moment in time.

We have created a model for measuring engagement in terms of the entropy of 
the innovation network (Hardas 2013). In our case, we define entropy as a measure 
of message activity flux. Entropy is calculated as a function of the probability fre-
quency distributions of the incoming and outgoing messages, which represents the 
entropy in the activity over the network. And in this way we can translate the activ-
ity occurring over a network in terms of message exchange as a measure and predic-
tion of the ongoing engagement of the network.

The engagement of a node is calculated in terms of the incoming and outgoing 
message entropy, which is the entropy of the incoming and outgoing probability 
distributions associated with a particular node. The measure of uncertainty is actu-
ally the information content in a distribution. Thus the entropy of an incoming and 

Innovation via Human Computation

http://en.wikipedia.org/wiki/Metcalfe%E2%80%99s_law
http://en.wikipedia.org/wiki/Metcalfe%E2%80%99s_law


250

outgoing message probability distribution measures the information content in these 
distributions. The cumulative incoming and outgoing message entropies of a net-
work are calculated as the summation of all the individual incoming and outgoing 
node entropies. Thus, the incoming entropy (1) and outgoing entropy (2):
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Where xij is the incoming message distribution, yij is the outgoing message distri-
bution, and aij = 0 if i and j are not connected, and aij = 1 if i and j are connected.

Finally, the total value of a network is calculated as a weighted measure of the 
incoming and outgoing entropies of the network. Thus, the value V is represented as 
a function of weighting variable α as in Eq. 3. The variable α allows for weighing 
the incoming and outgoing network entropies.

 
V H Ha a a( ) = + -( )in out1

 
(3)

As it turns out, some of the structural features of a network indicate a disposition 
towards good engagement/cumulative entropy (Hardas 2013): high total number of 
active links, high clustering coefficient, low average shortest path length, and many 
connected components. Thus with this model, we can quickly assess not only the 
current engagement level of an innovation network, but also whether that network is 
predisposed towards engagement growth or decline—and thus recommend adjust-
ments to optimize.

One of the aspects that plays strongly towards engagement growth is social rec-
ognition. In section “Social Recognition and Rewards in Crowd Innovation” we 
now examine a model for recognition in an innovation network, and how it inter-
plays with engagement.

 Social Recognition and Rewards in Crowd Innovation

One of the key behavioral aspects that drives good engagement in an innovation 
network is social recognition. This is due to the fact that social recognition is in 
reality an important motivator. Going back to Maslow’s hierarchy of needs (http://
en.wikipedia.org/wiki/Maslow’s_hierarchy_of_needs) we can see that the 
‘esteem’ layer of needs encompasses accomplishment, social status, attention, 
recognition needs.

Thus a key element to achieving good engagement in an innovation network is 
some way to model and externalize this esteem layer for social recognition. We have 
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developed a model for reputation in an innovation network that captures in essence 
what the crowd thinks of an individual’s contributions and interactions. We base this 
on the ‘reaction’ edges (votes and comment sentiment) to that person’s idea nodes 
and comment edges in the innovation network.

However, it is not enough to simply look for volume of these edges signaling 
popularity—this would be a very shallow measure that does not over time scale to 
provide the motivational behavior desired, as one can quickly understand that sim-
ply soliciting volume of positive votes and comments on your ideas provides high 
reputation, artificially bringing everyone with any sort of activity on their contribu-
tions to the same level. We must be more intelligent about those who are positively 
reacting to an individual’s contributions and factor in other measures as we incorpo-
rate their reactions into a reputation measure.

Key factors that we have found crucial to a more accurate and effective reputa-
tion measure are: decay over time, slower movement at the tails of the permissible 
range for the reputation score, continued engagement, reputation of the rater, and 
ability of the rater to discern good ideas from bad (Hardas 2012).

The first key aspect to this model is that an individual’s actual rating on an idea 
or comment (RA) is not taken at face value, but an effective rating (RE) is computed 
from it. The modulation factors of reputation of the rater (m1), discernment of the 
rater (m2), how recently the rating happened (m3) all contribute to the effective rating 
as in Eq. 4:

 R m m m RE A= 1 2 3* * *  (4)

The discernment of the rater is a measure of how skilled the rater is at finding the 
best ideas. For this, we use the Wisdom of the Crowds (WoC) principle (Surowiecki 
2004) that tells us that the aggregated judgment of a number of individuals is closer 
to the answer than any of the ‘best’ individual estimates. And thus with this principle 
the crowd always comes up with the true value of an innovation. Thus, in this model, 
we predict the discernment of the rater based on: the history of the voter to side with 
the crowd, and the evidence about the idea in terms of what the crowd thinks.

These two are defined by Event C (the hypothesis) = rate with the crowd. Event I 
(the data/evidence about the value of the idea) = the cumulative crowd sentiment 
about the idea. Then the overall sentiment about an idea is computed as follows:
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Now we can compute the probability of the hypothesis i.e. rating with the crowd 
given what the crowd is thinking about the idea. This probability is modeled using 
Bayesian inference as in Eq. 6,
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where P(C|I) is the posterior probability which we are calculating. P(C) is the prior 
probability—the probability of the person voting with the crowd, i.e. the person’s 
history of voting for the good idea. P(I|C) is the likelihood—the probability of the 
idea being a good/bad idea given the rater rates with the crowd. P(I) is the data/
evidence about the idea, the probability that the idea is good/bad given the voter 
votes with/against the crowd respectively, given by Eq. 7:
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The overall probability p thus becomes the discernment of the rater—how prob-
able is it that this rater tends to rate with the wisdom of the crowd, and becomes m2 
in our effective rating computation, to modulate the rating according to how dis-
cerning this rater is.

The sum of the effective ratings is then coupled with continued engagement e of 
the individual, a decay factor d over time and a tail velocity v that slows movement 
at the tails to define the overall reputation of an individual at time t:
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And in this way, we have a reputation measure that serves as a social recognition 
metric that goes much beyond simple volume of positive ratings to provide a reputa-
tion measure that elicits the engagement behaviors desired, and is robust to gaming 
as the innovation network grows.

 Future Work on Innovation Network Optimality Factors

Several additional factors are key to ensuring productive and effective scaling and 
operation of an innovation network. Modeling and incorporating trust is one such 
factor. Finding particular innovation personae in the network and the optimal group-
ings and makeup of these personae in well-functioning innovation networks is 
another. And emergent cooperation and the factors and conditions necessary in the 
network to ensure cooperation grows rather than shrinks is a third important future 
area for exploration.

Network trust has been studied in social network and general collaboration con-
texts (Thirunarayan et al. 2010; Beckett and Jones 2012). We have also observed 
various trust behaviors that impact innovation network engagement, such as more 
readily-given trust in smaller innovation networks than in larger ones. In future 
work we will examine whether the traditional trust behaviors such as preference 
similarity (Liu et al. 2011) and frequent and regular communication (Abrams et al. 
2003) are also the same factors that engender trust in an innovation network, and/or 
what additional trust metrics exist in the innovation context.

We have also observed that typical healthy innovation networks have a mixture 
of behavioral personae (innovation behavior types), for example innovators (skilled 
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at creating good ideas), and discerners (skilled at finding good ideas of others). And 
that the mix of innovators and discerners remains fairly constant as the healthy 
innovation network scales. In future work we will explore additional personae that 
contribute to an especially healthy innovation network, such as creative collabora-
tors, action-takers, etc., and in what contexts are they most effective and necessary, 
in order to be able to recommend innovation team groupings for optimality.

And finally, studies about emergent cooperation in social networks show that 
certain conditions favor cooperators over defectors in a network, ensuring that 
cooperation grows rather than shrinks (Ohtsuki et al. 2006). We will also examine 
as part of future work whether these conditions are also sufficient and necessary in 
innovation networks, and how the cost/benefit scenario can best be modeled to 
achieve emergent cooperation in innovation.

 Summary of Human Computation in Innovation

Successful innovation has a distinct and crucial human element. Scaling innovation 
successfully requires encompassing and harnessing the knowledge of groups of 
individuals to provide outcomes greater than any one individual could achieve on 
their own. To provide a functioning computational system for true innovation at 
scale requires approaches for modeling and incorporating people’s behaviors, trust, 
emergent crowd wisdom, social ties, rewards.

In this chapter we have examined how to model the innovation network as a 
social network layered with ideas that brings the social clustering across the net-
work rather than in social silos. We have examined the role of engagement in an 
innovation network, and how it can be modeled and measured with a network 
entropy approach, as well as how to find structural indicators of whether a network 
is predisposed towards high or low engagement. We have also examined the crucial 
role of social recognition in an innovation network, and how to model reputation in 
such a way that it elicits desirable interaction behaviors, is robust to gaming, and 
scales as the network grows. And finally we examined the additional aspects of 
trust, emerging cooperation, and personae that are additional future key elements to 
incorporate into optimal innovation network models and approaches.

By modeling and incorporating these key factors into an intelligent human- 
machine computation system, the innovation network is positioned best to harness 
the knowledge of the group, and produce optimal innovation results.
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        Introduction 

 The success of social networks, which have become the most intensely used applica-
tions on the Web, has demonstrated the centrality of communities of practice, 
whereby users can interact with the service providers and among themselves, to be 
informed, share experience, and express their opinion on the quality of products and 
services. This socialization of the user’s online experience, for customers, citizens, 
or employees, will not be confi ned to the personal activities, but will carry over to the 
practices in the workplace, changing the interaction between organizations, employ-
ees, and customers. This shift will impact the way in which organization defi ne and 
run their processes, which will more and more evolve from  closed  to  open and social . 

  Social Business Process Management  (also known as  Social BPM  or  SBPM ) is the 
approach that studies the integration of social interactions and business processes: it 
fuses business process management practices with social networking, with the aim of 
enhancing the enterprise performance by means of a controlled participation of exter-
nal stakeholders to process design and enactment (Dengler et al.  2010 ; Erol 
et al.  2010 ; Johannesson et al.  2009 ; Koschmider et al.  2009 ; Schmidt et al.  2010 ). 
Notice that SBPM is not primarily concerned with human computation activity that 
simply produces some input for a business process; SPBM is mainly focused on 
socially enacted processes and social interactions intertwined with business processes. 

 In classical BPM, processes are defi ned centrally by the organization and 
deployed for execution by  internal performers , i.e., actors formally entitled to execute 
the activities and directly advances a process case. This closed-world approach can 
be opened to social actors with different levels of control (Brambilla et al.  2011 ): 
from employees not normally entitled to participate to the process to unknown users 
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who contribute by acting on public social media platforms. Due to this variety of 
potential contributions, central to the successful implementation of SBPM is the 
possibility of controlling the tradeoff between centralized control (typical of BPM 
systems) and openness (typical of social applications)  specifi cally  for the business 
context of the target organization. 

 To respond to the demand for SBPM methodologies that allow a controlled 
integration of social interaction features within business processes, this chapter dis-
cusses a model-driven approach to participatory and social enactment of business 
processes. The key idea is to identify the goals of existing social interactions within 
the organization, turn these goals into social extensions of a business process model 
that supports the organization in achieving the stated goals, and provide powerful 
code generation and integration tools for the rapid prototyping and evolutive mainte-
nance of the social business processes, so to allow the early trial and quick reconfi gu-
ration of the modelled social interactions. The proposed method is being implemented 
within the BPM4People project, 1  a Seventh Framework Programme project funded 
under the SME Capacities program of the Research Executive Agency. 2   

    The Goals of Social BPM 

•  The ultimate goal of SBPM is improving a process by opening it to the contribu-
tion of more people. This general objective can be regarded as a process optimi-
zation phase, in which the organization seeks effi ciency by extending the reach 
of a business process to a broader class of actors. This general motivation can be 
articulated more precisely into different sub-goals:      Exploitation of weak ties 
and implicit knowledge : the goal is discovering and exploiting informal knowl-
edge and relationships to improve activity execution.  

•    Transparency : the goal is making the decision procedures internal to the pro-
cess more visible to the affected stakeholders.  

•    Participation : the goal is engaging a broader community to raise the awareness 
about, or the acceptance of, the process outcome.  

•    Activity distribution : the goal is assigning an activity to a broader set of per-
formers or to fi nd appropriate contributors for its execution.  

•    Decision distribution : the goal is eliciting opinions that contribute to the taking 
a decision.  

•    Social feedback : the goal is acquiring feedback from a broader set of stakehold-
ers, for driving process improvement.  

•    Knowledge sharing : the goal is disseminating knowledge to improve task exe-
cution; at an extreme, this could entail fostering mutual support among users to 
avoid performing costly activities (e.g., technical support).    

1   http://www/bpm4people.org 
2   http://ec.europa.eu/rea/ 
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 Not all the aforementioned motivations apply to a specifi c business scenario. 
For example, a company may wish to exploit customers’ opinions to decide among 
alternative product features in its product planning and design cycle (thus focusing 
only on decision distribution); another one may want to improve the process for 
staffi ng a new project by fostering the emergence of hidden internal competencies 
(thus requiring the exploitation of weak ties and implicit knowledge). As these 
examples show, quite different forms of social interactions should be modeled, 
implemented, and deployed, to meet the goals of specifi c organizational and busi-
ness contexts. Several conceptual and technical ingredients are needed to support 
such a fl exible approach: a methodology for deriving SBPM requirements from 
business goals, a notation for specifying the social aspects of processes, and tools 
for enabling social BPM rapid prototyping, deployment, and execution, directly 
from process models. SBPM is a perfect candidate for applying OODA (Observe, 
Orient, Decide, and Act) techniques; in particular, the Orientation phase that deter-
mines the way to observe, decide, and act, is crucial in SBPM because it considers 
the repository of our genetic heritage, cultural tradition, and previous experiences. 

 The SBPM practice in the industry is still in its infancy: even the most important 
BPM players only provide restricted forms of social interactions, which can be 
attached rather artifi cially to their standard BPM systems.  

    The BPM4People Approach 

 The BPM4People approach aims at applying Web engineering and model-driven 
development techniques to Social BPM. Its contributions can be summarized as 
follows: 

•    The identifi cation of the main factors that drive the socialization of a business 
process (the socialization goals mentioned in section “The Goals of Social BPM”).  

•   An extension of BPMN 2.0 enabling the specifi cation of social roles, activities, 
and events (Social BPMN).  

•   A gallery of design patterns, expressed in Social BPMN, that represent arche-
typal solutions to recurrent process socialization problems (Social Process 
Patterns). Social patterns are referred to the goals they contribute to solve, and in 
this way help the construction of process models from business requirements.  

•   A technical framework for generating Social BPM applications from Social 
BPMN models, based on model transformations and on a runtime architecture 
integrating business process execution and social task enactment, implemented 
in a commercial tool suite called WebRatio (Brambilla et al.  2010 ).    

 A quite unique feature of the BPM4People framework is  one-click social process 
prototyping . The model-driven approach and default code generation rules allow the 
business analyst to create a running prototype of the business process with all the 
social interaction functions fully implemented and integrated with a number of differ-
ent platforms (including, public social networks like Twitter, Facebook, G+ and 
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LinkedIn, as well as services for ad hoc online activities, like Doodle polls and Google 
doc cooperative document editing). This functionality enables the early evaluation of 
the process activities offered to social actors, a key capability for assessing alternative 
social network interactions and for reducing the number of re- design cycles. 

    The Social BPMN Notation 

 Process design benefi ts from visual languages that convey the process structure and 
constraints in an clear way, immediately communicable also to non-technical stake-
holders. Social process design should preserve the intuitiveness and expressivity of 
state-of-the-practice visual languages and build on standard notations already in 
use. To this end, social extensions of business processes can be conveyed using 
BPMN 2.0, 3  which incorporates a native extension mechanism. By enriching the 
existing BPMN concepts with a social meaning, it is possible to achieve a visual 
language that is both familiar to BPMN practitioners and possess enough expressive 
power to convey social behaviors. The Social BPMN extension proposed by 
BPM4People expands BPMN collaboration diagrams with social roles, events and 
activities (Brambilla et al.  2011 ). 

 The dimensions along which we have extended the BPMN metamodel include the 
specifi cation of process roles with different degree of control, social task and event 
types representing the monitoring of the outcome of activities performed in social 
networks, the publication of activity to be executed in social networks by social actors, 
the publication of social content, and the defi nition of the platform supporting the 
social interactions. Figure  1a  illustrates the notation for representing the different 
classes of roles that can participate to a social business process. Figure  1b  exemplifi es 
the notation employed for expressing the Social Task Type and the Event Type exten-
sion of the BPMN Task and Event concepts: a BPMN task or event can be visually 
stereotyped to denote that the activity is executed or the event is raised by social inter-
actions, like voting, commenting, inviting more people to execute the task, etc.

         An example of model expressed with Social BPMN is shown in Figure  2 ; it rep-
resents a social process started by the supervisor of a local government offi ce, who 
selects and publishes some quality indicators on a public social network, for the citi-
zens to express their opinions in the form of votes in a quality scale for a specifi c 
indicator or with free format comments. The voting and commenting activities take 
place in a  social pool  (denoted by a different icon), which means that execution is 
deployed onto a social platform; social interaction results produced by the social 
pool are then collected by a social monitoring task in the process pool denoting the 
PA offi ce; after that step, the supervisor analyzes the data and broadcasts a summary 
of the results back to the social pool.      

3   http://www.bpmn.org/ 
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 Fig. 2    Social BPMN model of a public administration process where citizens are requested to 
evaluate service performance. The example features social behaviour tasks (e.g., publish metrics 
to citizens), a social pool and lane (social network and citizens), and social monitoring tasks 
(e.g., collect and review votes and comments)  

 Fig. 1    ( a ) Social BPMN notation for expressing different roles in a social business process; 
( b ) Example of Social BPM notation for some of the social task and event types  
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        Rapid Prototyping of SBPM Solutions 

 To support the design, implementation, deployment, and monitoring of Social BPM 
solutions, BPM4People has constructed the technical architecture and tools shown in 
Figure  3 . The architecture consists of a  design time  part, comprising a Model- Driven 
Integrated Development Environment, and of a  run time  part, where automatically 
generated applications are run on a standard JEE platforms connected via Web 
Service APIs to one or more Social Networking Platforms.      

    The distinguishing feature of the BPM4People approach is a  two-level Model 
Driven Development approach , which exploits two modelling languages and two 
transformations: the two modeling levels are represented by  Social BPMN models  at 
the CIM level and by  WebML models  at the PIM level. WebML (Ceri et al.  2002 ) is a 
platform independent language for modeling interactive applications, which provides a 
native extension mechanism that has been used to incorporate new  social components  
into the language. These social WebML components implement atomic social interac-
tion functions (e.g., voting, commenting, polls, friend invitation, etc.) and support 
the connection to Social Networking Platforms via API invocations. Then, two 
model transformations enable the BPM4People quick prototyping approach: 

•    The model-to-model transformation from Social BPMN to WebML automatically 
maps Social BPMN activities into WebML application models for performing 
such activities, also in the case in which their execution requires the interaction 
with a designated social media platform.  

•   A model-to-code transformation automatically produces standard JEE code from 
WebML.      

 Fig. 3    Architecture of the BPM4People social BPM system  
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    Implementation Experience 

 The social components that describe at PIM level the basic social interactions have 
been implemented and included in the WebRatio tool. They are available online in 
the WebRatio store (reachable at:   http://www.webratio.com/store    ). Furthermore, 
some demonstrative applications have been implemented to showcase the 
BPM4People approach. A simple demonstration scenario for the social creation and 
execution of a poll about a meeting date is published on the BPM4People site at: 
  http://www.bpm4people.org/cms/content/en/demos    . A video shows the modeling 
approach step-by-step and describes the running application generated automati-
cally and integrated with LinkedIn (for retrieving the users contacts) and with 
Doodle (for performing the poll). 4  Figure  4  shows a screenshot of the generated 
application, which displays the interface of a social task that requires the communi-
cation with people retrieved and selected from the user’s LinkedIn contacts.      

    Additional applications have been developed that support: the fusion of crowd-
sourced input with enterprise knowledge management and information seeking 
tools (Bozzon et al.  2012 ); the embedding of social interfaces and enterprise pro-
cesses in the domain of restaurant reservation and tourism services; the integrated 
management of corporate ideas crowdsourcing, microblogging, expert fi nding, and 
team building; the cloud-based publishing, sharing, and renting of extra-capacity 
resources of organizations (e.g., cars, offi ce space, equipment, and personnel). 

 As an example, we provide some details of the extra-capacity social sharing 
application. 

4   The video is also available on YouTube at the following URL: http://www.youtube.com/
watch?v=7qNV1Iw1oiA 

 Fig. 4    Screenshot of social meeting application, generated automatically from a social WebML model  
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    The Social Capacity Sharing Application 

 The Social Capacity Sharing application allows enterprises to exploit their extra 
capacity by sharing, renting or leasing assets that would otherwise remain unused 
for a certain amount of time. The social side of the application is that the company’s 
extra capacity is offered on both a dedicated portal and on public social networks, 
with resources of different types automatically extracted from the enterprise sys-
tems based on their scheduled availability. Posting on social networks is used to 
improve the visibility of rentable resources, by encouraging people outside the company 
to spread the word to their acquaintances. The adoption of SBPM supports the integra-
tion in the same process of enterprise and social activities (e.g., by allowing automatic 
sharing of resources when these appear as free in the enterprise ERP system). 

 The application supports a workflow for the definition of resource types 
(e.g., cars, offi ce space, houses), the publication of available resources of those 
types, and the reception of resources requests from customers. Resource availability 
can be advertised on multiple social networks, so as to spread the word and to 
collect feedback and declarations of interest. 

 Three roles can participate to the process: administrators, resource owners, and 
resource consumers. 

 An administrator can defi ne the types of resources that can be shared; approve/
reject new resource types proposed by other users; and manage the users subscrip-
tions. The resource owner can publish his resources on the social networks of choice; 
disseminate such a publication to his friends/followers on enterprise or public social 
networks; monitor how the community reacts to his offers through a social activity 
monitor; and approve or reject bids from social network users. Figure  5  shows the 
result of the creation of a new resource (in this example, a house) to be shared. 

 Fig. 5    Screenshot of social sharing application, showing the creation of a new resource (a house)  
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Its properties have been fi lled in by the house owner through a blueprint dynamically 
designed at runtime by the administrator.      

    The consumer can search available resources; evaluate resources and owners 
from their community ranking, produced from people’s votes; make a bid for a 
resource; post a comment on the application or on a connected social network about 
resources or providers; and propose new resource types. The social sharing applica-
tion calculates the ranking of resources and owners according to criteria such as 
number of comments (likes or dislikes), etc. This ranking is made available to all 
users and may help resource owners improve the quality of their service, as in tradi-
tional marketplaces.   

    Conclusions 

 In this chapter we have defi ned an emerging area of Human Computation devoted 
to the integration of social interactions within the business processes of organiza-
tions, called  Social BPM . We have then presented the BPM4People approach to 
Social BPM, which consists of identifying the goals of social BPMN within the 
organization, expressing the required social business processes by mapping the 
business goals to social BPM process patterns that support their realization, formal-
ized using a notation called Social BPMN. Social BPMN extends BPMN 2.0 with 
social pools, tasks, and events, and is accompanied by a technical framework that 
allows enterprises to rapidly implement social business processes in a fl exible and 
semiautomated way, on top of multiple social platforms.     
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        Human computation with massive crowds has the potential to solve problems never 
solved before. People can clearly defi ne many unsolved problems, such as a human 
mission to Mars. However, a class of unsolved problems eludes an easy defi nition. 
Termed “wicked” these problems have a dynamic ill-defi ned nature that introduces 
diffi culties to the solution process especially when trying to get thousands of humans 
to work together on the same problem. Wicked problems present such diffi culty, it 
may be diffi cult to tell if a specifi c solution solves the problem or not. 

 The fi rst examples of wicked problems arose from social policy planning, where 
any solution changes the problem specifi cation and as a result the solution may be 
insuffi cient. Often wicked problems arise with multiple parties with different suc-
cess criteria. As a result, no solution can maximize “happiness” across the entire 
population. The Middle East peace process provides an example of a wicked prob-
lem. Many challenges from wicked problems arise from people having different, 
incompatible, worldviews. Until the population shifts to compatible worldviews the 
wicked problem remains challenging to solve. 

 What does the existence of wicked problems mean for human computation? For 
the most part human computation assumes that the humans involved are working 
toward the same goal. When attempting to solve a wicked problem the human solv-
ers could easily work at cross-purposes due to their different worldviews. Even 
non-wicked problems suffer from human solvers with different worldviews. For 
example, a sub-population of solvers could attempt to suppress potential solutions 
that do not fi t their worldview. 

 Technology cannot pick the correct worldview or even average worldviews, 
however technology may causes people to shift their worldview. Let’s assume the 
problem sponsors, the people who wanted to solve the problem in the fi rst place, 
truly want a solution found regardless of worldview. The sponsors set up the human 
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computation environment and set the initial goals. With a wicked problem the goals 
will most likely change. The sponsor must let the goals change in the hopes of fi nd-
ing a workable solution. However, one goal remains constant, educating the human 
solvers on different world viewpoints. 

 A cooperative human computation environment can provide not only a forum to 
solve problems, but a platform to educate the human solvers. Education can include 
technical information as well as information about different world viewpoints. As a 
rule people resist changes to their worldview, but given time and enough exposure 
they may at the very least be able to understand different worldviews allowing a 
solution to progress. 

 The problem sponsors must realize this and allow the problem and the solution 
to evolve over time. Since most people resist changes to their worldview the spon-
sors cannot recruit solvers by saying it will change they way they look at their 
world. Instead they must only indicate that the solution requires a great deal of 
education and knowledge. Before human solvers can participate in certain events 
and votes on solutions elements they must earn the right to vote by completing a 
number of educational requirements. 

 The educational requirements can have the people read through different histo-
ries told from different viewpoints and educate solvers on different viewpoints. 
Solvers must demonstrate an understanding of different viewpoints to contribute to 
some aspects of the problem. Forcing solvers to self educate, may seem like a strin-
gent requirement, but remember these problems represent some of the most intrac-
table problems known to humanity. You cannot solve things you cannot 
understand. 

 A human computation environment to solve wicked problems needs the follow-
ing characteristics:

•    Manage experts as a rare resource  
•   Acknowledge solutions to unsolved problems operate at the edge of human 

understanding  
•   Solving wicked problems require continuous learning on the part of human 

solvers  
•   Acknowledge that ideas evolve, this includes problem specifi cations  
•   Over come local maxima in a solution  
•   Manufacture Serendipity  
•   Motivate human solvers    

  Experts are a rare resource —Hard problems require specialized expertise. Many 
problem domains simply do not have thousands of experts available. All partici-
pants have different expertise and the computation environment must focus each 
individual where their skill does the most good. This means creating tasks to harvest 
the large number of novices to simplify tasks for the few experts. Solutions that cre-
ate more experts also increase the chance of fi nding a solution. 

  Continuous Learning  –To solve unsolved problems human solvers must learn con-
tinuously to advance the solution. Knowledge provides no value unless it allows a 
human to make a better decision. Overcoming both technical and wicked problems 
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requires a continuous learning environment that continuously stretches the knowl-
edge and worldview of solvers. 

  The Edge of Human Understanding —The computation environment must accept 
that it operates on the edge of human understanding, which means no one knows 
how to solve the problem. Existing curriculum doesn’t directly cover the knowledge 
necessary to solve the problem so there is no clearly defi ned path to the solution. 
The system must build up a body of innovations and unique insights on the problem 
to make progress, basically developing a dynamic exploratory curriculum. The 
computation environment must aid humans to systematically explore a multitude of 
alternative approaches by directing the crowd to try many possibilities. Only one 
participant needs to fi nd the key insight to solve the problem. 

  Manufacture Serendipity —Many key scientifi c discoveries arose from serendipi-
tous combination of new ideas. Using the power of the crowd, the human computa-
tion environment can manufacture serendipity by systematically combining new 
concepts in a problem domain for the crowd to evaluate. 

  Breaking Functional Fixedness —People have a tough time seeing new uses for 
familiar objects, a problem called functional fi xedness (Duncker  1945 ). As a result 
they get stuck on a local maxima for a solution. Technology can help present and 
combine concepts in new ways to help break functional fi xedness. Locked in world-
views represent a particularly challenging form of functional fi xedness to overcome. 

  Ideas Evolve —The human computation environment must create an environment 
where ideas evolve. In the case of wicked problems, even the problem specifi cation 
must evolve. Ideas with more potential must spread, where ideas with less potential 
should be spread less. Understanding idea potential remains a huge challenge for 
wicked problems. 

  Motivation in the Face of Failure —Most science involves trying things that did 
not work. When tackling problems at the edge of human understanding, failure must 
be expected. The human computation environment must have a fl exible rewards 
engine that creates a sense of accomplishment even in the face of long-term failures. 
Games and contests present one possibility of providing a feeling of incremental 
success while working toward a long-term goal. 

 This chapter explores each of these requirements for a human computation envi-
ronment if more detail. 

    Experts as a Rare Resource 

 Any organization attempts to make good use of its experts to solve its most chal-
lenging problems. However, in an organization the experts are known, or at least 
suspected by the amount of salary they earn. In a human computation environment 
experts again must play a key role, however most environments will have no idea 

Solving Wicked Problems



268

who qualifi es as an expert. Experts come with their own biases, and when tackling 
a wicked problem those biases could make the expert more of a liability than an 
asset. So the system must cultivate open minded experts. 

 Each human computation environment must develop its own metric for fi nding, 
testing and then utilizing experts effectively. In areas of established science real 
world reputation becomes an excellent metric for identifying experts. In the frac-
tionated world of wicked problems, experts with a variety of viewpoints must con-
tribute, but if experts were only picked on real world reputation it almost guarantees 
failure since the problem hasn’t been solved previously. 

 A population with the skills, but none of the deeply ingrained biases offers the 
best chance of success. These “near experts” have experience in related fi elds, or 
simply a passion for the problem space and a capability to learn. By coming from 
outside the establishment they possess a variety of viewpoints, and will benefi t their 
own reputation by solving a hard problem in a new domain. 

 The bulk of the human solvers will be novices that simply have a passion for the 
problem space. These novices represent the largest part of the labor force, see Fig.  1 . 
Part of the environment will invariable include a number of tasks that track and 
maintain data, or evaluate ideas. The novices will provide most of this effort, and so 
the approach must use its experts and near-experts to vet ideas before or after the 
novices develop them. Because of expert biases, experts cannot dominate the hunt 
for a solution, but they can prune already explored avenues of research, focusing the 
human solvers on new ground.

   Finding the how to use the various classes of solvers, remains a challenge for 
technical problems, for wicked problems it becomes even more critical. Clearly one 
of the best approaches for dealing with the relatively few number of experts is to 
create more experts, which is addressed next.  

    Continuous Learning 

 Both solving technical problems in science and solving wicked problems benefi t 
from continuous education. In the case of wicked problems education can help 
expose solvers to the worldviews of the entire population affected by the solution; 
hopefully creating insight to determine more encompassing solutions. 

Experts

Near Experts

Novices

  Fig. 1    Solving wicked problems requires using expert and near expert brain power wisely       
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 There are many on-line and computer based educations systems. However, all of 
these systems require someone to develop a curriculum. When working with wicked 
and unsolved problems on the edge of human understanding no one has created a 
curriculum. Often people will even have different opinions if known facts apply to 
the problem space or not. By taking advantage of the larger crowd many divergent 
curriculums can be developed and explored at the same time. An ideal human com-
putation environment will understand the various sub-populations that make up the 
crowd and manage idea exposure. 

 Idea exposure means keeping track of what concepts have been shown to each 
member of the crowd and recording if the idea has “stuck”. The system does not 
know if the idea, represents something useful or not by itself, but it can track the 
spread of the idea. If the human solvers provide some sort of metric on the useful-
ness of the idea the system can manage the spread of the idea exposing more useful 
ideas to more people. 

 As the system learns more about the population of human solvers it can also 
learn what viewpoints the various sub-populations hold. In science and technology 
key insights often come from combining science from different domains. The sys-
tem can group the population by the technology and ideas they favor and then 
expose them to other viewpoints. The system must remain viewpoint neutral to 
avoid seeming “preachy” to the people. But human solvers trying to solve wicked 
problems must realize they have to understand different worldviews if they are 
going to make progress, see Fig.  2 .

   A continuous learning system produces a dynamic curriculum that changes 
based on new discoveries and insights. Solving problems on the edge of human 
understanding requires such a dynamic curriculum because invariably the wrong 
knowledge will creep into the curriculum and must be removed. Also if the problem 
remains unsolved, clearly the existing curriculum doesn’t help solve the problem so 
the solution requires more new material. 

 A dynamic curriculum resembles building a bridge across an unknown ocean. 
You don’t know if you are taking the shortest path, to a new continent or heading 

  Fig. 2    A human computation environment manages idea exposure to the individual, sub- 
populations and the crowd as a whole       
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toward a deep trench you may never cross. The problem breaks down into known 
unknowns, and unknown unknowns (Morris  2010 ). An example of known unknown 
might you might have no idea how to build a bridge to withstand ocean storms, but 
you know at least storms exist. An unknown unknown, might be the existence of a 
miles deep ocean trench, fi lled with crustaceans that eat steel. No amount of plan-
ning and risk mitigation can address the problem. You must simply try and fail, 
before you can try and succeed. 

 For wicked problem unknown unknowns make up most of the solution space. 
Often evaluating a potential solution to a wicked problem involves implementing it 
and determining if it made the situation better or worse. Analyzing failures will 
invariably turn up complex issues that were simply unknown or poorly understood 
when the solution was implemented. Even the failure may only shed a little light on 
understanding the problem space. 

    Ideas Evolve 

 How can you create an organization and environment to solve a problem if the prob-
lem defi nition keeps changing? Surely such fl uctuations will slow progress, but in a 
wicked problem you may not have understood the problem enough in the beginning 
to ask the right question. 

 Wicked problems mean you don’t know where you will end up, but computer 
systems often lack fl exibility. The human computation environment must allow 
ideas to evolve freely, or with minimal direction. Hopefully gentle nudges from time 
to time can keep to human solvers on track to produce a workable solution. Human 
computation system must address the question, “Does the system need to set bounds 
on how far the problem specifi cation can stray?” Without bounds, the system could 
wind up solving already solved problems, or problems in a totally different domain. 
If humans set up the bounds on evolution of ideas, the bounds could easily incorpo-
rate their own biases and prevent the proper space from being explored. 

 Human solvers also must learn to let their own ideas and goals evolve. For exam-
ple, suppose a solver joined a human computation to cure cancer. However, in the 
course of the exploration they found they could greatly limit the impact of cancer by 
changing people’s diet; that efforts to change diet would provide immediate bene-
fi ts. Would the human solvers want to switch to the new goal of better nutrition 
education? 

 Humans hold on to their biases much tighter than any computer program, actively 
resisting information and situations that would call those biases into account. 
A good human computation environment must educate its population of human 
solvers that biases exist and that they can present roadblocks to effective solutions. 
Such education can slowly chip away at biases hopefully leading to a solution.   
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    Creating the Eureka Moment 

 In 1945 Duncker discovered that if an object was being used for one purpose people 
had a hard time seeing it used for a new purpose (Duncker  1945 ). In his experiment 
people had to affi x a candle to a wall and light it without burning the wall. They 
were given a box of tacks, a book of matches and a candle, see Fig.  3 .

   The solution is to empty the box of tacks and tack the box to the wall and put the 
candle in the box. If the tacks were in the box it took the participants twice as long 
to solve the problem. Duncker called this problem functional fi xedness. People see 
the box as a container to hold tacks. An empty box leads people to see it as a poten-
tial shelf in half the time. 

 Technology can help remove the impact of functional fi xedness by organizing 
knowledge into its basic components and having the system randomly combine the 
components, leaving out key facts or relationships. With a large crowd people can 
look at the different sets of facts and see if they can draw different conclusions. 
Injecting new random facts into the description can extend the same approach at the 
cost of solvers learning incorrect knowledge. Human solvers provide the mental 
computation to understand the situation, while the computation environment can 
manage the many possibilities ensuring that people keep seeing unique combina-
tions of facts. If a fact turns out to be wrong, the system knows which solvers were 
exposed to the fact and it can reeducate that individual. 

 Another way to look at controlling the facts that a solver, could be as manufactur-
ing serendipity. Imagine the story of Archimedes in his bath discovering the dis-
placement principle to calculate volume. He was tasked with solving a hard problem; 
fi guring the volume of an irregular solid. The full bath combined with the problem 
in his brain allowed him to leap to a solution. This eureka moment arose because of 
the unique combination of circumstances; a full bath, a dirty philosopher and a 
problem that needed solving. Take away any one element of the situation and the 
insight would not have happened. 

 But what if you had a thousand Archimedes? Task them all with solving the 
volume problem and put them into different situations; some walking, some 

  Fig. 3    The candle problem illustrates functional fi xedness       
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skydiving, etc. How long until one of them jumps into a full bath, or a full rain barrel 
and has the eureka moment? Even if a potential Archimedes jumps in a full bath and 
doesn’t have the insight, another one eventually will. 

 Almost all diffi cult problems require some insight, which starts the investigation 
on the correct path. To date most scientists solve hard problems by systematically 
looking at alternatives, taking educated guesses to narrow the search space down to 
something they can investigate. A human computation environment can combine 
the facts for humans to evaluate. Most of these combinations will have zero value, 
but if the time investment for a single individual is small, you can explore hundreds 
of thousands of combinations in a few weeks, greatly increasing the chance of at 
least one human solver experiencing the eureka moment.  

    Motivation in the Face of Failure 

 A wicked problem will most likely take years to solve. Since the problem has no good 
evaluation criteria, from day-to-day the human solvers will not know if they are 
closer to a solution or not. After years of perceived failure the human solvers will tend 
to drop out, unless they get feedback that their contributions are doing some good. 

 Solving this problem requires rewarding human solvers repeatedly to keep them 
engaged and motivated to continue working on the problem. However, determining 
near term rewards remains challenging because it will be impossible to tell if an 
individual’s efforts have got the crowd closer to a solution. The system must instead 
reward solvers for quality participation and the amount of “ground” covered, not on 
if that effort produced a solution. 

 The human computation environment needs to create a knowledge economy. 
Basically people get rewarded for creating knowledge by gaining access to more 
knowledge, which in turn allows them to generate more knowledge. Science already 
works this way, with some concessions to allow scientists to get paid to have a roof 
over their head and a car in the garage. Of course many scientists strive to have the 
unique insight so they can capitalize on it and make more money. Such selfi sh 
behavior would be an anathema to a human computation environment because it 
would encourage information hiding. 

 Instead the computation environment needs a number of non-monetary rewards 
that blend together to reward a variety of contributor without requiring continuous 
capital investment by the sponsors. A working knowledge economy can be built 
using four different coins: altruism, recognition, competition and money. 

    Altruism 

 Many projects have failed in the past, even though they consisted of highly moti-
vated, altruistic individuals. When an individual donates their time for the common 
good, they must understand their impact to the overall goal. Too often an individual 
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feels their efforts are lost in bureaucratic red tape. The system must allow partici-
pants to quickly make a timely contribution that gives them a sense of accomplish-
ment, and shows how their contribution has helped. 

 Human solvers need a visualization that shows an individual’s contributions so 
that they can see they are having an impact. For example, a visualization could show 
the rate at which participants solve sub-problems and tasks on the project manage-
ment dashboard. Thus participants can track the problem solving progress, even as 
the problem evolves.  

    Recognition 

 A human computation environment cannot generate altruism or money, but it can 
recognize the contributions of individuals. Intrinsic motivation works on the human 
desire to be acknowledged and recognized similar to social status (Mohtashemi and 
Mui  2003 ). Wikipedia succeeded in motivating participants to contributing their 
time to create knowledge about topics they felt passionate about, but contributors 
and their expertise remain nearly anonymous, providing no recognition reward. The 
successful Stack Overfl ow website answers technical computer questions and 
rewards people who provide answers by increasing their status (Anon  2009 ). As 
participants put in more effort, the system learns to trust them and allocates more 
power to them to administer the system. 

 Wicked problems require more time to solve than simply answering questions, 
and so the system must avoid point infl ation, where the human contributor has 
earned so many badges and points that earning more provides no motivation. By 
having different domains and rewarding different aspects of problem solving the 
system can improve its population of solvers to get better at coordinating solutions, 
decomposing problems, deducing facts, fact checking, resolving confl icts, adding 
links, adding tags, creating solutions to test and integrating solutions. Each action 
could earn immediate and delayed recognition points. The delayed recognition 
points payout when the human solvers choice to invest their time in specifi c area 
yields results, even if the particular solver did not have the specifi c insight.  

    Competition 

 Competition provides great motivation for many individuals, often costing the spon-
sor nothing but recognizing the winner. To harness this motivation factor, a human 
computation system simply needs to rank contributors by a variety of metrics. 
Individuals will simply strive to be fi rst or be on the top of a list of contributors 
(Rosner  2013 ). More structured contests can have solvers form teams or have spe-
cifi c contest goals. Contests will also provide recruitment to get people involved as 
their friends enlist them to help them win. The variety of metrics becomes critical 
otherwise a leaderboard demotivates those not within striking distance of fi rst place. 
Different metrics create many leaderboards, to engage more of the population.  
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    Monetary Rewards 

 Money becomes an important tool in the sponsor’s arsenal when altruism, and rec-
ognition rewards do not provide enough motivation. Money cannot form the basis 
of motivation for a large crowd of solvers simply because conducting fair distribu-
tion of monetary rewards would be very time consuming and subject to fraud. 

 However, Amazon’s mechanical Turk has shown small payments can motivate 
participation to complete specifi c tasks where other rewards may not be suffi cient 
( Anon n.d. ). Some wicked problems may require doing tasks that people will only 
do for money. For example, suppose a solution required thousands of genetic tests. 
Volunteers will probably not perform repetitive tests requiring expensive equipment 
for free. In these cases the sponsors should use their funds to hire people to com-
plete the tasks. 

 Sponsors can use monetary rewards to shift focus to any task where the other 
reward factors do not provide enough motivation. However, once human solvers do 
get paid for a task they are unlikely to do it for free again in the future. Rather than 
base the knowledge economy on money the sponsors can use money as “solution 
lubricant” greasing the wheels when the solvers seem stuck or when no forward 
progress is being made.   

    Summary 

 Wicked problems provide the most challenging class of problem to solve in a human 
computation environment. However, often solutions to these very problems would 
create a tremendous benefi t to human quality of life across the globe. Overall a human 
computation environment attempting to solve wicked problems must continuously 
fl ex to avoid getting stuck in the bias of the crowd of human solvers. The biases of the 
people posing the problem in the fi rst place could prevent even a highly motivated 
crowd from fi nding a solution. Human solvers and sponsors alike must be prepared 
for a long battle to overcome these challenges.     
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        Defi ned by Luis von Ahn as “systems that combine humans and computers to solve 
large-scale problems that neither can solve alone, 1 ” human computational systems 
have attracted enough attention by researchers and developers to form a loosely 
connected community. This handbook aims to form stronger relationships between 
these researchers, many of whom happened into the fi eld through artifi cial intelli-
gence (AI) or human computer interfaces (HCI). In this section, several of these 
pioneers share “words of wisdom” from their own experiences with human compu-
tation. This section will be of considerable interest to anyone who is curious about 
how HC systems could be implemented, and those who would like to enhance exist-
ing systems.  Techniques and Modalities  highlights reusable techniques and 
approaches that can be applied to address common problems in human computa-
tion. Some recommendations are borrowed from other fi elds, such as human com-
puter interfaces and biology. Others address issues that are unique to human 
computation, such as motivating contributors, incorporating the contributor’s per-
sonal context, and aggregating multiple perspectives. 

 Trained computer scientists typically learn that it can be effi cient to reuse soft-
ware, architectures and algorithms, and to design for reuse when possible. Software 
systems can be described using different layers of abstraction and software engi-
neering may address re-use at each of these layers. For example, an algorithm is an 
abstraction of a procedure for accomplishing a task in computer code. Architectures 
are another level of abstraction describing the structure and relationships between 
components of a system.  Patterns  are at a higher level than algorithms, but more 
process oriented than architectures. These are templates for solving a particular 
kind of problem. Many computer scientists have been exposed to the book, 

1   Luis von Ahn’s website:  https://www.cs.cmu.edu/~biglou/ 
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 Design Patterns: Abstraction and Reuse of Object-Oriented Design , by Gamma 
et al. The book describes how to apply solutions to common problems in object-
oriented design at a conceptual level that can be adapted to a specifi c implementa-
tion. Similarly, “Techniques and Modalities” investigates what kind of reusable 
patterns, techniques and processes are relevant to human computation. 

 The chapters in this section can be grouped into three loose categories; those that 
focus on tasks that are uniquely accomplished using human computation mecha-
nisms, those that focus on how to engage human contributors in the process, and 
those that discuss how to effect certain emergent behaviors from human computa-
tional systems. 

 The following group of chapters focuses on tasks that are uniquely accomplished 
using human computation mechanisms. 

 Yolanda Gil’s chapter, entitled “Collaborative Knowledge Collection” provides a 
survey of approaches that enable human populations to build knowledge bases with 
increasing semantic structure. Structuring contributions allows diverse information 
to be aggregated in order to more effectively answer complex queries. Existing sys-
tems require the contributors to manage both the content needs and structure of the 
data. They would be enhanced by automated mechanisms to support the humans. 

 Irene Celino’s “Location-based Games for Citizen Computation” discusses how 
merging entertaining human computation tasks with mobile devices can create a 
rich texture of sensed and interpreted information about our spatial environments. 
This collected information can inform others seeking to maximize awareness of 
their surroundings and even encourage  citizen computation-  to collaboratively 
improve the world. Dr. Celino’s chapter characterizes existing location based 
“games with a purpose” (GWAP) and provides guidelines for designing this class of 
HC application. 

 Mark Billinghurst’s chapter, entitled “Augmented Reality Interfaces in Human 
Computation Systems” surveys applications near the boundary of mobile aug-
mented reality games and human computation, and presents some novel applica-
tions that combine elements from both fi elds. Interfaces that merge digital 
information provided by human contributors with the user’s physical environment 
can more effectively support distributed collaboration. 

 Joel Ross’ “Pervasive Human Computing” represents another dimension of 
mobile human computation in which the focus is on harnessing information from 
the contributor’s  situatedness,  incorporating the person’s local and social context. 
While similar to location-based applications, the distinction is that pervasive com-
puting focuses on the sensory aspects of the environment. 

 Kshanti Greene’s “Building blocks for collective problem solving” describes a 
model that can be used by human contributors to collaboratively seek solutions to 
problems. Humans mark relationships between factors in a problem in a manner 
similar to ants marking pheromone trails− seeking paths indicating solutions 
through a problem space. The chapter shows that many existing problem solving 
approaches can be accomplished collaboratively using these building blocks. 
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 Anamaria Barea’s chapter, entitled “Adaptive Agents in Combinatorial Predictive 
Markets” discusses how humans and software agents can work together to improve 
prediction using a market-based approach. Instead of “betting” on singular events, 
combinatorial predictive markets evaluate the likelihood of combinations of events. 
Dr. Barea shows results from a study in which combinatorial prediction using human 
estimates is more accurate than non-combinatorial and agent-only approaches. 

 The following chapters discuss various mechanisms to engage human contribu-
tors in HC applications. 

 Jesse Chandler, Gabriele Paolacci and Pam Mueller’s chapter, entitled “Risks 
and Rewards of Crowdsourcing Marketplaces” discusses the environments that 
match people with a task need (requesters) with humans willing to take on those 
tasks (workers). The most signifi cant of these marketplaces is Amazon’s Mechanical 
Turk. The authors discuss the benefi ts of these marketplaces and provide sugges-
tions on how to overcome their limitations. 

 Markus Krause wrote “Designing Systems with Homo Ludens in the Loop”, 
which introduces the concept of homo ludens (playful humans) as the “computers” 
in a human computational system. This chapter looks specifi cally at mechanisms 
that increase the entertainment aspect of an HC task. System developers are encour-
aged to take advantage of intrinsic motivation but are cautioned about how easy it is 
to go overboard. Dr. Krause discusses how he incorporates ludic elements in his 
prototype GWAP called “Empathy.” 

 Stuart Reeves’ chapter, entitled “Human-Computer Interaction issues in Human 
Computation” makes important parallels between the more mature fi eld of human- 
computer interaction (HCI) and human computation (HC). In particular, he encour-
ages HC system developers to engage the human element of human computation 
systems, in particular to consider how the aspect of being human frames the compu-
tational problem. Following from the fi eld of HCI, HC systems should be informed 
by the user experience. 

 Authors in last group of papers discuss how to encourage certain emergent 
behaviors from a human computation system. Typically these require more collabo-
ration and information exchange than the approaches focused on creating micro-
tasks that can be completed independently of the actions of other human 
contributors. 

 Jasminko Novak’s “Collective Action and Human Computation” asks how 
human computational systems can be used to create a participatory environment in 
which human contributors are working to benefi t their shared community, not just 
their individual situation. In these environments it is particularly important that all 
data be non-excludable- in other words accessible to all contributors. The challenge 
then is to how to represent shared artifacts that incorporate and relay many different 
perspectives. 

 Liane Gabora’s “Cultural Evolution as Distributed Computation” outlines 
human computational methods for modeling the emergence and evolution of 
cultural behavior and artifacts in a community of interacting agents or individuals. 
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Key features of the model include  restorative restructuring  (triggering a new idea 
from an existing one by considering it from a different perspective) and  communal 
exchange  (horizontal transfer of information), a concept she draws on in a manner 
inspired by metabolism-fi rst theories of the origin of life. 

 Winter Mason’s chapter, entitled “Collective Search as Human Computation” 
suggests that turning search into a collaborative process could enable collectives to 
answer more complex questions. The chapter describes interesting discoveries 
about the behavior of collectives working to search a complex problem space for an 
optimal solution. Success seems to be dependent on the amount of information shar-
ing in a network, the motivation to explore versus exploiting known solutions, and 
the topology of the problem space. 

 Pietro Michelucci’s chapter on Organismic Computing considers the synergies 
that might occur if mechanisms for shared sensing, collective reasoning, and coor-
dinated action are incorporated into an augmented reality environment. In most 
large-sale collaborations, there are diminishing returns as more contributors are 
added. Dr. Michelucci proposes that, with the right HC framework, there is no such 
thing as “too many cooks”, and a group’s effi cacy can actually increase as more 
people are added. 

 A few chapters in other sections of this handbook deserve mention for their intro-
duction of techniques and modalities for human computation. 

 Jeffrey Nickerson’s chapter in  Algorithms , entitled “Human-based Evolutionary 
Computing” describes the process by which ideas are exchanged and modifi ed over 
time by including the diverse perspectives of the crowd. This is similar to evolution 
in that ideas mutate and combine. This process can be augmented using memetic 
algorithms that infuse domain knowledge into the process. Such an infusion of 
knowledge comes naturally when crowds are organized to create and evaluate ideas. 

 Brambilla and Fraternali’s chapter in  Application Domains , entitled “Human 
Computation for Organizations: Socializing Business Process Management” seeks 
to enable socialization of business processes. They present a visual language for 
expressing the interrelated roles and behaviors of organization members. This lan-
guage can be used to model any organization or community seeking to increase 
communication and leverage its member’s perspectives. 

 Ido Guy’s “Algorithms for Recommendation” (in  Algorithms ) analyzes a number 
of algorithms designed to provide recommendations to individuals seeking informa-
tion on a wide variety of subjects. A pattern emerges from these algorithms that 
indicates the importance of providing explanations for recommendations. These 
explanations increase the likelihood that the receiver will take the recommendations 
to heart. We could extrapolate that explanations for any socially provided informa-
tion, whether it be recommendations or solutions to a problem, should be provided. 

 “Methods for Engaging and Evaluating Users of Human Computation Systems,” 
by Jon Chamberlain, Udo Kruschwitz and Massimo Poesio (in  Participation ) 
addresses the challenges of motivating human contributors to take on tasks and to 
encourage high quality results, based in part on their experiences with a system 
called Phrase Detectives. The authors provide effective strategies on how to design 
tasks, how to solicit workers, and how to evaluate and ensure quality. 
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 The Techniques and Modalities section presents 13 unique perspectives from the 
emerging human computation fi eld. Each article presents thoughts on how to best 
move forward. Based on these observations, the following challenges remain open 
and present opportunities for further consideration, research, and development.

•    How to maximize the overall quality of results when using humans as “computers.”  
•   How to grow a large, engaged community of human contributors.  
•   How to ensure fairness and ethics for crowdsourced workers as the number of 

people getting paid for these activities grows.  
•   How to move beyond the humans as computers aspect and encourage system 

developers to design for human motivations and incorporate human personalities.    

 It is interesting to note that the majority of the authors in this book were not aware 
of each other prior to its inception. How did so many people working in other fi elds 
begin to ask what humans and computers could accomplish together, instead of fol-
lowing the path initiated by artifi cial intelligence pioneers? Did we all collectively 
stop and ask whether we really wanted a world dominated by machines? Or did we 
realize that we were too intimate with and emotionally invested in these issues to let 
them be objectively pursued by a purely mathematical mind. On the other hand, it 
may have been a natural extension of distributed intelligence, but we are fi nally able 
to “scale up” conceptually to incorporate more complex agents into the mix. 

 Regardless of our individual motivations, let us continue to ask these questions 
while seeking solutions to the immediate challenges. Perhaps they will be stepping 
stones towards addressing the archetypal global problems that many of us hope to 
solve (or avoid!) such as war, genocide, hunger, disease, economic and environmen-
tal decline, and nature’s caprice.   
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           Introduction 

 In the early days of the Web, people contributed content in their individual Web 
pages and sites for the benefi t of all. The turn of the millennium saw an emergence 
of social content collection sites as a new way to share information for the benefi t of 
others. Social content collection sites range from wikis to blogs, and cover topics as 
broad as encyclopedias (  http://www.wikipedia.org    ), health (  http://www.healthnet.org    ), 
and how to do things (  http://www.wikihow.com    ). What characterizes social content 
collection? First, these are social sites where many individual contributors collab-
oratively synthesize a body of content. There may be different kinds of contribu-
tions, some simply suggesting extensions and others with actual content and updates 
to the shared collection. Another feature is that there is some degree of coordination 
among the contributors. It can be very light coordination, for example a simple set 
of rules to organize the content. Alternatively, it can be very process- heavy where a 
complex editorial process is in place and contributors play specifi c roles with differ-
ent oversight and responsibilities. For example, in its fi rst year the English Wikipedia 
had fewer than 300 project pages (i.e., pages devoted to describing editorial pro-
cesses and conventions) to organize the contributions of 21,000 topics, and as of 
September 2010 it reported 582,000 project pages and 7.9 M topics (  http://stats.
wikimedia.org/EN/TablesWikipediaEN.htm    ), quantifying the growth of bureau-
cracy in the editorial process from 1:70 to 1:13. Third, social content collection is 
organized around a coherent theme. For example, a wiki may be devoted to the 
theme of “how to do things”. Finally, the content has a nascent structure. For exam-
ple, wikis are organized so each page is devoted to a topic and may be related 
explicitly to other topics through hyperlinks. For example, a page about how to go 
camping could be linked to a page about how to set up a camping tent. 
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 Social content collection sites are incredibly popular. A search for “Powered by 
MediaWiki”, the wiki software underlying Wikipedia that was developed by the 
Wikimedia Foundation and distributed under a Creative Commons license (Barrett 
 2008 ), showed 87 M hits in September 2010 and 150 M in March 2013. Myriads of 
other sites use other wiki software or different frameworks for web content manage-
ment. Masses of volunteers are collaborating daily to create millions of formidable 
resources. They contribute content, play well-defi ned editorial roles, and organize 
the content around useful topic pages and categories. 

 Despite their popularity, social content collection sites have important limita-
tions for search and query answering. Because the content has very little structure, 
they cannot aggregate information to answer simple queries. For example, Wikipedia 
content is well organized, but it is not structured to answer simple queries such as 
“What US Congress representatives own a business?”, “What major cities in Europe 
have soccer teams that play in a national league?”, or “What are all the versions to 
date of the Android software for cell phones?”. 

 In recent years, new approaches for social content collection have emerged that 
are more focused on structuring contributions. These approaches support social 
knowledge collection, representing content in such a way that it can be aggregated 
in meaningful ways to answer reasonably complex questions. They share the char-
acteristics discussed above for social content collection sites: many individual con-
tributors, there is some coordination among contributors, and contributions revolve 
around a theme. A unique feature of social knowledge collection is that the content 
is structured. Figure  1  illustrates some useful distinctions in the way that knowledge 
can be structured, using different approaches to knowledge representation 
(Brachman and Levesque  2004 ). One possibility, shown in Fig.  1a , is to use seman-
tic networks to link abstract concepts, but no reasoning is possible since the links 
and the concepts are not related to similar ones. In the fi gure, “Agree on meeting 
time” is a concept that has no relation to temporal representations of what time is, 
and therefore the system cannot answer questions about duration for example. 
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  Fig. 1    Social knowledge collection can target different kinds of internal representations, which 
have implications on the kinds of users that can contribute and the kinds of reasoning that the 
system can do about its knowledge: ( a ) semantic networks of semi-structured knowledge, ( b ) 
ontologies of classes and their properties, ( c ) assertions about objects       
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Another possibility, shown in Fig.  1b , is to structure knowledge by defi ning ontolo-
gies, where classes of objects are created as well as properties of the objects in each 
class. In the fi gure, the class “gene” has a property of having an association with 
another class “disease”, which in turn has several subclasses such as “cancer” and 
“glioblastoma”. A third kind of knowledge concerns assertions about objects. 
Shown in Fig.  1c  are several assertions about the object Lake Baikal, for example 
that it has infl ow from Barzugin and Selenga and has an area of catchment of 
560,000 km 2 . Note that these assertions can be linked to ontologies, in this example 
there is an ontology of classes of lakes and their properties. The choice of knowl-
edge structures determine the kinds of automated reasoning that can be performed 
on the knowledge collected, and therefore the kinds of questions that the system can 
answer about its knowledge. For example, since the infl ow and outfl ow of lakes are 
to rivers, the system can infer that Barzugin, Selenga, and Angara are all rivers. It 
can then answer questions about rivers that fl ow into Lake Baikal.

   Although the acquisition of structured knowledge has been an active area of 
research in artifi cial intelligence, the advent of the Web and the opportunity for col-
laborative knowledge capture presents new challenges (Gil  2011 ). How should the 
interface be designed to guide contributors appropriately? What would be appropri-
ate internal representation of the knowledge? What are successful approaches to 
attract and incentivize a healthy community of contributors? How can the quality of 
the knowledge collected be improved? 

 This chapter gives an overview of research to date and future challenges in social 
knowledge collection. Three major approaches are presented. The next section 
describes approaches to collect semi-structured repositories focused on common 
sense knowledge. The following section describes semantic wikis, extensions of 
traditional wikis that allow contributors to give more structure to topic pages and 
the links among them. After that, collaborative ontology editors are discussed as 
approaches to collect structured defi nitions of classes and properties. The chapter 
closes with a discussion of the research challenges ahead in this still nascent 
research area.  

    Collecting Semi-structured Knowledge Repositories 

 An interesting area of research in social knowledge collection targets the creation of 
semi-structured repositories of knowledge. The knowledge is organized as semantic 
networks that, as we mentioned above, relate concepts that have no formal defi ni-
tions and that do not fully support reasoning. Creating semi-formal repositories is 
easier for contributors with no expertise in logic or knowledge engineering, because 
they provide simple English statements that the system then tries to organize into 
more formal knowledge structures. The research in this area has focused on the col-
lection of common knowledge, including common sense knowledge about world 
objects as well as daily and routine activities that require no particular expertise and 
are known by everyone but are not known to computers. 
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 An analogy-based approach to collect knowledge about common objects was 
used in LEARNER (Chklovski  2003a ,  b ). LEARNER prompted volunteers for 
common objects, and upon an entry such as “newspaper” LEARNER would ask for 
useful things to know about newspapers. Contributors would respond with short 
sentences, for example “a newspaper is made of paper,” “you can read a newspaper,” 
and “you can carry a newspaper in your briefcase”. LEARNER used simple natural 
language processing techniques to create a semantic network that made connections 
among the statements. LEARNER also used a novel analogical reasoning algorithm 
to detect commonalities among objects. So if a user entered “magazine” and said “a 
magazine is made of paper” and “you can read a magazine” then LEARNER would 
detect that magazines and newspapers seemed to have some things in common, and 
would ask whether “you can carry a magazine in your briefcase” was true along 
with other things it already knew about newspapers. 

 LEARNER2 (Chklovski  2005 ) was an extension of LEARNER focused on the 
collection of specifi c types of knowledge, originally designed to assist users with 
to-do lists (Gil et al.  2012 ). LEARNER2 toured for several years as an interactive 
kiosk at a science museum as part of a traveling exhibit called “Robots and Us” to 
raise public awareness of the challenges of teaching common sense to computers. It 
collected more than 600,000 raw entries concerning task-oriented knowledge, such 
as objects relevant to a task, repairing task failures, descriptions of tasks in natural 
language, and decompositions of tasks into subtasks. 

 A detailed analysis of the statements collected with LEARNER2 revealed impor-
tant fi ndings (Chklovski and Gil  2005a ). First, redundancy of contributions helps 
identify high quality statements, so that if several contributors enter the same state-
ment it is more likely to be correct. However, some of the statements also have overly 
high redundancy, drawing contributor effort away from areas where increasing cov-
erage and increasing redundancy are more needed. That is, a large amount of con-
tributors will think of entering the most common statements that are likely been 
already collected. This has consequences for the design of the user interfaces, so that 
contributors are enticed to make novel statements to the system (Chklovski and Gil 
 2005b ,  c ). Figure  2  illustrates key aspects of the design of the user interface. The user 
was asked follow up questions using templates designed to collect additional knowl-
edge piecemeal. The user would get guidance on the type of input that the system 
was expecting, and would tend to enter simple statements. The knowledge entered 
was analyzed with simple natural language techniques to discard unusable state-
ments that would not conform to the simple structure expected. The knowledge was 
also aggregated and shown back to the user for confi rmation, and as a way to detect 
whether the user had understood what was expected. Finally, the statements acquired 
were shown to other contributors for validation. These user interface features can 
signifi cantly improve the quality and coverage of the knowledge collected.

   The Cyc FACTory (Matuszek et al.  2005 ) allowed contributors to add facts to the 
Cyc knowledge base (Lenat and Guha  1990 ), which was designed to contain ency-
clopedic knowledge including common sense knowledge. Like LEARNER2, con-
tributors were prompted with a template to fi ll, in this case a pre-defi ned schema 
based on the contents of the Cyc ontologies. 
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 The Common Sense Computing Initiative (  http://csc.media.mit.edu/    ) constella-
tion of projects has been collecting common sense knowledge to create structured 
repositories (Havasi et al.  2007 ). Volunteers are prompted with objects that are men-
tioned in the contributions of others. A novel feature-based clustering technique was 
used to organize the contents collected (Speer et al.  2008 ). Specifi c collection efforts 
have been set up to collect knowledge about indoor objects to help with robot navi-
gation (Gupta and Kochenderfer  2004 ), about common tasks and events (Lieberman 
et al.  2007 ), and about common objects and their properties (Havasi et al.  2007 ). 
These repositories have been used in a variety of contexts to assist users with tasks 
such as organizing pictures (Lieberman et al.  2004 ) and personal task management 
(Smith and Lieberman  2010 ). To date, the site has collected over a million sentences 
from over 15,000 contributors.  

    Semantic Wikis 

 Semantic wikis are wikis with extensions that support the creation of structured 
content, and have reasoning capabilities that exploit that structure to organize the 
wiki’s knowledge. Traditional wikis support some ways to structure content, for 
example by assigning categories to topic pages. Wikipedia has infoboxes for 
 athletes, politicians, and countries. Infoboxes are essentially just a form for users 
to organize content, and are often used to extract knowledge bases from wikis 

Carefully designed templates
to constrain the input

Guidance on form and type of
input sought

Knowledge is aggregated and shown
back to the user

Inputs automatically postprocessed
to discard unusable statements

Feedback on whether inputs
conforms to guidance given

Multiple contributors evaluate
previously entered statements

    

Knowledge is acquired incrementally,
using follow-up questions

  Fig. 2    Learner2 collected semi-structured statements from volunteers about common objects and 
tasks. Its user interface was designed to guide contributors and improve the quality and breadth of 
the knowledge collected       
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(notably from Wikipedia) (Auer et al.  2007 ; Weld et al.  2008 ). However, the system 
cannot reason about their content to answer questions, such as what rift lakes are in 
Russia. In contrast, a semantic wiki allows users to organize topic page categories 
as classes (or concepts) in a taxonomy, and to defi ne properties that apply to each 
class. For example, the Wikipedia page for Lake Baikal would be linked to the page 
for Russia through a regular hyperlink such as Lake Baikal is in [[Russia]], while in 
a semantic wiki the hyperlink would be Lake Baikal is in [[country Russia]] where 
country is a property. This enables the system to answer questions about lakes in 
Russia. Semantic wikis allow users to constrain properties by the range of values 
that they can take, which are called structured properties. As content is added using 
these structured properties, the semantic wiki can use reasoning and inference. 
Users can then query the content to generate dynamic content for wiki pages. 
Visualizations can be created automatically by overlaying semantic information in 
maps or charts. 

 An important feature of semantic wikis is their integration with semantic web 
standards. Each assertion is turned into a triple of the form <object property value> 
that can be expressed in the Resource Description Framework (RDF) standard 
(Brickley and Guha  2004 ). This makes the knowledge collected through semantic 
wikis compatible with the data already captured in many billions of interlinked RDF 
triples that are accessible on the Web and are known as the Web of Data or Linked 
Open Data (  http://www.w3.org/standards/semanticweb/data    ) (Heath and Bizer 
 2011 ; Auer et al.  2007 ). 

 Semantic wikis are becoming very popular, as they offer the simplicity of a wiki 
with additional capabilities to help contributors organize content. There are several 
implementations of semantic wikis. Semantic MediaWiki (Krotzsch et al.  2007 ) is 
a diverse set of extensions for the popular MediaWiki wiki platform, and allows 
users to easily create new concepts and structured properties without enforcing con-
sistency up front. OntoWiki (Auer et al.  2006 ) is another semantic wiki that requires 
that a schema be defi ned before users enter content to populate it through a form- 
based web-interface. AceWiki (Kuhn  2009 ) provides a more powerful knowledge 
representation formalism than most other semantic wikis, with the cost of requiring 
the contributors to learn and use a semi-formal logical language designed for them 
by the wiki developers/administrators. (Bry et al.  2012 ) give a detailed overview of 
semantic wikis and a thorough comparison of semantic wiki frameworks. Perhaps 
because of its more permissive and organic approach to structuring knowledge col-
laboratively, Semantic MediaWiki has been adopted by hundreds of disparate com-
munities for a variety of purposes such as science (e.g., organizing genomic 
knowledge), engineering (e.g., coding software), and hobbies (e.g., organizing gar-
dening tips). A notable semantic wiki is Wikidata (  http://www.wikidata.org    ), a proj-
ect by the Wikimedia Foundation to build a comprehensive multilingual collection 
of facts that would complement their Wikipedia effort. Wikidata is built with 
Semantic MediaWiki, which extends the MediaWiki platform used by Wikipedia. 

 Shortipedia is a semantic wiki designed to collect structured knowledge about 
objects (Vrandečić et al.  2011 ). It is based on Semantic MediaWiki, and extends it 
to allow users to add new properties and values together with their provenance. 
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Figure  3  illustrates its user interface. On the top left, a page for Lake Baikal is 
shown, including properties such as its area of catchment, elevation, infl ow and 
outfl ow, volume, and islands. Users can add new properties, together with the 
sources that support them. When the user adds a property, the system uses a com-
mand completion search to fi nd existing properties that match what the user is typ-
ing. This encourages reuse and normalization of properties across contributors. 
Another feature of Shortipedia is that it allows contributors to state alternative val-
ues for a property. For example the area of catchment is different in the Russian and 
the English Wikipedia pages for Lake Baikal, so users can add both values with 
their respective sources. Shortipedia also enables users to add multilingual labels 
that allow the system to map assertions in different languages, shown on the top 

  Fig. 3    Shortipedia was designed to collect structured knowledge about objects. On the top left, a 
page for Lake Baikal is shown, including properties such as its area of catchment, elevation, infl ow 
and outfl ow. Note that each assertion is annotated with sources that support it. The fi gure shows 
that the area of catchment is different in the Russian and the English Wikipedia pages for the lake. 
On the  top right , multilingual labels are shown. On the  middle right , other known assertions on the 
Web are retrieved and shown to the user. Here, the latitude and longitude are different depending 
on the source. At the  bottom , the original Wikipedia page is shown for reference, as well as the 
properties that appear in Wikidata       
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right in the fi gure. Shortipedia also allows users to easily include other known asser-
tions on the Web of Data, by automatically retrieving them and allowing the user to 
select them as shown on the middle right of the fi gure. Users are also shown the 
original Wikipedia page for reference, and the properties that are contained in 
Wikidata so they can be included as well as shown in the bottom of the fi gure.

   In order to understand how the semantic aspects of the wiki are used to structure 
the contributions, (Gil and Ratnakar  2013 ) carried out an analysis of more than 200 
semantic wikis. The analysis showed the concepts and properties created in each 
wiki, and the amount of editors involved in creating them compared to the total 
amount of editors of the wiki. We found that concepts are not defi ned very often. In 
contrast, properties are very widely used. Large numbers of property assertions are 
used in almost every wiki. We also found that very small numbers of users edit 
properties. An important challenge is to understand the limited use of some seman-
tic features of the wiki, such as concept defi nitions, as well as why there are rela-
tively small amounts of users who create any defi nitions. One hypothesis is that this 
is due to the lack of support to the contributors in coordinating semantic edits, 
although further research is needed to understand this. In addition, semantic wiki 
communities might benefi t from additional capabilities that make the system more 
proactive in making suggestions to contributors regarding the creation of new con-
cepts, encouraging the reuse of properties created by other contributors, and resolv-
ing inconsistencies and missing knowledge.  

    Collaborative Ontology Development 

 For many years, ontology editors were used only by knowledge engineers, enabling 
them to create sophisticated ontologies of classes and properties either individually 
or in small well-orchestrated teams. Recently, ontology editors have been aug-
mented to support the collaborative development of ontologies with contributors 
lacking prior training or prior knowledge about which specifi c areas each might be 
able to contribute to. Collaborative ontology development requires a framework that 
solicits and organizes contributions from people who might have different expertise 
and different views on the subject matter. 

 Collaborative Protégé is a framework for collaborative ontology development 
based on the widely used Protégé ontology editor (Tudorache et al.  2011 ). It has 
been used to develop biomedical ontologies of thousands of terms with dozens of 
contributors (Tudorache and Musen  2011 ), including the International Classifi cation 
of Disease revision 11 (ICD-11) and the National Cancer Institute’s Thesaurus (NCI 
Thesaurus). The system enables users to add new subclasses and properties, but it 
also allows them to override specifi c contributions made by others and post notes 
explaining disagreements that need to be discussed. 

 Understanding the processes or workfl ows that arise from different ontology 
editing patterns is helpful for developing new techniques that can support common 
patterns. For example, a recent analysis found a strong correlation between the 
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amount of changes that a given contributor makes and the amount of notes that the 
contributor posts (Strohmaier et al.  2013 ). To provide a global view of the status of 
the ontology, visualization tools enable monitoring progress over time, expose areas 
of major disagreements, and measure the quality of the contributions (Walk et al. 
 2013 ). This exposes the breadth of expertise of specifi c contributors, and the most 
heavily edited areas of the ontology over time. 

 Further research is needed for supporting different editing patterns, different 
contributor skills, and managing the dynamic evolution of the ontology and its user 
community over time.  

    Research Challenges in Social Knowledge Collection 

 Social knowledge collection approaches have been demonstrated to create useful 
repositories of knowledge for a variety of purposes. However, further research is 
needed in designing systems that take a more active role in guiding the acquisition 
process, manage the knowledge collected, and coordinate contributions from differ-
ent users. Research challenges in social knowledge collection include:

•     User interface design : How can people detect errors and misconceptions in the 
system and fi x them? How can contributors enter knowledge with minimal bur-
den or prior training?  

•    User feedback and prompting : How can the system generate follow up ques-
tions that complement knowledge that users contribute on their own accord? 
How can users be assigned follow up questions based on their demonstrated 
expertise?  

•    Coordination among contributors : What are the most effective editorial pro-
cesses to organize contributors? How can systems learn from several people who 
are providing overlapping and perhaps incompatible or even contradictory 
information?  

•    Incentives : What are successful ways to reach and recruit potential contributors 
to maintain a reasonable community over time? What are the right incentives and 
rewards to retain contributors?  

•    Provenance : How can users document the knowledge they enter so that the sys-
tem can justify the sources of its knowledge to other users and be trusted?  

•    Quality of the knowledge : What mechanisms can be used to validate 
contributions?  

•    Purpose : What kinds of knowledge can we collect effectively through crowd-
sourcing approaches? What are appropriate knowledge acquisition tasks that 
contributors can handle?  

•    Nature of knowledge collected : What kinds of knowledge can be collected 
through volunteer contributors? What are appropriate uses of the knowledge col-
lected? What knowledge formalism is adequate for a given use and kind of 
knowledge targeted?  
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•    Managing updates over time : What are appropriate mechanisms to manage 
updates and changes, particularly when other systems may have been designed 
to use the knowledge being collected?  

•    Combining interactive and automatic extraction : How can we combine vol-
unteer contributions with automatic extraction of knowledge from text? Can vol-
unteers validate and extend knowledge automatically extracted that with varying 
accuracy?    

 Some of these issues have been studied in social content collection frameworks, 
notably Wikipedia (Adler and de Alfaro  2007 ; Almeida et al.  2007 ; Benson et al. 
 2010 ; Erickson  2008 ; Hoffmann et al.  2009 ; Hsieh et al.  2010 ; Kittur et al.  2008 , 
 2009 ; Kittur and Kraut  2008 ,  2010 ; Lam et al.  2010 ; Leskovec et al.  2010 ; Panciera 
et al.  2010 ; Raban et al.  2010 ; Spinellis and Louridas  2008 ). However, the applica-
bility of these results for social knowledge collection should be carefully consid-
ered. In addition, social knowledge collection presents its own set of challenges that 
need to be addressed. 

 We foresee in the not too distant future that knowledge repositories created 
through social knowledge collection could be interlinked through semantic web 
infrastructure, enabling knowledge sharing across communities of contributors. For 
example, a repository of genomics knowledge and a repository of biodiversity 
knowledge could be interconnected to relate genomic information to specifi c spe-
cies. The provenance of knowledge sources will be crucial to propagate updates 
throughout the knowledge bases and to assess trust and resolve confl icting views.     
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          Introduction 

 Since the turn of the century, several Web-based initiatives sprung out to exploit on- 
line human knowledge and people’s willingness to contribute in a proactive way, the 
most renowned case being Wikipedia. But in the latest years, we are witnessing a 
transition of those phenomena from the virtual to the physical world. An exemplary 
case is constituted by OpenStreetMap, 1  the Wikipedia of maps. With the advent of 
Volunteered Geography (Goodchild  2007 ), wiki initiatives arose to exploit the Web 
to collect data about the physical space: OpenStreetMap is now the most renowned 
editable map of the world, born to provide free geographic data and mapping to 
overcome the legal or technical restrictions on the use of most commercial maps. 

 Additionally, the new generation of mobile phones equips a large part of the 
population (Nielsen Mobile Insights  2013 ) with smart devices enriched with sen-
sors, not alone GPS and other positioning systems. People moving in urban environ-
ment—both inhabitants and occasional visitors—can therefore turn to their 
smartphones to get useful knowledge about the surrounding space (Kamvar and 
Baluja  2006 ; Dou et al.  2007 ): maps give directions, specialized apps and websites 
provide recommendations and local information. 

 Finally, the generation of “digital natives” fi nds it natural to share bits of their 
lives on-line: through social networks and location-based applications, they reveal 
information about where they are, what they are doing, and with whom. Web- 
mediated communication has become a usual means to maintain friendships and to 
organize the activities in the “physical world”, also thanks to always-on mobile 
Internet connections. 

1   Cf.  http://www.openstreetmap.org/ 
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 In this context, we are witnessing the rise of a virtual community that is joined by 
the spatial dimension. Location-based mobile apps can embody Human Computation 
principles and techniques (Law and Von Ahn  2011 ) to engage this on-site workforce 
to solve tasks and achieve purposes. In particular, the large-scale success of mobile 
gaming applications (Nielsen Mobile Insights  2013 ) shows a potential opportunity 
for location-based Games with a Purpose (GWAPs) (Von Ahn  2006 ). 

 The remainder of this chapter is structured as follows. Section “The Rise of 
Location-Based Applications” presents an analysis of successful location-based 
mobile apps: after a survey of different categories of apps (section “Survey of 
Location-Based Applications”), we present a comparative examination to highlight 
and understand distinctive features (section “Comparative Analysis of Location- 
Based Applications”). On the basis of this analysis, in section “A Reference 
Methodology for Location-Based Games with a Purpose” we propose a model and 
a methodology to design successful location-based GWAPs. We discuss the role of 
this kind of applications in section “Towards Citizen Computation”, referring to the 
broader and rising discipline that we name Citizen Computation, at the crossroads 
of Human Computation and Citizen Science (Irwin  1995 ).  

   The Rise of Location-Based Applications 

 We have collected information about location-based applications related to our 
areas of interest, in particular those with a gaming fl avour and those aimed at involv-
ing the users in some intelligent task. We analysed them in order to identify similari-
ties and differences. In this section, after presenting a set of relevant applications, 
we provide some dimensional axes to interpret and compare them. 

   Survey of Location-Based Applications 

 Without the claim to be comprehensive, in this section, we present a number of 
mobile apps that leverage smart phones capabilities, with special regard to location- 
based features. The presented apps are very heterogeneous: from pure games to 
simple personal apps, from efforts oriented to advertising/marketing to applications 
designed with a crowdsourcing/human computation purpose. We cluster the apps in 
some categories to better highlight their distinctive features. 

   Social Networking Apps 

 The popularity of social networks on the Web led to an obvious rise of social net-
working apps for smart phones. Apart from the mobile phone access to Web social 
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networks (e.g. Facebook app for iPhone and Android, 2 ) the location-based capabili-
ties of phones allowed for a new generation of apps. 

 Some good examples are  FullCircle  3 —that is “all about bringing people together 
based on their location in real time”—and  Skout  4 —“the global network for meeting 
new people”. Both apps fi nd potentially interesting people, willing to be contacted, 
in the surrounding of the user’s current location.

   Other apps focus more explicitly on a specifi c social networking purpose. Some 
examples are  face2face , 5  which is targeted to a business-oriented networking with a 
faceted search that lets the user specify details like people’s employer or school 
affi liation, or  Blendr , 6  which is expressly aimed at dating, with friends selection on 
the basis of photos and interests (Fig.  1 ).  

2   Cf.  https://itunes.apple.com/en/app/facebook/id284882215?mt=8  and  https://play.google.com/
store/apps/details?id=com.facebook.katana 
3   Cf.  http://www.fullcircle.net/ 
4   Cf.  http://www.skout.com/ 
5   Cf.  http://www.face2face.co/ 
6   Cf.  http://blendr.com/ 

  Fig. 1    Social Networking mobile apps; from  top-left , clockwise:  FullCircle , Skout, face2face and 
Blendr (Source: respective websites)       
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   Pure Gaming Apps 

 The success of mobile games is unquestionable: millions of gaming apps are today 
available for the most common mobile platforms. According to Entertainment 
Software Association ( 2012 ), 33 % of gamers play games on their smartphone, and 
25 % play on their hand-held device. 

 An increasing number of those games have a location-based fl avour thanks to the 
exploitation of smart phones’ positioning sensors. This characteristic makes the 
games more engaging and immersive for players, using the surrounding environ-
ment as an incentive to play. 

 Some originate from games played without the support of a phone. This is the 
case of  Geocaching , 7  an outdoor treasure hunting game for GPS-enabled devices. A 
“geocache” is an object of little value put into a small container, such as a glass 
bottle, that is hidden in a location; on the Geocaching website, the GPS coordinates 
of the existing geocaches are listed together with some clues. Players with a GPS- 
enabled device have to fi nd the geocache; once they fi nd it, they have to report their 
hunting experience by entering date, comments or photos about the found geocache 
on the website; they can also take the geocache and hide another similar object in its 
place or they can add geocaches elsewhere. The players win competitions or cham-
pionships accordingly to the number of geocaches they fi nd. 

 Other games take inspiration from board games, like  Gowar , 8  a location-aware 
game inspired by the popular strategic game Risk. Players have to build their 
empires conquering POIs from Facebook Places, to collect points, new soldiers and 
rewards. The mechanism to conquer a place requires the player to be physically near 
the target; at this point the player can use his army (composed by virtual soldiers) to 
try to defeat the current owner’s defence. If he wins, he conquers the POI. 
Subsequently users can unlock and buy new categories of weapons as soon as they 
have reached a specifi c score threshold. In this game the player can directly interact 
with his friends or opponents through Facebook (Fig.  2 ).

   An app similar to those above and aimed at “blending” the boundary between the 
real and the virtual world is  GoblinsNGold , 9  a location based strategic game where 
all actions depend on player’s position within the game area (in this case, the cam-
pus area of Danmarks Tekniske Universitet—DTU). Player can investigate the area, 
harvest different resources, craft new resources and use them to hire and train crea-
tures, which are then used to conquer the area and gain authority. 

  Gbanga  10  is a Swiss game studio that works in the area of  mixed-reality games , 
i.e. apps that adapt to the player context: the real-world surrounding is refl ected in 
the game, the real-weather has an impact on gameplay, real news also have side- 
effects in the game and the mobile phone sensors are used to control the game. An 
example is “Gbanga Famiglia”, a strategic game to conquer neighbourhoods, which 

7   Cf.  http://www.geocaching.com 
8   Cf.  http://www.gowar.com 
9   Cf.  https://play.google.com/store/apps/details?id=uadk.dtu.wdnsd.gng 
10   Cf.  http://gbanga.com/ 
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employs a mafi a-like storyboard and enriches the game experience with the purchase 
of virtual goods (Fig.  3 ).

   The last arrival in this category is  Google Ingress , 11  an augmented-reality fi ght-
ing game—in closed beta at the time of writing—which “represents a big step 
towards ubiquitous, accurate augmented reality (AR), in which real-world objects 
are annotated with a virtual layer of information that is displayed on a smartphone’s 
camera” (Hodson  2012 ). Ingress in not completely a pure gaming app, in that 
Google aims at employing it to get information about new places, to generate more 
interesting search results, focused on what local people say are interesting (Fig.  4 ). 
For more information about Augmented Reality and its adoption in combination 
with Human Computation, interested readers should refer to Billinghurst ( 2013 ).  

   Commerce and Marketing Apps 

 The opportunity to attract customers based on their location is a strong incentive to 
create apps that ease this process. Thus, a local business can either provide a custom 
app or can join those location-based apps aimed to provide challenges and rewards 
based on a generic location .

   The most popular and successful application of this kind is  foursquare . 12  By 
employing a gamifi cation (Deterding et al.  2011 ) approach, foursquare allows users 
to “check-in” in the surrounding locations, gaining points and badges to level up in 
the leaderboard of friends. The statistics of frequency and timing of check-in actions 
gives a powerful marketing insight on the popularity of places; moreover, local busi-
nesses can offer deals in relation to users’ check-in actions (e.g., discounts and 
special offers), in order to create or reinforce a fi delity relationship. 

11   Cf.  http://www.ingress.com/ 
12   Cf.  https://foursquare.com/ 

  Fig. 2    Pure gaming apps: Geocaching and Gowar (Source: respective websites)       
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 A number of competitors of foursquare emerged, applying the same principles 
with different fl avours and specifi c features.  SCVNGR  13  is a game that asks its play-
ers to face challenges in the surrounding locations—taken from Facebook Places—
to gain points and rewards. It also allows users to create their own challenges and 
“treks”, guided tours across different places.

   Similarly but focusing on restaurants and food chain businesses,  Foodspotting  14  
centres the user experience on dishes instead of places, letting users discover good 
food through a visual guide. Users post pictures of dishes and rate them, thus allow-
ing the app to provide recommendations and suggestions. Also in the case of 
Foodspotting, deals and discounts are possible for business owners to attract cus-
tomers (Fig.  5 ). 

 The data collected through the applications just described are helpful to under-
stand the current status and the customers’ perception of an environment. But apps 

13   Cf.  http://scvngr.com/ 
14   Cf.  http://www.foodspotting.com/ 

  Fig. 3    Pure gaming apps: GoblinsNGold and Gbanga Famiglia (Source: respective websites)       

  Fig. 4    Pure gaming apps: Google ingress (Source:   www.ingress.com    )       
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can be used also to “design” the space, by letting imaginative users play to create a 
new or an improved world. This is the case of the  MyTown  app series developed by 
the Booyah company 15 : the player builds “the city of his dreams” with his favourite 
places from the real world. The company—founded with the meme “where you 
play matters”—has partnered with leading consumer brands to allow and foster the 
connection between gamers and products, thus revealing the marketing/advertising 
purpose of the games (Fig.  6 ).

      Experience Sharing Apps 

 Beside the marketing or advertising objective, which is present in the majority of 
mobile apps, location-based application often aim at engaging the user in a long-
lasting experience, by providing the expedient or the motivation to frequently launch 
the app. This happens for example in those apps that let the users record their mem-
ories and their itineraries. 

  Dopplr  16  is a travel planning app. Travellers register their upcoming trips, share 
their memories and advices with friends and contacts, and enjoy recommendations 
and suggestions during the journeys. In a very similar way,  Trippy  17  ties into social 
sites like Facebook to fi nd friends travelling to the same place, based on the intuition 
that travel experiences of friends are more valuable than random strangers’s sugges-
tions (Fig.  7 ).

15   Cf.  http://www.booyah.com/ 
16   Cf.  http://www.dopplr.com/ 
17   Cf.  http://www.trippy.com/ 

  Fig. 5    Commerce and marketing apps: foursquare, SCVNGR and foodspotting (Source: 
respective websites)       
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    Hotlist  18  is a location-based social planning platform, which—unlike check-in 
based apps like foursquare—is centred on what the user is going to do in the future: 
the app helps to discover fun events and provides customized and personalized 
event recommendations, e.g. on the basis of events that Facebook friends are 
 planning to attend. 

  MapHook  19  allow users to create geo-tagged digital memories about events, loca-
tions, and activities. These geo-tagged and user-created “hooks” are then shared and 
published, together with useful information about the points of interest from 
Wikipedia or Groupon offers (Fig.  8 ).

      Health and Well-Being Apps 

 Another category of applications deals more closely with the user’s personal sphere. 
In this case, the location-based features are an addition to the basic app 
functionalities. 

18   Cf.  http://www.hotlist.com/ 
19   Cf.  http://www.maphook.com 

  Fig. 6    Commerce and marketing apps: MyTown (Source:   www.booyah.com    )       

  Fig. 7    Experience sharing apps: Dopplr and Trippy (Source: respective websites)       
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 In this fi eld, an enormous success was gained by fi tness-related apps, like  Nike+  20  
or  Runtastic . 21  Thanks to the phone’s GPS and accelerometer, the user can track his 
runs (in terms of time, distance, elevation change, speed, calories) and his training 
progress; the social and gaming fl avour of those apps also provides the motivation 
to reach the user’s goals. The integration with other sensor information (e.g., heart-
beat) provide additional monitoring features to improve or personalize the user’s 
training (Fig.  9 ).

   Alongside those ones, other apps leverage the user’s location to a more limited 
extent: calories’ tracking apps suggest local food businesses or restaurants; health 
monitoring apps suggest the closest physician, hospital or pharmacy; food-specifi c 
apps provide personalized suggestions of suitable shops and restaurant, for example 
in case of gluten or wheat intolerance.  

20   Cf.  http://nikeplus.nike.com/ 
21   Cf.  http://www.runtastic.com/ 

  Fig. 8    Experience sharing apps: Hotlist and MapHook (Source: respective websites)       

  Fig. 9    Health and well-being apps: Nike+ and Runtastic (Source: respective websites)       
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   Citizen Participation Apps 

 While the applications listed in the previous sections are intended to deliver some 
functionality or to provide some kind of support to the user, the wide spread of 
smart phones led also to a different typology of apps, centred on the user as active 
contributor. 

 This is the case of apps fostering citizens’ participation. A good example is 
 CitySourced , 22  a real time civic engagement platform; the mobile app provides a 
free and intuitive means to empower residents and to stimulate them to identify 
civic issues (like public safety, quality of life, environmental issues); the app then 
collects the contributions and reports them to city hall for resolution. The citizen 
thus becomes a “civic reporter”, improves his awareness of the surrounding envi-
ronment and gets recognition for his assistance. 

 In the realm of Citizen Science (Irwin  1995 )—i.e. the involvement of volunteers 
to collect or process data as part of a scientifi c or research experiment—a mobile 
app like  Project Noah  (Ansari  2013 ) 23  gives nature lovers the possibility to explore 
and document wildlife, thus helping scientists with their ongoing research. Users 
can contribute with their “spottings” and “fi eld missions”; in turn, the app provides 
location-based fi eld guides to better explore the user’s surroundings (Fig.  10 ).

   Finally, in the latest years, an ever increasing adoption of crowdsourcing has hap-
pened to distribute work and tasks to available workers all around the world. By 
leveraging the physical position of those workers, crowdsourcing apps like  Roamler  24  
bring the tasks directly “where” they should be solved by a mobile workforce. 
Roamler lists a number of potential applications: out-of-stock monitor, category 
scan, price check, POS check, etc., thus directly targeting business customers; the 
same platform, however, could be leveraged for other types of missions, like micro-
volunteering and social campaigns (Fig.  11 ).  

22   Cf.  http://www.citysourced.com/ 
23   Cf.  http://www.projectnoah.org/ 
24   Cf.  http://www.roamler.com/ 

  Fig. 10    Citizen participation apps: CitySourced and Project Noah (Source: respective websites)       
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   Games with a Purpose Apps 

 The last category of location-based mobile apps is constituted by pure Human 
Computation (Law and Ahn  2011 ) examples and, specifi cally, by Games with a 
Purpose (von Ahn  2006 ) designed around a geo-spatial context.

    CityExplorer  (Matyas et al.  2008 ) 25  collects images, geographic positions and 
descriptions of points of interest in cities. The game, which takes inspiration from 
the Carcassone board game, 26  allows players to conquer POIs by posting their geo-
graphic coordinates, photos or tags; the provided information is then checked by 
other players: if discovered to be correct, the information’s author gains points. The 
purpose of this GWAP is therefore to collect and verify POI data (Fig.  12 ).

   The main purpose of  Eyespy  (Bell et al.  2009 ) is to identify the most visible and 
signifi cant POIs in a city. This information can be useful to support navigation or to 
create tourist maps. In the game, players take photographs that are shared with other 
players, who then have to fi nd where those pictures were taken. Points are scored by 
players for both confi rming other players’ images, but also for producing popular or 
highly recognized photos. In this way, players are concerned with submitting pic-
tures that are likely to be confi rmed by other players, thus diminishing cheating. 
Moreover, by selecting the photos with the highest hit number, it is possible to 
highlight interesting paths (Fig.  13 ).

25   Cf.  http://www.kinf.wiai.uni-bamberg.de/cityexplorer/ 
26   Cf.  http://en.wikipedia.org/wiki/Carcassonne_(board_game) 

  Fig. 11    Citizen participation apps: Roamler (Source: respective website)       
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   Similar and more recent applications of this kind—mobile, location-based, 
GWAPs—were also developed by this chapter’s author group. 

 Selecting and ranking the most representative photos from social media and 
linking them to the appropriate urban point of interest is the purpose of 
 UrbanMatch  (Celino et al.  2012 ). More specifi cally, the purpose of UrbanMatch is 
to derive meaningful links between a datasets containing the points of interest 
(POIs) in a urban environment and a dataset with the images depicting those POIs 
and retrieved from Web social media; among all photos taken in the proximity of a 
POI, UrbanMatch is designed for linking the most representative ones to that POI. 
UrbanMatch is presented to its users as a photo-pairing game; if they associate two 
photos, this hint is taken as a sign that the two images refer to the same POI; dis-
tracting options are given to reduce cheating. The pairs from all players are com-
pared and aggregated to derive meaningful information (Fig.  14 ).

  Fig. 12    Games with a purpose apps: CityExplorer (Source: Matyas et al. ( 2008 ) and website)       

  Fig. 13    Games with a purpose apps: Eyespy (Source: Bell et al. ( 2009 ))       
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   A more complex GWAP inspired by the Monopoly board game 27  is 
 Urbanopoly  (Celino et al.  2012 ). Taking as input open geo-spatial data from the 
community project OpenStreetMap, Urbanopoly challenges its players to play 
mini-games in the form of questions, quizzes or quests in order to conquer venues 
and become a rich “landlord”. The different mini-games are the expedient to insert 
different challenges within the app: some missions are data collection tasks, some 
other actions require the player to solve data validation tasks. An aggregation algo-
rithm (Celino  2013 ) combines players’ actions to consolidate up-to-date and reli-
able information. The gameplay and the competition with friends, on the other 
hand, provide the long-term incentive for players (Fig.  15 ).

27   Cf.  http://en.wikipedia.org/wiki/Monopoly_(game) 

  Fig. 14    Games with a purpose apps: UrbanMatch       

  Fig. 15    Games with a purpose apps: Urbanopoly       
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       Comparative Analysis of Location-Based Applications 

 To analyse the apps presented before, we propose four dimensional axes: location, 
audience, time and workfl ow. 

 The  location  axis is the “playing area”, i.e. the geo-spatial boundary, the real 
world layer within which the application can function. For example, an app could 
require the user to be in the proximity of a single POI, or to move along a path, or 
more generically to be in a specifi c area. This axis infl uences the app design in sev-
eral aspects, from the mechanics to the typology of tasks and actions required to the 
user (e.g., if the user is required to shoot a photo, he must be very close to the sub-
ject to be represented). 

 The  audience  axis refl ects the number of users/workers needed to complete a 
task, thus splitting the apps in two groups: multi-user and single-user apps. The two 
categories have different requirements and mechanics. For example multi-user apps 
could be required to cope with real-time interaction between users; thus, in turn, 
could introduce a hard-to-be-achieved requirement, such as having two or more 
users in the same location at the same time. 

 The  time  axis expresses the “duration”, the expected time-span in which the user 
continues to play the app; in the specifi c case of games, this is an important aspect, 
since it divides casual games—short and repeated game levels that let the user stop 
playing at any time after completing a level—from hardcore games—a storyline 
and a long-term strategy are needed to win the game. The time axis thus infl uences 
the type and number of tasks a user may solve by using the app. 

 The last axis is the  workfl ow , which accounts for the coordination and simultane-
ity of the app execution between different users. In GWAPs, the synchronism 
between players is important and sometimes mandatory, because the validation pro-
cess is based on the agreement/disagreement between players; on the other hand, in 
location-based apps, the user synchronism could be diffi cult to achieve. 

 Table  1  recaps the analysis of location-based apps along the proposed dimen-
sions. While the described examples may be only partially representative for the app 
categories, we believe that those characteristics are generally valid for those genres 
and contribute to the app success. It is apparent that different combinations of the 

   Table 1    Comparative analysis of location-based apps along different dimensions   

 App category  Location  Audience  Time  Workfl ow 

 Social networking  Medium-short distance  Multiple  Short term  synch 
 Games  Medium-short distance  Multiple  Long term  synch or asynch 
 Commerce/marketing  Specifi c POIs  Single/multiple  Medium-long term  asynch 
 Sharing  Path/specifi c POIs  Single/multiple  Long term  asynch 
 Health/well-being  Path/wide area  Single  Long term  asynch 
 Citizen participation  Wide area  Multiple  Short term  asynch 
 GWAPs  Specifi c POIs  Multiple  Medium term  asynch (short term) 
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four “ingredients” result in different applications. Therefore, when designing a 
location-based app, it is important to correctly balance the different aspects, in order 
to achieve the desired goal.

   Figure  16  illustrates the positioning of the analysed apps along the location and 
audience axes. Since all apps are location-based, the location axis is important for all 
of them, even if the specifi c location is more essential when the apps centre their 
functionalities (or their business) on precise POIs. While all applications assumes to 
have multiple users, the need for cooperation/competition between users varies 
widely among the analysed apps: the social aspects is stronger for networking, gam-
ing and public participation apps, in which the interaction between users is an 
important trait of the app mechanics; on the other hand, personal and commerce- 
oriented apps can be used by single customers, even if sociality can introduce further 
motivation or enjoyment (e.g. competition on run performances for fi tness apps).

   Figure  17  illustrates the positioning of the analysed apps along the time and 
workfl ow axes. While all developers would like their apps to be addictive enough to 
keep the user running them in the long-term, the “fi delity” to the app is not a homo-
geneous requirement: participation or networking apps can survive to casual or non- 
returning users, while sharing or well-being apps need a long term-engagement. 
With regards to the workfl ow axis, most apps do not require simultaneous access 
from users; even GWAPs that use redundant workers to solve the task designed 
mechanics that postpone the cross-checking after the data collection; pure gaming 
apps show the highest variability in workfl ow approaches, while social synchronous 
use is mandatory for networking apps.

  Fig. 16    Positioning of location-based apps along the location and audience axes       
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       A Reference Methodology for Location-Based Games 
with a Purpose 

 Like in every application fi eld, there is no “magical formula” to design and develop 
a successful location-based GWAP; especially in the realm of mobile stores, the 
popularity of a single app heavily depends on different factors, especially because 
mobile apps are usually required to be either useful or fun. In this section, we would 
like to give some general guidelines and best practices to help prospective develop-
ers in designing location-based GWAPS that are both useful and fun (sec-
tion “Guidelines and Best Practices to Design a Location-Based Games with a 
Purpose”) and to provide a check-list of questions to guide the tailoring and 
improvement of that design (section “Check-List to Refi ne and Improve a Location- 
Based Games with a Purpose”). 

   Guidelines and Best Practices to Design a Location-Based 
Games with a Purpose 

 The design of a location-based GWAP is similar to the design of any mobile app. 
Thus, in this section, rather than focusing on software design details, we would like 
to give some “rules of thumb” to help prospective developers refl ect and think about 
their motivation and objectives. The following guidelines are given in no specifi c 

  Fig. 17    Positioning of location-based apps along the time and workfl ow axes       
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order, but a full understanding of all of them is recommended to be aware of all the 
facets of a location-based GWAP design. 

  Determine your location.  So, you want to design a location-based app. But, what is 
your location? Defi ne and characterize the area relevant for the app (e.g. a neigh-
bourhood, a city, a region, the whole world); defi ne and describe the relevant entities 
for your app (e.g. POIs, roads, people), their boundaries (e.g. indoor areas), and 
the requirements for proximity (i.e. how close should the player be to be able to play 
the game?). 

  Understand your audience.  It is very important to clearly determine the players you 
intend to involve: who could use the app? What skill do they need to play the game? 
Distinguish along various axis, including age, language, education, mobility pat-
terns, habits, etc. 

  Understand your context.  The app will be run in a specifi c situation; not only the 
location is important, but also the environment and conditions in which the player 
is immersed. When will the app be used (e.g. morning vs. evening, free time vs. 
work, when seated vs. while running, for 2 min vs. for an entire hour, etc.)? Where 
will the game be played (e.g. indoor vs. outdoor, at offi ce vs. on the bus, standing 
vs. seating, etc.)? 

  Motivate for long-term engagement.  Most mobile games are intended for short 
rounds but also for several repeated matches. What reward scheme will you adopt to 
convince the fi rst-time player to re-launch the app and play it again? Will the game 
be organized in levels of increasing diffi culty? Will the game provide a long-term 
goal or theme that carries from one task to the next? Will there be points, badges, 
leaderboards, etc.? Are there deterministic as well as random wins and losses? 

  Learn from the masters.  Studying and understanding the success factors of existing 
games and apps is important to detect the pros and cons of your design. Does the 
app reuse some known game mechanics that look familiar to the fi rst-time payer? 
Is the game linked to other successful systems (e.g. social networks)? Can you 
exploit and leverage a pre-existing community (e.g. friendships) to provide further 
engagement? 

  Think outside the box.  It is not obvious that a single app could let you fully reach 
your purpose. Can you combine the game—to target casual users—with other social 
applications and initiatives—to engage active participants—or pure crowdsourcing 
efforts? 

  Design for mobile devices.  Never forget the specifi c characteristics of mobile 
devices, like the screen dimension. Make sure to adopt standard usability guidelines 
and follow simplicity as your main goal. Remember that Internet connection can be 
unstable (e.g. design for temporary local storage and delayed data transmission) and 
that positioning can be imprecise (e.g. do not rely on phone localization for short- 
distances and always allow for playing within a vicinity radius).  
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   Check-List to Refi ne and Improve a Location-Based Games 
with a Purpose 

 Now you have designed your location-based GWAP and you would like to revise 
your assumptions and choices. The fi rst way to do this is by testing, i.e. by involving 
early adopters and play the game for some time to understand merits and shortcom-
ings; SWOT analysis (Strengths, Weaknesses, Opportunities and Threats (Hill and 
Westbrook  1997 )) could be very useful at this stage, especially if you have early 
mock-ups and prototypes, which are not fully-functioning but give an idea of how 
the game is shaping up. 

 Besides this testing, in the following we provide a sort of check-list made of 
questions aimed to evaluate the current design and enable its tailoring and improve-
ment. We divide the list into fi ve categories that we believe are crucial for a success-
ful location-based GWAP.    Data and purpose.    Which kind of data can be collected 
through the game (in terms of value, quality and quantity)? Are the game mecha-
nisms well integrated with the data processing part?   

  Gameplay.    Are the game rules easy to learn? Is the game theme/metaphor consis-
tent with the purpose? Does the concept allow for future developments and addi-
tional extensions/possibilities?   

  Feasibility.    Does the game require mobile device’s sensors (e.g. GPS, camera, 
sound recorder, etc.)? Does the game require a continuous Internet connection? Can 
the game be played in closed spaces? What is the diffi culty to prepare an initial set 
of data (bootstrap phase)?   

  Mobility.    Does the game concept includes location-aware mechanics? Can it be 
played on a mobile device? Does it rely on the layer’s physical presence in the 
environment?   

  Sociality.    Does the game offer external rewards? Can the game build a community 
of users? Can it leverage an existing community? Does the game encourage col-
laboration among users (in the real/virtual world)?   

       Towards Citizen Computation 

 In this chapter, we introduced the concept of Location-based Games with a Purpose 
and we discussed their characteristics and their relevance. Besides the success of 
location-based mobile apps and the ever increasing popularity of Human 
Computation initiatives, we believe that this category of applications can be expected 
to become prominent in the research arena because of an emerging branch of Human 
Computation that we named  Citizen Computation . 

 Citizen Computation sits at the crossroads of several research fi elds. It relies on 
 Human Computation  (Law and Ahn  2011 ) to provide a human-based solution to 
unresolved tasks; it understands from  Crowdsourcing  (Doan et al.  2011 ) the ability 
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to involve a crowd of workers and learns from Citizen Science (Irwin  1995 ) how to 
recruit volunteers on the territory; fi nally it builds on  Social Computing  (Wang 
et al.  2007 ) to understand and leverage social ties and interactions. With specifi c 
reference to location-based GWAPs, we believe that Citizen Computation games 
represent a valuable development choice to achieve the objective to “change the 
world” (McGonigal  2011 ) in a playful and entertaining way.     
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           Introduction 

 Augmented Reality (AR) is an interface technology that aims to seamlessly merge 
the digital and physical worlds. Although AR has been used to describe many dif-
ferent types of technology, Azuma provides the most widely accepted defi nition, 
saying that AR systems share three common characteristics (Azuma  1997 ):

    1.    They combine virtual imagery with a view of the real world   
   2.    They support real time interactivity   
   3.    The virtual imagery shown is registered in three dimensions    

  AR systems with these characteristic have been available since the 1960s when 
Sutherland developed a see through head mounted display (HMD) and used it to 
show simple computer graphics overlaid on the real world (Sutherland  1968 ). In the 
almost 50 years since researchers have explored how AR could be used in engineer-
ing, entertainment, medicine and a wide range of other application areas. Recently 
a growing number of commercial AR applications have begun to be delivered 
through smart phones, the web, on gaming consoles or other readily accessible tech-
nologies. Today hundreds of millions of people can have an AR experience with the 
technology that is in their pocket, home or offi ce. 

 Around the same time that AR was becoming readily accessible, the fi eld of 
Human Computation was beginning. As defi ned by Von Ahn’s ground breaking 
1995 dissertation (Von Ahn  2005 ), Human Computation (HC) is  …a paradigm for 
utilizing human processing power to solve problems that computers cannot yet 
solve.  In general, HC crowdsourcing systems use web technologies and distributed 
networking to allow remote humans to perform simple computational tasks. 

      Augmented Reality Interfaces in Human 
Computation Systems 

                Mark     Billinghurst   
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 In this chapter we describe how AR technology could be used as a front end for 
Human Computation systems. Although AR technology has been applied in many 
application domains there has been little research on how it can be combined with 
Human Computation. In the next section we review related work in AR and HC 
systems. Then we present early research prototypes that combine AR and HC to 
explore this potential. Finally we discuss promising directions for future research.  

    Related Work 

 The greatest opportunity for using Augmented Reality with Human Computation 
systems is in the area of mobile Augmented Reality. This is because mobile AR 
systems enable users to easily interact with their surrounding real environment, are 
currently the most widely deployed AR systems, and use the same network infra-
structure as Human Computing applications. In this section we review how each of 
these fi elds developed independently before presenting research that shows how 
they can be combined together. 

    Augmented Reality 

 The fi rst mobile AR applications were based on bulky backpack systems that com-
bined custom made portable computers with a head mounted display, GPS and com-
pass sensing and a variety of input devices. For example, the Touring Machine 
allowed users to walk around a university campus and see virtual tags appearing 
over the buildings explaining what departments were in them (Feiner et al.  1997 ). 

 In more recent years, mobile phones and handheld devices have become power-
ful enough to be able to provide AR experiences (Schmalstieg and Wagner  2007 ) 
and cumbersome backpack systems are no longer needed. Commercial applications 
such as Layar (  http://www.layar.com/    ), Wikitude (  http://www.wikitude.org/    ) and 
Junaio (  http://www.junaio.org/    ), among others, can be used to see virtual represen-
tations of points of interest (POI) superimposed over the real world (see Fig.  1 ). 
In this case virtual content is shown over the phone’s live video view of the real 
world, and the integrated GPS and compass sensors are used to locate the phone and 
what the user is looking at. Many mobile phone based AR applications have been 
developed, such as for tourist guides (El Choubassi et al.  2010 ), as a restaurant 
fi nder (  http://www.yelp.com/    ), or providing directions to the subway (  http://www.
acrossair.com/apps_newyorknearestsubway.htm    ), among others.

   Many of these systems use an AR browser approach where a thin client applica-
tion is installed on the user’s mobile phone and content is retrieved from remote 
servers depending on the user’s location and the content type they are interested in. 
For example, if a user is interested in fi nding a restaurant to eat at they could sub-
scribe to a restaurant information channel and request restaurant POI relative to 
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their own location. This can be shown in an AR view on their mobile device. Junaio 
and other popular AR browsers use this approach to allow tens of millions of people 
to see AR content on their mobile devices. Figure  2  shows how Junaio routes 
requests for information content from the mobile AR client, through its own servers 
and to external content servers and back again.

   Just like traditional web browsers, the client/server architecture of mobile AR 
browsers has a number of advantages, including: (1) having a single consistent 
interface for experiencing a wide variety of AR material, (2) needing to only install 
a small piece of browser software on the mobile device and then download local 

  Fig. 1    Junaio AR interface for showing bus stop locations       

  Fig. 2    The Junaio client/server architecture       
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content of interest when wanted, and (3) being able to simply modify content at the 
server and then push it out to all subscribed users. However, as Langolatz points out, 
in many cases AR browsers display information created by professionals in an 
offl ine step that limits the dynamic and social aspects of content creation and the 
amount of content created (Langlotz et al.  2011b ). 

 Content creation is an important problem for mobile AR. In 1999 Spohrer envi-
sioned a system call the “WorldBoard”, which was a combination of distributed 
online information systems and geo-referenced indexing (Spohrer  1999 ). 
Information could be freely created and published by users and was indexed by 
location, not abstract URL. Mobile AR is one technology that could allow users to 
post messages anywhere and to retrieve any information in any space. 

 One step towards Spohrer’s vision is through adopting Web 2.0 technology. 
Initially the web was a mostly a source for information and used for one-way infor-
mation retrieval. Only a few people created content, and most users accessed con-
tent without creating or modifying it. The web content itself was mostly static and 
did not allow users to interact with it or provide additional information. This evolved 
into Web 2.0 which is characterized by open communication, decentralization of 
authority, and freedom to share and re-use Web content (Barsky and Purdon  2006 ). 
Web 2.0 allowed such innovations as social networking, crowd sourced content, and 
human computation. This opened the way for services based on user participation, 
like Flickr, YouTube, and Facebook, among others. 

 In an approach called AR 2.0, Schmalstieg et al. ( 2011 ) describe how AR inter-
faces can be combined with Web 2.0 technology to create large scale AR experi-
ences that combine input from web services, social networking, and user generated 
content. A location-based AR application uses data and services remotely stored 
and served by web mash-ups, visualized on the user’s mobile device. The user can 
be offered data and services related to geospatial information corresponding to user 
location and geo-database web services. Content authoring can be performed using 
a computer or directly on the mobile device while on location. Taking advantage of 
open APIs and mash-ups, complex applications can be easily broken down into 
smaller components and leverage existing on-line services. 

 In recent years, developers have begun to develop initial AR 2.0 experiences. 
The fi rst of these explore semi-automatic ways of developing AR browser experi-
ences, and allowing users to generate their own content. For example, Twitter 360 
(  http://www.twitter-360.com/    ) is a mobile AR application that provides an AR 
interface to Twitter feeds and allows users to see geo-located tweets superimposed 
over the real world (See Fig.  3 ). In this way when the people they are following send 
tweets users can see both the content of the message and the location of the person 
sending the message. In a similar way Yelp (  http://www.yelp.com/    ) and other 
mobile applications have an AR view where user generated content is automatically 
formatted in a way that can be overlaid on the live camera view.

   Other applications such as Sekai Camera (  http://sekaicamera.com/    ) explicitly 
allow users to add their own content from within an AR view (see Fig.  4 ). In this 
case users can take pictures, write a message, or record an audio clip and leave it at 
their current location as a public annotation for others to see. When another user 
visits the same location they will see the AR content left by others. Researchers 
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such as Langlotz et al. ( 2011a ) and de-las-Heras-Quiros et al. ( 2010 ) are exploring 
other ways for mobile AR users to edit content in place on their mobile devices. 
For example, Libregeosocial (  http://www.libregeosocial.org/    ) is an open source AR 
browser that supports content creation, allowing users to add virtual labels to objects 
in the real world, not just locations (de-las-Heras-Quiros et al.  2010 ). Langlotz’s 

  Fig. 3    Using Twitter 360 to see geo-located tweets       

  Fig. 4    Sekai camera interface showing user generated AR content       
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outdoor AR system uses GPS and panorama-based vision tracking combined with 
sensors for tracking the mobile phone orientation, and allows users to add virtual 2D 
and 3D objects to the AR scene (Langlotz et al.  2011a ). Most recently, 13th Lab’s 
Minecraft Reality allows people to view digital content created in the game 
Minecraft in an AR view on their mobile phones (  http://minecraftreality.com/    ). This 
is one of the fi rst examples of a mobile AR application that is able to view content 
created in a gaming environment.

   As can be seen from this work, mobile AR has developed to the point where AR 
experiences can be readily deployed on mobile devices, but large-scale content cre-
ation remains a problem. Recent work integrating AR applications with Web 2.0 
infrastructure has enabled a variety of automatic and user controlled methods for 
authoring AR scenes. However there is still a need for people who are able to sup-
port the content creation process and perform tasks such as image identifi cation, 
data fi ltering, quality control and other actions. This is where Human Computation 
can be used. In the next section we provide a summary of research efforts in Human 
Computation and show how they have evolved to where they can contribute to AR 
experiences.  

    Human Computation 

 Following on from Von Ahn’s early work ( 2005 ) there have been a wide range of 
Human Computation applications developed. Many of the fi rst uses were for web- 
based applications that could be performed by almost anyone with a limited skill 
level. Typical of this is the ESP game that showed pairs of player’s pictures and gave 
them points for arriving at the same keywords (von Ahn and Dabbish  2004 ). This 
was a very effective way to use Human Computing to semantically tag thousands of 
pictures. Subsequent research developed games for collecting geographic informa-
tion about images (Arase et al.  2009 ), collecting common-sense facts (Von Ahn 
et al.  2006a ), and locating objects in images (Von Ahn et al.  2006b ). All of these 
efforts have validated Human Computation as an effective way of performing simple 
recognition and understanding tasks. The semantic games portal is a website with a 
link to dozens of similar web based semantic games (  http://semanticgames.org/    ). 
These games are typically not designed for the mobile platform or fast response. 

 Some systems also rely on additional cultural knowledge and expertise for suc-
cess. For example, Liu at. al. present a mobile application developed for travelers in 
Japan that allows them to have near real time translation of Japanese characters (Liu 
et al.  2010 ). The user takes a picture and then sends it to a number of native Japanese 
translators that perform a translation to English that is sent back to the requester. 
This approach has many possible applications, for example, a person may take a 
photo of a restaurant sign and ask what it means, or how to fi nd their train on a train 
timetable. User studies found that if the translators understood clearly what the 
requester was asking they were able to give effective translations in a timely man-
ner, and produced better results than automatic methods. 
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 UbiAsk (Liu et al.  2011 ) is an extension of this approach that allows travelers in 
Japan to ask questions about any pictures taken, and not just request translation 
services. It adds game elements by allowing players to control virtual territories on 
a map of their city based on the number of tasks that they successfully complete. As 
part of this research a generalized architecture was developed that could be used for 
many mobile human computing applications (see Fig.  5 ). In this architecture, a 
mobile application is connected to backend services which have a task assigner that 
can use social network services (e.g. Twitter) to connect to external workers that 
perform the HC task.

   These HC systems rely on people’s skill and cultural knowledge to perform cer-
tain tasks. However, recently systems are being developed that use people’s physical 
presence in an environment and are more location dependent. This can be particu-
larly important when seeking to improve geospatial data quality. For example, 
UrbanMatch (Celino et al.  2012a ) is a mobile location based game that uses player’s 
familiarity with a city to link photos with points of interest in the city. Players are 
shown points of interest and known images from a trusted source (e.g. OpenStreetMap) 
and asked if photos from an untrusted source (e.g. Flickr) might also relate to the 
point of interest. In order to complete the task task, players must players much have 
local knowledge of the city where the points of interest are located. UrbanMatch 
uses a similar mobile client/remote server architecture as UbiAsk (see Fig.  6 ). User 
testing found that people were able to correctly identify over 99 % of the candidate 
pictures and 91 % of the players rated the game as easy to play.

   A similar project to this is Urbanopoly (Celino et al.  2012b ), which is a social, 
mobile and location-based game designed around the idea of the Monopoly board 
game (see Fig.  7 ). The goal of the research was to use people physically present in 
the environment together with location based technologies to improve the quality of 
street data collected by the OpenStreetMap community. Players play a series of 
mini games that allow them to earn money and buy venues. These games require 
them to check existing information about real businesses, or enter additional infor-
mation such as what type of business they are, the food they serve if they are a 

  Fig. 5    UbiAsk architecture, typical of mobile HC applications       
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restaurant, etc. In this way the system can be used to update the OpenStreetMap 
database. The system is also tightly integrated with Facebook which enables players 
to share status and motivate each other to keep on playing.

   As can be seen there has been an evolution in Human Computation research from 
systems that can be performed by almost anyone, to systems that require more skill 
and can only be completed by people at certain locations, or with local knowledge. 
This trend to support more location awareness in HC applications is a perfect com-
plement to the growing interest in the social networking from the AR community. 
In the next section we give an overview of efforts to combine Augmented Reality 
and Human Computing.   

  Fig. 6    UrbanMarch architecture       

  Fig. 7    The Urbanolopy interface showing the map and game elements       
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    Augmented Reality and Human Computation 

 As the previous sections show there is a lot of potential for AR systems to use HC 
to provide content, and to support processing in other ways. However there has been 
little research to date combining AR and HC systems. In this section we review the 
fi rst research efforts in this area. 

 A simple example of how AR can be combined with HC is the social network 
based mobile AR work of Song et al. ( 2010 ). They have developed a mobile AR 
application that allows users to point their mobile phone camera at an object and 
then query what the object is. The results of the query are shown as an AR overlay 
on the mobile phone screen (see Fig.  8 ). This type of application has many possible 
uses such as a museum information system, or for tourists. However in the past 
similar systems have been limited by the size of the image database used for recog-
nition. Their work uses a connection to social network services and human tagged 
pictures to overcome this limitation.

   Song et al.’s system is made up of two parts; a mobile AR client and a mobile AR 
server, both connected to Twitter (see Fig.  9 ). Twitter allows users to provide links 
to images and text that provides information about these images. The server com-
bines an image recognition module, a social network service (SNS) crawling mod-
ule and a database of images. The SNS crawling module gathers images with their 
text tags from Twitter and enters them into an image database. A specifi c Twitter tag 
is used to identify image content submitted for the service. These images are then 
matched against image queries coming from the user using an image-matching 
algorithm, and the results provided back to them through the mobile AR client. This 
approach has three benefi ts; (1) users can participate in the mobile AR service 
directly, (2) the image database can be continuously extended with user submitted 
content, and (3) the image database is likely to have redundant images, which can 
be used by the server to improve recognition accuracy. The overall result is that 
Human Computation can be used to overcome the database limitations and improve 
image-matching accuracy in the mobile AR application.

  Fig. 8    Using a mobile AR client to identify museum objects       
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   One of the best methods for exploring the use of AR and HC together is to put an 
AR interface onto an existing infrastructure for Human Computing. This is what the 
developers of PLASH have done in developing their FriendCompass application 
(Ho et al.  2010 ). PLASH (Platform for Location Aware Services with Human 
Computation) is an open software platform that connects location aware services 
with Human Computation. Is it comprised of Communication, Data, and Service 
Layers that connect together to support PLASH applications. The communications 
layer supports various wireless communication protocols and networking contexts, 
while the Data Layer is responsible for geo-location data representation, and the 
Service Layer provides services to support end user applications. Figure  10  shows 
the multi-layered architecture.

   The PLASH platform provides all the infrastructure needs to develop a variety of 
Human Computing based applications, such as support for geo-queries, user authen-
tication, and social network management. The authors show the fl exibility of the 
platform by presenting several sample applications. These include a Tour Route 
Recommendation application that uses human computation and data mining tech-
niques to provide personalized recommendations for tourists. This uses the current 
location and preferences of a user to match with trip history information collected 
from other users. Another example is a traffi c application that allows users to share 
local information, such as road conditions, traffi c jams, and accidents. 

 However the most relevant is FriendCompass that uses mobile AR to show 
shared friend location information and points of interest. Users are able to use their 
current location and orientation to fi nd their friends within view. The server soft-
ware uses the fundamental services provided by the Service Layer (e.g., authoriza-
tion control services and location dependent service queries). Figure  11  shows the 
AR interface; the green icon on the screen is the user’s friend. Using PLASH makes 
it easy for developers to build applications that combine AR and HC.

  Fig. 9    Connecting a social network service to a mobile AR client       
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   Finally, a more complex example is provided by BOTTARI, an AR application 
for personalized and localized restaurant recommendations (Balduini et al.  2012 ). 
BOTTARI is unlike other restaurant recommendation services because it continu-
ously analyses social media streams to understand how people feel about restaurants 

  Fig. 10    PLASH multilayered architecture       

  Fig. 11    FriendCompass, using HC to locate friends       
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in a certain area. It uses both a deductive and an inductive stream reasoner to analyze 
over 200 million Twitter messages about eating places in Insadong, Korea. The 
LarKC platform (Fensel et al.  2008 ) is used for the data processing and reasoning. 
In addition, BOTTARI uses manually created static descriptions of the same restau-
rants drawn from recommender sties like Yelp and PoiFriend, Korean restaurant 
websites, and a few Korean portals. Creating these static descriptions involved a 
considerable amount of manual work to fi nally produce a high-quality geo- 
referenced knowledge base in which each restaurant is described by 44 attributes. 

 The fi nal result is presented in an AR Android application that shows users’ res-
taurants and their recommendations close to their current location. Users can fi lter 
their restaurant search by using buttons that let them fi nd places that are popular, 
interesting, emerging or personalized for them. Figure  12  is the AR view of the 
BOTTARI interface, showing virtual tags appearing over live camera views of the 
users world. The tags provide additional information such as the type of restaurant 
and the reputation. The interface can also show trending opinions about restaurants 
over time and more details about particular restaurants. User studies found that 
BOTTARI provided a much wider range of recommendations that what a tourist 
could obtain from tourist guides and Web 2.0 sites.

   These systems have shown that Human Computation can be used to enhance the 
usefulness of AR systems and enable large scale-AR applications. The ability to use 
HC infrastructure to connect to people with local knowledge is particularly valu-
able. However there are more opportunities for on-going research. In the next sec-
tion we present one particularly promising direction for future efforts.  

  Fig. 12    BOTTARI AR interface showing restaurant locations and ratings       
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    Opportunities for Future Research 

 The AR/HC systems described to date have mostly used Human Computation to 
improve the quality of location based data in an AR application (e.g. BOTTARI) or 
used AR as an interface for showing the output of HC data sharing efforts (e.g. 
FriendCompass). They have been delivered on a handheld AR platform and don’t 
necessarily rely on a real time connection between the user and the Human 
Computers. However, there are new developments in AR that could provide oppor-
tunities for AR and HC research. 

 One of these developments is the emergence of hands free wearable AR displays 
and computers that allow people to be always connected to remote collaborators 
from wherever they are and whatever tasks they are engaged in. Typical of these is 
the Google Glass system (see Fig.  13 ) that combines a very lightweight see-through 
monocular display with a camera, integrated computer, on board audio, and wire-
less connectivity.

   Unlike handheld mobile AR systems, Google Glass provides a hands-free expe-
rience and also allows fi rst person viewpoint sharing from the wearer’s point of 
view. This could be used to enable new types of Human Computation applications 
that are focused on real time information sharing and task assistance. For example, 
if the user has a problem with their car they could connect to a real time Human 
Computer to guide them through repairing it. The remote human could both see the 
user’s point of view as well as maintaining an audio connection with then and also 
using AR visual cues to overlay information on their fi eld of view. Having this 
shared visual context will enable them to more easily understand the task the user is 
trying to achieve and provide assistance. 

 In the future head worn displays like Google Glass will evolve into contact lens 
based displays and more intimate technology (Parviz  2009 ). This could enable more 
organic social experiences where virtual versions of remote collaborators could 
appear to be sitting around the same conference table as the local person, and so 
collaborate as naturally as if they were all face-to-face (Billinghurst and Kato  2002 ). 
This research will go beyond what UbiTask and other earlier AR and HC systems 

  Fig. 13    Google glass system with fi rst person video capture       
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have achieved by providing both more immediate response and also a greater under-
standing of the users context. It will allow users to connect globally with Human 
Computers that have just the right skill set to help them with their local needs.  

    Conclusions 

 In this chapter we have reviewed efforts in Augmented Reality and Human 
Computing and recent research that has combined them together. These early results 
have shown that Human Computing can be used to overcome some of the content 
and scale issues of mobile AR and enable useful location based applications. 
Combining an AR interface with a HC system is a natural way to present location 
based HC output. There are even more opportunities with the new generation of AR 
devices that are based around extremely lightweight head mounted displays with 
integrated cameras. In the future these systems will enable remote people to see 
what a user is doing and provide natural visual and audio cues to support their 
actions. This will enable an entirely new class of HC applications.     
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        Humans Computing Everywhere 

 Humans perform informal computations throughout their daily lives across a variety 
of localized situations: from the arithmetic of estimating the cost of a purchase at a 
grocery store, to the calculus of regulating vehicle speed to match surrounding traf-
fi c, to executing synchronous scheduling algorithms to make sure that someone 
picks up the kids from school on time. In this sense, human computation is already 
a pervasive phenomenon—a process that is performed by a vast number of people 
in a variety of contexts. 

 Most prominent human computation systems rely on this pervasiveness in order 
to enable human-driven problem solving and information processing on a large 
scale. Human computation is frequently crowdsourced through systems such as 
Amazon’s Mechanical Turk (AMT  2013 ) in order to either harness the vast quanti-
ties of human processing required to make human computation more effective than 
machine systems, or to enable the benefi ts of collective intelligence and crowd wis-
dom (e.g., Lévy  2001 ; Surowiecki  2005 ) in solving computational problems. 
Indeed, the “remote person call” or “human-as-a-service” view of human computa-
tion (see Irani and Silberman  2013 ) relies on such computation to be available at all 
times: on its home page, AMT describes itself as offering “a global, on-demand, 24 
×7 workforce” (AMT  2013 ). Human computation systems require a near-constant 
connection between human computers and the mechanical systems that direct 
(Quinn and Bederson  2011 ) their computing. 

      Pervasive Human Computing 

             Joel     Ross       

        J.   Ross      (*) 
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 This requirement for constant access to computations performed by humans—a 
process that already occurs pervasively in a variety of locations—suggests that  per-
vasive computing  may offer a suitable interaction paradigm for supporting human 
computation-based systems. Pervasive computing 1  is a model of human-computer 
interaction (that is, interaction between a human and a computer) that involves mov-
ing away from traditional desktop interaction to focus on computing-in-context, 
embedding digital computer systems into the everyday physical world. Such com-
puting systems may be passively embedded in the environment so that users are 
only peripherally aware of them (such as with ambient displays (Ishii and 
Ullmer  1997 )), or may represent computing systems with which users actively 
engage. One of the most common examples of a shift away from the desktop can be 
found in the increasing ubiquity of mobile devices and smart phones specifi cally—
the mobility and constant network access afforded by such devices allow them to be 
integrated into everyday interactions, so that their use becomes “pervasive” in 
everyday experience. Research in pervasive computing often focuses on the ideas of 
“computing everywhere” and “everything can be a computer.” Indeed, emerging 
research and even consumer products that make use of mobile augmented reality 
(AR) systems and “wearable computing” (Mann  1997 ) continue to support embed-
ding computers into people’s everyday lives. 

 Pervasive computing thus offers an intriguing interaction paradigm for human 
computation. Just as pervasive technologies move digital computation away from 
the desktop machine into the everyday physical environments, pervasive  human  
computation emphasizes moving the human computing into a variety of localized 
contexts. Indeed, pervasive computing as a form of interaction is highly interested in 
the context in which computation is used (e.g., Dourish  2004 )—how computation 
can be embedded into the everyday lives of users. Such concerns remain valid even 
when the computation is performed by humans on the other end of a persistent net-
work, rather than machines. Yet when considering pervasive human computation, 
we also need to perform a kind of inversion of this focus, since the human computers 
are the “users” of interest. Pervasive computing considers how computation may be 
used by humans in an everyday context; pervasive human computing introduces the 
question of how computation may be  performed  by humans in an everyday context. 

 In this chapter, I explore some of the uses of pervasive systems as platforms for 
performing human computation: porting current microtask-based interaction forms 
to mobile devices, and having humans act as computational controllers for mobile 
sensors. I discuss how these forms of human computation utilize or respond to the 
situatedness of the pervasive context in which they are performed. I follow this 
analysis with a refl ection on some of the implications of considering human compu-
tation through the lens and goals of pervasive computing, particularly in terms of 
the visibility of the humans performing computation.  

1   Also known as  ubiquitous computing , or “ubicomp” for short. Although “pervasive computing” 
and “ubiquitous computing” have been used to imply different emphases, in this article I will be 
using them interchangeably. 
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    Mobile Human Computation 

 As mentioned above, mobile devices such as mobile phones are one of the most 
common platforms for moving computation into an everyday context and making it 
pervasive. Indeed, at a simple level, human computation can be made pervasive by 
porting existing systems and interaction patterns such as AMT for use on mobile 
devices. As an example, consider Harvard professor Jonathan Zittrain’s vision of 
crowdsourced human computation combined with pervasive technologies:  

  One can visualize in the near future a subway car packed with people, each far less attuned to 
the local environment and to each other than even with today’s distractions of newspapers and 
iPods. Instead, they will stare into screens even for just a few minutes and earn as much money 
[via systems such as AMT] in that time as their respective skills and stations allow. (Zittrain  2008 ) 

   In this scenario, any extra minutes (extra mental “cycles,” to use a mechanical 
metaphor) are devoted towards human computation rather than alternative activities 
such as media consumption. 2  While Zittrain problematizes this behavior (particu-
larly contrasting for-pay activity with human contact or conversation), such mobile- 
based human computation need not be entirely profi t driven. As a more positively 
framed alternative, those subway riders could be using their mobile devices to play 
 Foldit  (Khatib et al.  2011 ) instead of  Angry Birds —performing socially benefi cial 
human computation in a mobile context. 

 In this way, human computation can be made pervasive by making the context in 
which it is formed more pervasive, such as through mobile technologies. This strategy 
has been refi ned through a number of research projects (e.g., Eagle  2009 ; Gupta 
et al.  2012 ; Narula et al.  2011 ), enabling human computation particularly in the context 
of developing countries. A second common strategy for making human computation 
pervasive applies crowdsourcing techniques for data gathering to pervasive contexts, 
creating what Zittrain goes on to describe as “distributed human sensors” (Zittrain  2008 ). 
These systems have humans act as computer sensors and record information about 
their localized environment (e.g., Paulos et al.  2009 ; Tuite et al.  2011 ). I discuss these 
projects and methods in more detail in the following sections. 

 In both of these methods, humans perform computation pervasively in the contexts 
of their everyday lives—yet such methods may or may not fully utilize the pervasive 
context in which they occur. Pervasive computing gives computing  situatedness : the 
computation occurs within a specifi c local and social situation, allowing that situation 
to serve as input to and shape the interaction with the computational system. In perva-
sive human computation, this situatedness may allow human computers to access 
localized and contextualized knowledge, actions, or behaviors, thereby infl uencing 
the computation they perform. In exploring pervasive human computation systems, it 
is important to consider the impacts and use of this situatedness: what makes perva-
sive human computation different from non-pervasive human computation? 

2   In his novel  Rainbow’s End , Vernor Vinge expands this vision to include cognitive labor per-
formed through mobile, wearable AR systems. 
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 Again, note that in this chapter I am interested in how human computers perform 
their computation pervasively, not in how human computation as a replacement for 
mechanical computation (computation performed by machines) may be used perva-
sively. There has been signifi cant and admirable work in the latter context: for exam-
ple,  VizWiz  (Bigham et al.  2010 ) uses human computation harnessed through AMT to 
perform pervasive image recognition to support blind people in interacting with their 
environments. Yet in such systems, the human computation is still performed non-
pervasively—the humans doing the image recognition are likely still using the desk-
top model of interaction, working through AMT using a web browser. Such systems 
address problems in pervasive computing using human computation, rather than 
making the human computation itself pervasive, which is the topic of interest here. 

    Human Computation Tasks on the Go 

 One of the simplest and earliest ways to make human computation pervasive is to 
have human computers report the results of their computation through mobile 
devices. This enables people to perform human computation during their everyday 
life, in a variety of different contexts and environments. Such systems must be 
enabled by existing infrastructures for pervasive technologies (i.e., ubiquitous net-
work connections, 3  energy for powering mobile devices, etc.)—pervasive human 
computing “piggy-backs” off of mechanical pervasive computing systems. 

 Yet despite these requirements, systems for enabling such pervasive human com-
putation have primarily been explored in the context of developing regions. For 
example,  txtEagle  (Eagle  2009 ) built on the ubiquity of mobile devices and GSM 
reception in East Africa to deliver AMT-style human computation tasks to the 
mobile phones of workers in Kenya and Rwanda. These tasks—like those in AMT—
were performed for pay, and offered as a way to supplement the low-income popula-
tions. Indeed, because of infrastructure in place for transferring mobile airtime (and 
the popularity of using airtime as a kind of currency), payments in either cash or 
airtime could easily be delivered to workers. The system’s use is described with the 
following hypothetical scenario:  

   David, Maasai Herdsman, Kisumu, Kenya . While David had been unable to complete for-
malized education, he, along with many of his Maasi peers, does own a mobile phone. 
David completes voice-tasks, helping Nokia train a speech recognition engine on his native 
Maasai dialect. When David wishes to complete a task, he ‘fl ashes’ the txteagle Asterisk 
box that calls him back, asking him to repeat specifi c key words and phrases. After 30 min-
utes of work, David has earned enough airtime to last him a week  …  (Eagle  2009 ) 

   Due to the limitations of available mobile phones (e.g., relying on numeric text 
entry), human computation tasks supported by  txtEagle  were primarily text- and 

3   Though even the computation of transmitting network data could be performed by humans, in 
what is informally called a “sneakernet”. 
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audio-based: for example, human computers would perform transcription (of English 
words for those who were fl uent) or translating text between their local languages to 
support software localization. Other systems have been developed to overcome these 
mechanical limitations. For example,  mClerk  (Gupta et al.  2012 ) uses proprietary 
protocols that predate MMS to send images to low-end phones in semi-urban India. 
This enables human computers in the region to perform optical character recognition 
(OCR) on scanned images. 4  Similar to  txtEagle ,  mClerk  pays human computers with 
mobile airline, administered manually through a “recharge shop.” 

 Interestingly, in deploying the system, the researchers developing  mClerk  found 
that potential workers were skeptical of the system (perceiving it as a possible scam 
rather than a potential source of income). Yet once they overcame their skepticism, 
most users reported such human computation tasks were good for killing time. This 
study highlights some of the complications of developing mobile-based human 
computation systems:  computation activities need to be able to fi t into existing 
activity structures . For a human computation system to be operated pervasively, it 
needs to fi ll the same interaction gaps addressed by other mobile usage (see e.g., 
O’Hara et al.  2007 )—for example, tasks that computers are able to complete in 
short bursts of time, or that can be performed while engaged in other activities. 
The micro-tasks common to systems such as AMT are usually suitable for such 
 situations; nevertheless, such a restriction may infl uence the development of future 
pervasive computing systems. 

 The projects sampled here are all systems deployed within developing regions, 
raising the question of what factors may make such contexts amenable to pervasive 
human computing. I suggest that the main factor may be the “for pay” nature of 
crowdsourced human computation systems (such as AMT) that provide an interac-
tion model for use of these systems. Although the economics of such systems are 
still being researched (see e.g., Horton and Chilton  2010 ; Silberman 
et al.  2010 ; Toomim  2011 ), in practice AMT-style tasks are performed for a rela-
tively small wage. 5  As payment is the primary motivator in these markets, a low 
wage may restrict usage to those computers for whom the wage is still “worth the 
time”: those in developing regions. Even non-pervasive human computation mar-
kets such as AMT see more work from lower-income regions such as India than 
higher-income countries such as the U.S. (Ross et al.  2010 ). 

 Thus designing pervasive human computation systems that are deployable in 
developed regions may require designs beyond “AMT on a cell phone”, offering 
non-monetary motivations for performing computation. For example Heimerl 
et al. ( 2012 ) describe integrating human computation into a vending machine, using 
non-vital snacks as a reward instead of monetary payment. This design is exemplary 
of pervasive human computation, as the human computing is integrated into the 

4   MobileWorks  (Narula et al.  2011 ) also supports human-performed OCR via mobile phones, but 
delivers images over a web application that requires a more powerful (and expensive) mobile phone. 
5   In 2009 (Ross et al.  2010 ) report workers from India make about USD 2.00/h on AMT, while in 
2012 (Gupta et al.  2012 ) report the  mClerk  system payed around USD 2.84/h. 
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everyday environment. Other motivation structures may avoid extrinsic rewards all 
together, such as by “gamifying” human computation (e.g., von Ahn and 
Dabbish  2008 ; Carranza and Krause  2012 ). Such efforts can build on research into 
pervasive games (Montola et al.  2009 ) and games for harnessing collective intelli-
gence (e.g., McGonigal  2008 ) to design interactions in which utilizable human 
computation pervades a game activity, which itself can pervade everyday life. 

 Whatever the motivation, while deploying AMT-style human tasks to mobile 
human computers does move the computation into a pervasive context, this form of 
interaction may not fully utilize the situatedness enabled by pervasive computing. 
Classical human computation tasks such as image identifi cation rarely depend on or 
consider the context in which the computation is performed: indeed, identifying 
images on a mobile phone may even be made more diffi cult because of differing 
environmental lighting conditions! Systems such as  txtEagle  and  mClerk  do con-
sider the social and cultural context of the computers to a small extent (e.g., when 
asking for translations between local languages), but these systems fail to consider 
the human computer’s  specifi c  environment. Further research is needed into how the 
specifi c context in which human computation is performed may infl uence either the 
distribution or evaluation of AMT-style tasks in order to more effectively develop 
pervasive human computation systems. 

 In sum, the ubiquity of mobile devices offers a suitable platform for developing 
pervasive human computation systems—whether they simply provide a method for 
participating in existing crowdsourcing markets while on the go, or if they build on 
new forms of interaction for motivating contributions during short moments of free 
time. Yet motivating adoption of human computation platforms may require moving 
beyond the mobile device as a platform, embedding avenues for performing human 
computation in the artifacts that fi ll peoples’ environments. Such embedding may 
help systems to better utilize the situatedness of the pervasive human computing, 
taking advantage of the computer’s specifi c local and social context.  

    Human Sensing of Local Environments 

 While many existing human computation systems utilize the AMT-style “receive a 
task; complete a task; receive a reward” model of interaction, such systems do not 
fully utilize the mobile, pervasive nature of the interaction. Other forms of pervasive 
human computation work to expand the idea of what it means for humans to perform 
computation in order to take advantage of the localized context afforded by pervasive 
computing. These systems move beyond asking humans to act as just information 
processors, to asking them to emulate other aspects of mechanical computation. 

 The most prevalent of these other aspects is  sensing  the surrounding environ-
ment: in particular, having humans control and direct the use of embedded sensors. 
Also known as  participatory sensing , this mode of interaction emphasizes crowd-
sourcing the use of sensors embedded in mobile devices, thereby enabling large 
groups of people to “gather, analyze and share local knowledge” (Burke et al.  2006 ). 
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Such interaction can be used to enable citizen science (e.g., Paulos et al.  2009 ), hav-
ing humans direct the collection of pollution or noise data to better inform scientifi c 
research. Similarly, other systems such as  PhotoCity  (Tuite et al.  2011 ) have humans 
direct the use of an even more common type of sensor: the visual sensors that form 
the cameras found in most smart phones. In this system (framed as a game to moti-
vate participation), humans use the cameras to intelligently provide photos that can 
be combined to successfully create a 3D reconstruction of a location. Thus rather 
than performing computation to  process  data, these human computers use their 
decision making skills to  produce  data that can then be processed. 

 As Reeves and Sherwood ( 2010 ) point out, the decision-making performed by 
humans in choosing how to direct the sensors is still a valid form of human compu-
tation. Such decisions “draw upon human agency and local practices” (Reeves and 
Sherwood  2010 ) to produce data more effi ciently than may be produced by a fully 
automated sensor network (à la, Chong and Kumar  2003 ), much as human computa-
tion can be more effi cient at the prototypical task of image identifi cation. By putting 
humans in the loop in these pervasive sensing systems—turning them into pervasive 
human sensing systems—the computational efforts exerted by humans can out- 
perform the computational efforts of the machines. Thus such human-directed sens-
ing is a form of pervasive human computation: one that effectively utilizes the 
situated, localized nature of the computation being performed 

 Beyond simply directing mechanical sensors, pervasive human computation can 
even involve humans performing the sensing themselves. In this model of interac-
tion, a system may query people for information that they can sense (e.g., “is there 
traffi c?” “how’s the weather?”), and then aggregate that data in order to produce 
computational models. To ease participation (and make such participation truly per-
vasive), the aggregating system can rely on reports that humans already produce, 
such as through social media. For example, people’s reports of earthquakes on 
Twitter can be used to send alerts and notifi cations faster than traditional reporting 
systems (Sakaki et al.  2010 ), or provide situational awareness to support disaster 
response (Vieweg et al.  2010 )  because  sensed data result from very specifi c con-
texts. These applications thus demonstrate how the situatedness of pervasive human 
computation can enable novel and effective systems. 

 This view that humans-as-sensors perform computation stretches the traditional 
understanding of what “human computation” entails (though Reeves and 
Sherwood ( 2010 ) note that even some tasks on the traditional human computation plat-
form of AMT, such as writing product reviews, might not be considered “computa-
tion”). Zittrain’s paper  Ubiquitous Human Computing  (Zittrain  2008 ) even suggests that 
systems that report biological vital signs from humans can be conceived as a form of 
human computation—computation that involves humans directly. Indeed, Zittrain sug-
gests that such sensing could be used to support epidemiology–building on existing data 
mining systems such as Google Flu Trends (Google  2013 ). Quinn and Bederson ( 2011 ) 
argue that data mining systems are not human computation systems in themselves, but 
may they not be systems that involve or rely upon human computation? 

 In order to consider how human computation can best take advantage of contex-
tual information available in pervasive systems, we may need to expand our 
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understanding of what it means for a task to be computational. For example, social 
interactions are not normally considered to be computation, yet there may be iden-
tifi able “algorithms” which apply in these situations (such as the scheduling algo-
rithm of how to plan one’s day). If we want to make human computation pervasive, 
we may need to apply technomorphisms 6  to the wide range of actors and artifacts 
that exist within pervasive environments—using the lens of computer science and 
computation to look at traditionally non-computational systems. Such consider-
ations can help us to take full advantage of the situated pervasive contexts in which 
pervasive human computation is performed.  

    Situating Pervasive Human Computation 

 Pervasive computing is computing that occurs in a variety of contexts: computation 
in the everyday world in which we live. Similarly, pervasive human computing 
moves human computers away from the desktop and “into the wild,” allowing that 
computation to occur within a particular localized and social context—where and 
how the computation occurs matters! But how can we best utilize the contextualiza-
tion afforded by pervasive human computing? How can performing human compu-
tation out in the world benefi t existing forms of interaction (beyond simply increasing 
the availability of human workers), or otherwise enable the development of new 
systems? Future research is needed to further study the impacts of pervasive com-
puting’s situatedness on human computation, and how to best harness local contexts 
in human computation systems. Thus the signifi cant open question is:  in what ways 
does the situatedness enabled by pervasive systems infl uence human computation?  

 For one, research needs to explore how location infl uences computations per-
formed: do humans tend to perform different types of computation (or perform 
computation in different ways) depending on their location? Are there problems that 
are dependent on localized computation but may be amenable to completion by 
human computers? Are there forms of human computation that could be immedi-
ately applied to problems in a local environment? 

 Second, research might consider how the presence of other nearby actors and 
artifacts—human or mechanical—can shape human computation performed perva-
sively. For example, research might consider the effectiveness of encouraging 
impromptu face-to-face collaborations, either between existing social groups or 
between co-located human computers. Other systems might use the pervasive pres-
ence of computers in order to help organize or control devices embedded in the 
environment. The question of how human computers may interact with their envi-
ronments when computing in a pervasive context—how to best harness the potential 
benefi ts of this interaction—requires further study. 

6   A play on “anthropomorphism,” referring to the attribution of technological characteristics to 
non-machines; see e.g., Vertesi ( 2008 ). 
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 Finally, what are the infl uences of different cultural or social contexts? Cultural 
context is already a factor that needs to be considered when using existing human 
computation systems: translation tasks may require a certain fl uency, or identifi cation 
tasks may rely on knowledge of particular cultural touchstones. These issues may be 
further complicated when human computation occurs in a potentially more heteroge-
neous pervasive context. Similarly, the value or acceptability of systems may be infl u-
enced when presented within a social context that is not traditionally understood as 
computational—such as how the  mClerk  system was viewed as a potential scam 
(Gupta et al.  2012 ). The relationship between human computation, the connectivity 
and attention it requires, its framing of human labor, and other such factors need to be 
carefully considered in the development of pervasive human computation systems. 

 These are just some example questions that are ripe for future research; indeed, 
all these questions will need to be addressed in order to effectively utilize the situ-
ational context in which pervasive human computation is performed.   

    Invisible Human Computation 

 The research domain of pervasive computing is signifi cantly based on the vision pre-
sented in Mark Weiser’s foundational article,  The Computer for the twenty fi rst Century  
(Weiser  1995 ). In this paper, Weiser highlights the “seamlessness” of computer inter-
action enabled by pervasive computing—computers are so integrated with everyday 
artifacts and actions, that the computers “vanish into the background” and become 
invisible. The drive for computing technologies to become invisible, which has moti-
vated large swaths of pervasive computing research, is clearly established from the 
article’s fi rst sentence: “The most profound technologies are those that disappear. 
They weave themselves into the fabric of everyday life until their are indistinguishable 
from it.” Tolmie et al. ( 2002 ) refer to this idea as “unremarkable computing,” suggest-
ing that such seamless interaction results not from the design of the technology, but 
rather from how the technology is utilized in practice. Although there has been some 
criticism of invisible computing as a model of interaction (especially work on “seam-
ful design” (Chalmers and Galani  2004 ); see also Bell and Dourish ( 2006 )), it has 
remained the dominant vision of pervasive computing for decades. 

 But what happens when pervasive computing’s idea of invisibility is applied to 
human computers? What happens when the humans that are doing the work “vanish 
into the background?” Such vanishing already occurs in non-pervasive human com-
putation systems, such as how AMT obscures worker identities and renders them 
invisible by framing them as a form of infrastructure (Irani and Silberman  2013 ; Ross 
et al.  2010 )—a part of the system’s API. This obscuring leads to issues such as wage 
disparity (Silberman et al.  2010 ) in existing human computation systems—issues 
that likely would continue with pervasive human computation systems. Moreover, 
Weiser’s vision of invisible computing suggests the idea of “scrap computers” (dis-
posable computers, analogous to scrap paper); could making human computers 
invisible also cast them as disposable? We need to make sure that such obscuring 
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does not become even more prominent when developing human computation sys-
tems for a pervasive context in which seamless interaction is the norm. While 
machines and technology can vanish into the background, we as developers and 
researchers have a moral obligation not to let our technomorphism of human com-
puters cause the same to happen to them. 

 Notably, Weiser’s goal in making computers invisible was to “make individuals 
more aware of the people on the other ends of their computer links” (Weiser  1995 ): 
users would be more cognizant of the others they are interacting with than the tech-
nology. Yet human computation systems—in addition to obscuring the computer 
(who happens to be a human)—often work to obscure the “user” of that human 
computation. Zittrain argues that obscuring the user (the requester or employer in 
for-pay systems) denies the human computers the moral choice about what they do 
or how their computational labor is used (Zittrain  2008 ). Indeed, legitimate human 
computation platforms such as AMT have been used for illicit purposes (such as 
allowing spammers to break CAPTCHAs), likely without the human computers 
being aware (Harris  2011 ). The problem of computation being decontextualized 
may be more signifi cant in pervasive systems, particularly if the computation 
involves actions taken within a localized context—a human computer may be asked 
to act as a sensor and take a picture of a particular location without knowing the 
purpose of that surveillance. 7  

 In these ways, considering human computation through the lens of pervasive 
computing highlights issues in how human computation systems often render the 
computer invisible, whether or not that computation is performed pervasively. In 
developing pervasive human computation systems, we should adopt a design stance 
that acknowledges—even emphasizes—the “seams” in the system. We should sup-
port awareness of the connections between the mobile human computers and the 
users of their computation, as well as limitations of the system that may be intro-
duced by a particular localized context. Research should focus on revealing and 
harnessing the details of the human computation’s context, and not let the comput-
ing fade invisibly into the background.  

    Conclusion 

 In this chapter, I have discussed the concept of pervasive human computation: a 
mode of interaction in which human computation is performed by people during 
their everyday lives in a variety of localized contexts. This form of human computa-
tion can range from current microtask-based interaction forms ported to mobile 
devices, to having humans control or act as mobile sensors to provide 

7   The dangers of crowdsourcing activity without context are effectively dramatized in Bruce 
Sterling’s short story,  Maneki-Neko . 
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human- gathered data to computational systems. Pervasive human computation has 
the potential to allow human computers to harness localized or contextualized infor-
mation from their environment, thereby supporting a greater variety of systems and 
problem solving based on large-scale human-driven information processing. 

 When making human computing pervasive, the differentiating factor is the  context  
in which the computation is performed: rather than sitting at a desk, human computers 
can be out in the world. It is this situatedness that makes pervasive computing signifi -
cant—the computation occurs in a particular context. What is important is not that 
pervasive human computing occurs everywhere, but that it can occur  any where—in a 
variety of specifi c locations and contexts. In developing systems, we need to be care-
ful to not lose track of the particulars of the computation’s context. Instead, we need 
to harness these specifi c contexts through systems that respect and make apparent the 
participating human actors (whether the computers or the users of the computation), 
in order to develop the most effective uses of pervasive human computation.     
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 Introduction

Online communication media, such as social networks and news forums, have no 
lack of people providing their opinions on what the problems are with “big govern-
ment,” “big business,” the economy, the environment, the climate, healthcare 
or < insert “breaking news” story of the day >. Some people even make suggestions 
on how these issues could be addressed. Occasionally people will even sign their 
names to a petition on an issue they feel strongly about. But do people ever feel 
satisfied that their ranting, raving or even thoughtful discussion does any good? 
What if people had a means to channel this energy towards actually solving the 
problems that they face? This chapter introduces building blocks that will enable 
groups to discuss and solve problems in a massively collaborative manner. 
Discussion will occur around the thoughts, observations, and ideas that people con-
tribute. Linking these thoughts by association will form abstractions of the problem, 
and can also be used to form patterns for addressing different types of problems.

A problem is defined generally as a situation that may be improved by intervention. 
A solution is then defined as the approach or mechanism(s) for intervention. Problem-
solving is the process of describing a problem and seeking out a solution. When 
multiple people are involved in this process, it is likely that the people will differ in 
their experience with the problem, as well as on their opinion of what needs to be 
improved (if anything), and on how to intervene to improve the situation. This intro-
duces potential conflict, and makes collaborative problem solving more difficult.

Collective problem-solving is collaboration at a massive scale. Instead of a small 
group of collocated individuals working concurrently, we may have thousands of 
people working on the same problem or solution. This is likely to result in multiple 
interpretations of the problem and multiple solutions. The goal in this case is not to 
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define a single problem and solution, but to condense the many perspectives into a 
representative summary of the significant points of view. Essentially, we are mining 
the human contributions to understand the problem and seek possible solutions. 
This will help the decision-makers to evaluate which solutions will be most effec-
tive to achieve specific objectives, as defined by the collective.

There are many approaches to problem solving and computational tools to 
help model problems. A collaborative problem solving tool could do one of the 
following: select one of these existing mechanisms, provide access to many tools, 
or create its own approach. None of these options are ideal since the tool developer 
would need to decide between potentially alienating people who are reluctant to try 
a new approach, or developing a confusing “Swiss army knife” of multiple tools.

The approach described in this chapter provides a single tool that enables people 
to use their preferred problem solving approach, or to allow a new one to emerge. 
The tool provides building blocks (like Legos®;) that can be put together in infinite 
ways to compose a representation of the problem and possible solutions. We call 
these building blocks problem solving pavers (PSPs). The processes by which these 
living models are built are based on templates that can emulate an existing problem 
solving process. This chapter discusses these building blocks, and how groups of 
problem solvers (henceforth called solvers) can assemble them to emulate several 
existing approaches.

 Building Blocks

In this chapter, a problem graph refers to a graphical model in which the nodes 
represent components of a problem or solution, and the edges represent relationships 
between those components (see Fig. 1 for an illustration). A problem graph is essen-
tially a Markov random field (MRF) in which there are different types of nodes, and 
edges that represent dependencies between the nodes Kindermann and Snell (1980). 
An important characteristic of the MRF is that each node is conditioned on only its 
neighbors. This means that if a node receives the value of its neighbors, it does not 
need to know the value of other non-neighboring nodes to determine its own value. 
This is the Markov property that forms the basis for probabilistic graphical models. 
The Markov property has an important implication for collective problem solving. 
It means that the solvers can work locally, within their area of expertise, without 
knowledge of the whole problem space. As long as they can address the issues 
relevant to their area of interest (for instance factors that directly influence a particular 
decision), they can contribute their knowledge and experience.

A solver’s building blocks (PSPs) are the nodes and edges that they will combine 
to describe aspects of a problem or solution. We specify the types of nodes and 
edges to make them more meaningful to a large population of solvers. These com-
ponents are based on existing computational models (such as decision networks and 
semantic networks). In Markov random fields, the edges can be assigned a value, 
called a conditional probability. In English, this is the likelihood of one node given the 
value of another node. For instance, a node representing rain could be conditioned 
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on a node representing clouds, indicating that it is more likely to be raining if there 
are clouds than if there are not clouds. Mathematically, if there is an edge between 
two nodes X and Xi, P(X | Xi) is the value of X given the value of Xi. However, X is 
really conditioned on all of its neighbors Xn, so to find X, we use P(X | Xn).

In our approach, an individual solver only needs to indicate the existence of a rela-
tionship between two nodes. Similar to how some ant species form pheromone trails to 
a food site, repetitive trail marking increases the strength of the trail. The aggregate of 
these forms the value of the edge. If the edges represent conditional probability, and more 
people indicate the existence of a relationship between X and Xi than X and Xj, then 
P(X | Xi) > P(X | Xj). In English, this means that X is more dependent on Xi than Xj.

Fig. 1 Illustration of a graphical model in which different components are contributed by different 
solvers
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Seven types of nodes, shown in Fig. 2, are now described briefly. These nodes 
will have the same shapes in figures throughout the chapter. 

• Experience: An observation, event, or documented piece of evidence.
• Belief: A hypothesis, opinion, state, or even experience whose value is not certain. 

A belief is equivalent to a “random variable” in graphical models.
• Action: An intervention that can change the situation. An action can also repre-

sent a decision point.
• Goal: A state, belief, or experience that is desired. A goal can also be expressed 

to represent a constraint, utility or risk (as in Bayesian decision networks 
Shachter (1986)).

• Player: Represents a person or entity that is involved in a problem or solution. 
A player is not meant to represent the solver, unless the solver is also an actor in 
the problem/solution space.

• Function: Evaluates a mathematical function using the values on its incoming 
edges as input. For instance, a function can be used to sum costs or find the most 
likely (highest probability) hypothesis.

• Phase: A phase is a meta-node that “encapsulates” other nodes. It represents a 
stage in the problem-solving process. A series of phase nodes form a template for 
problem solving. Other types of nodes that are created during a specific phase 
will be connected to that phase node.

Templates can be used to represent and initiate a problem-solving process. 
Each phase may be associated with some instructions for the solvers. Templates 
will typically be defined by an advanced solver.

There are five types of edges that can connect these node types, discussed next. 
Which type to use may be determined contextually based on the node type, or it can 
be specified by the solvers: 

• Conditional: Indicates that the value of a node is dependent on or correlated with 
another. For instance, “rain” is correlated with “clouds”. This edge type can also 
simply indicate a relationship (for instance between two players).

• Hierarchical: Represents a categorical relationship, such that a concept “belongs 
to” another concept (e.g. “ice cream” belongs to “cold” or “tasty”).

Fig. 2 Different types of PSPs used for describing problems and solutions
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• Ordinal: Indicates a temporal ordering (such as actions that need to be done in a 
certain order), or a qualitative ordering (such as the relative importance of a set 
of goals).

• Comparable: Indicates that two nodes have essentially the same meaning in the 
problem context (such as “connection” and “relationship”).

• Numeric: Carries a numeric value with it, to be used as input to a functional 
node. Individual solvers can provide specific values for these edges (such as a 
cost estimate). These values can be aggregated in different ways (such as mean, 
median, etc.).

All edge types can be associated with some uncertainty. Consider the following 
example: “tasty” and “gross” are two different concepts, and 90 % of the population 
connects “ice cream” to “tasty” while the remaining 10 % connect it to “gross.” 
Unlike a semantic network in which relationships represents “facts,” we can infer 
that for this population, ice cream is more likely to be tasty than gross.

The problem-solving models created using these PSPs are “executable,” mean-
ing that the relative strength of each of a set of possible solutions can be found and 
presented to the solvers. These solutions may be the best that the contributing solv-
ers can derive. However, in general no guarantee will be made that the solutions are 
optimal. Finding an optimal solution is not our goal. Optimality is not attainable in 
many situations, due to conflicting objectives, incomplete information, and complex 
interdependencies. Ultimately, our goal is to achieve some form of equilibrium, 
allowing people to take action and make choices that take their consequences into 
consideration. The first step is to enable a large population of people to be able to 
describe problems and solutions.

The problem solving pavers that we describe are components in a collective 
problem-solving system, called ePluribus, that is in development by Management 
Sciences Inc. for a DARPA Small Business Research Innovation (SBIR) grant. 
Solvers will use ePluribus through a web browser or mobile app.

 Modeling Existing Problem-Solving Approaches

There are so many problem-solving techniques and models, that there is not enough 
space in this chapter to discuss how these building blocks can be applied to many of 
them. We have selected a few important approaches and computational models to 
illustrate the generality of this set of building blocks. In the following sections, 
we first show the template, which is the problem-solving process, and then we illus-
trate the process using the PSPs. The shapes of the nodes in these diagrams corre-
spond to the shapes in Fig. 2. The colors of the nodes indicate in which phase the 
node is created.

The purpose of this article is to demonstrate the generality of our approach to 
many problem solving techniques. Each of the techniques in the next section was 
designed for a specific purpose and is familiar to a specific set of experts. However, 
we do not necessarily recommend “trying these at home.” In section “Solution 
Paths: A More Intuitive Approach” we discuss a much simpler and intuitive 
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approach that helps solvers discover solution paths from an undesired situation to a 
more desirable situation. Table 1 lists each technique described in this chapter and 
summarizes their approach and intended purpose.

 Means-Ends Analysis

Means-ends analysis (MEA) was introduced by Newell and Simon in their ground- 
breaking work on the Artificial Intelligence system, General Problem Solver (GPS) 
(Newell and Simon 1963). The goal of that system was to enable a machine to use 
“human” reasoning. The authors applied MEA to logic problems, but the same process 
can be applied to more human-centered problems, in this case figuring out how to travel 
from a person’s home to her aunt’s house (based on1). The template is shown in Fig. 3. 
The problem is illustrated using our PSPs in Fig. 4 and discussed after the figure.

• Identify actions: At the top of Fig. 4 are actions (triangles) that should be 
taken when the state in the oval is true (where D is distance from Aunt’s). 

1 Example of Means-Ends Analysis, Rutgers University. http://www-rci.rutgers.edu/ cfs/472_html/
Planning/GPS_472.html

Table 1 Brief description and purpose of each problem-solving technique described in this chapter

Technique Description Purpose

Means Ends 
Analysis

Describe current and goal states and then 
apply operators to reduce distance to 
goal

Developed to imitate human 
reasoning in logic programs. 
Can be used to determine how to 
reach goal

Root Cause 
Analysis

Describe an undesired situation and then 
identify the causes for events or 
symptoms

Diagnostic mechanism used to 
uncover initial causes of a 
problem

Statistical 
Hypothesis 
Testing

Identify a default and alternative 
hypothesis and evaluate the likelihood 
of the default given observations

Used to evaluate whether new 
evidence supports replacing a 
dominant theory

Decision 
Matrix

List decision options and criteria. Find the 
highest scoring decision option based 
on how well each meats the criteria

Used to identify the best decision 
option given a number of criteria

Semantic 
Network

Describe concepts and the  
relationships between them

Used to describe knowledge so that 
it can be applied to solve a 
computational problem

Constraint 
Network

Identify situational variables and the 
constraints between them. Find values 
for variables that meet constraints

Used to constrain a solution space to 
those options that meet certain 
specific goals

Solution Paths Describe current and desired situations 
and identify best solution paths from 
current to desired

General purpose approach that 
enables a group to identify 
potential solutions from diverse 
perspectives
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The diamonds represent goals or sub-goals, which in this case are stops between 
Home and Aunt’s.

• Identify possible states and goals: Once the current state (Home) and goal 
(Aunt’s) have been identified, the solvers may want to consider subgoals or states 
that are between the current state and final goal. These are represented by dia-
monds in Fig. 4.

• Evaluate difference between current and goal states: The solver first observes 
that the distance between Home and Aunt’s is greater than 1,000 miles.

• Apply operator (action) to reduce difference: The distance causes the action Fly 
to be applied (which connects two subgoals Airport A and Airport B).

Fig. 3 Template of the means-ends analysis process. The arrows indicate phases that can be 
repeated until completion

Fig. 4 The means-ends analysis process using PSPs
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The solver still needs to figure out how to get to and from the airport, resulting in 
recursively applying the actions Train, Bus, and Walk. Eventually the diagram 
shows that the person can indeed reach her Aunt’s house using the available actions.

When multiple solvers contribute in means-ends analysis we may see alternative 
actions, subgoals and hypotheses about the state at a given time. One objective in 
this process would be to have consensus at least on the ultimate goal. Multiple paths 
to this goal may emerge due to variances in preferences.

 Root Cause Analysis

Root cause analysis (RCA) is a diagnostic mechanism often used in engineering 
fields to uncover the initial causes of a problem, instead of simply looking at the 
symptoms. The prolific Japanese inventor and founder of Toyota Motors, Sakichi 
Toyoda, has been credited with its introduction (Fatima 2011). RCA first collects 
data from a situation including symptoms and the events that led up to the situation. 
Analysis proceeds by asking why an unexpected or undesired event occurred. 
This process may be recursive. The initial (root) causes are then identified and 
recommendations to prevent these from occurring again are proposed. This process 
is shown in the template in Fig. 5.The following example uses PSPs to model a RCA 
example in Rooney andHeuvel (July 2004), in which the authors identify the root 
causes of a kitchenfire.

• Collect Data: The process begins in Fig. 6 at the bottom. The green rounded 
rectangles represent the chain of events (experiences) leading to a fire and caus-
ing it to destroy the kitchen.

• Causal factor charting: The causes of the events (in blue and purple ovals) are then 
explored, in particular what caused the fire to start and why the fire extinguisher 
did not work.

• Identify root causes: The nodes in purple are then identified as the “root” causes, 
which are events that can typically be avoided by doing something in a more 
appropriate manner. These may be indirect causes of the undesired events, but 
are key to their manifestation.

• Generate recommendation: Finally, recommended actions to inhibit the root 
causes in future situations, are presented (in red triangles).

Fig. 5 Template of the root cause analysis process
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Multiple solvers contributing in the root cause analysis process may result in a 
more diverse set of possible causes and potentially conflicting opinions about the 
causes. Conflicting opinions are not necessarily damaging, unless there is disagree-
ment on whether a recommended action is actually a root cause. In this case, more 
feedback and experimentation may be needed to resolve these discrepancies.

 Statistical Hypothesis Testing

Statistical hypothesis testing (SHT) is commonly used by scientists and analysts 
when considering whether new evidence warrants displacing a dominant theory. 
SHT uses sampling to compute the likelihood that experimental results occur given 
the null hypothesis (Gravetter and Wallnau 2012). If the likelihood of the null 
hypothesis being true given the observations is less than some predefined level of 
significance (los) then the null hypothesis can be rejected in favor of the alternative. 
The template for the statistical hypothesis test is shown in Fig. 7.

The diagram in Fig. 8 illustrates a hypothesis testing process using PSPs, in 
which the experiment tests a null hypothesis that “children watch on average 

Fig. 6 The root cause analysis process using PSPs

Fig. 7 Template of the statistical hypothesis testing process (From Gravetter and Wallnau (2012))
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3 hours of television (TV) per day.” This problem and its representation are now 
described.

• State the null and alternative hypotheses: The green ovals at the bottom of the 
diagram show the null hypothesis (on the left) and the alternative, that the children 
watch more or less than 3 h of TV (on the right).

• Set the criteria for decision: The population mean (PM) of 3 h is the current null 
hypothesis. The sample mean (SM) will be computed as the average number of 
hours watched given the observed sample. In this case the null hypothesis will be 
rejected when the likelihood of observing the sample mean given the null hypoth-
esis is less than the level of significance (set at 5 %). The top blue cross-shaped 
functional node uses the times from the n children as input and computes the sam-
ple mean. The bottom functional node takes in the sample mean and the population 
mean and computes the p-value, also known as the test statistic. This is the prob-
ability of seeing the sample mean given the population mean (P(S M | P M)).

• Run tests: The tests would ask or measure the number of hours that each of the n 
children watches TV per week. These numerical values then feed into the top 
functional node to compute the sample mean.

• Make decision to keep or reject null hypothesis: If the probability of the sample 
mean given the population mean is equal to or greater than the l o s, then the 
decision to retain the null hypothesis (left branch of diagram) will be fired. 
If P(S M | P M) < l o s, then the right branch will be taken and the null hypothesis 
will be rejected.

Fig. 8 The statistical hypothesis testing process illustrated using PSPs
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Multiple solvers contributing to a statistical hypothesis test could result in mul-
tiple alternative hypotheses and potential disagreement over how to compute the test 
statistic. Multiple alternative hypotheses can be addressed using an approach called 
simultaneous statistical inference Miller (1981). As for disagreement in other areas, 
the need for consensus would likely be correlated with the importance of the test. If 
the test has high significance, then the group building the experiment should settle 
on the details before conducting. In this case, multiple perspectives could be impor-
tant to ensure that all issues are considered.

 Decision Matrix

Decision matrices are used to select an option from a set of possible options. 
The options are evaluated by how well they meet a set of criteria. As in the process 
shown in Fig. 9, the criteria for a decision are identified and evaluated for to their 
importance. Then the alternatives are listed and evaluated by how well each meets a 
certain criteria. The final step is to compute the score for each alternative as a 
weighted sum of its scores for each criteria.

The decision matrix process using PSPs is illustrated in Fig. 10 and proceeds as 
follows: 

• List criteria: The green diamond goal nodes, C1… CK, represent the decision 
criteria.

• Order criteria by importance: Criteria are ordered by importance using the 
ordinal edges. The relative importance is shown by the thickness of the edges 
leading to the Best node (thicker means more important).

• List alternatives: The purple triangle action nodes, A1… An, represent the deci-
sion alternatives.

• Order alternatives by criteria: The thickness of the orange lines from each action 
to each criteria indicates each action’s ability to meet criteria. Ordering the 
actions can be done in one of at least of two ways. First, the alternatives can be 
ordered according to how well they meet each criteria using the ordinal edges. 
Second, the solvers can simply mark the alternatives that meet a criteria by creating 
or verifying the edge between the action and goal nodes.

• Select best alternative: The best alternatives will be those that have the heaviest 
edge weights to either the most important criteria, or spread evenly to all the criteria. 

Fig. 9 Template of the decision matrix formation process
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One could use functional nodes to compute the score of each alternative, or 
observe visually which alternatives seem best.

When multiple solvers contribute to the decision matrix, there could be signifi-
cant disagreement about the relative importance of the criteria and how well each 
decision option meets each criteria. There are at least two ways to evaluate the 
preference order of criteria. A first approximation would be to combine (in this case 
sum) the ranks provided by each solver. For instance, suppose three criteria, 
{C1, C2, C3}, are ranked by three individuals as follows (from most to least 
important): 

 

R C C C
R C C C
R C C C

1 2

2

2

  { , , }
  { , , }
  { , , }

=
=
=

1 3

2 1 3

3 3 1  

When each criteria is assigned a weight based on its rank ordered, from most to 
least important, with the weight 3 given to the most important, 2 to the second most 
important and 1 to the least important, the scores for each criteria are as follows: 

 

C R R1 1  2  3  1 6 (ranked second by , rst by  and third= + + = 2   by )
  3  2  3  (ranked rst by , second by  

1

1

R
C R R2 28= + + = aand rst by )

  1  1 2  4 (ranked third by , third
1

1

R
C R3 = + + =   by  and second by )1R R2  

In this case, C2 is the most important criteria according to the group of solvers 
because it has the highest overall weight. A second approach addresses the impos-
sibility theorem, introduced by Kenneth Arrow, that identifies possible contradictions 
when aggregating multiple preference orderings (Arrow 1950). In this approach, we 

Fig. 10 A decision matrix represented using PSPs submitted by one hypothetical solver
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would begin by ordering the possible permutations of the criteria by the number of 
people that support each ordering. This approach maintains the identity of very 
divergent groups, and allows competing approaches to be represented and consid-
ered. The foundations of this approach are discussed in Greene et al (2010).

 Semantic Network

Semantic networks are used to represent knowledge, and can be an important part 
of a problem solving process. The nodes represent the concepts, and edges between 
them are typically annotated with a semantic relationship (Sowa 1992). For instance, 
a directed edge between a predatory animal and its prey might be marked with the 
relationship “eats”. The process for defining a semantic network is fairly simple, 
and alternates between Identifying concepts and Identifying relationships. The 
building blocks that we have described do not specifically allow the edges to be 
annotated with anything other than a numeric value. Instead, all concepts should be 
contained in a node, including semantic relationships.

To simulate an annotated edge, the original concept is connected to a node 
containing the semantic relationship. Figure 11 shows relationships between 
some animals and their behavior. In the original network,2 the whale and fish nodes 
had edges pointing to a water node. The edges were marked with the label lives in. 

2 Based on a semantic network at http://en.wikipedia.org/wiki/Semantic_network, accessed 3/10/13.

Fig. 11 A semantic relationship about a set of animals. The bent edges are hierarchical relation-
ships and the straight edges are conditional

Building Blocks for Collective Problem Solving
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In the network in Fig. 11 the animal nodes are instead connected to a node Lives 
in water. Note that in this case, the entire verb phrase should contained in one 
node. While we could have a node representing water, a node lives in has no 
meaning on its own, and therefore cannot really be assigned a probabilistic value.

Multiple solvers contributing to a semantic network could result in disagreement 
about the semantic relationships between concepts. In this case, the relationships will 
become probabilistic. For instance, not all bears have access to fish. Solvers could 
add other semantic relationships, such as Eats berries and Eats elk. The frequency of 
edge validations would result in different likelihoods for P(E a t s_  f i s h | B e a r), P(E 
a t s_b e r r i e s | B e a r), and P(E a t s_e l k | B e a r). Alternatively, a more compre-
hensive bear classification could be described.

 Constraint Network

The last problem-solving example is based on constraint satisfaction problems, in 
which pre-specified constraints must be met for a solution to be valid. We use a 
constraint network as a foundation, in which an edge represents a constraint between 
variable nodes (Dechter 1992). Figure 12 shows the process for creating a constraint 
network.

The constraint satisfaction process with PSPs is now described using a cross-
word puzzle example from Dechter (1992). Figure 13 shows a crossword puzzle on 
the left and the words that can be used to fill it on the right. The allowed words are 
arranged to meet the constraints in the diamonds at the bottom of the figure. 

• Identify Variables: The green ovals in Fig. 14 represent the crosswords in Fig. 13. 
For example, W1 represents the horizontal, five letter word that starts in the top 
left of the crossword puzzle. These variables are connected to constraint nodes 
(green diamonds) that indicate how many letters the word must have.

• Identify domain (values for variables): The allowed values for the variables 
W1… W5 are shown in Fig. 13.

• Identify shared constraints: In the crossword example, a constraint between 
variables means that their crossword representations share a letter. For example, 
W1 must share a letter with W2 and W3. These constraint relationships are 
shown in Fig. 14 using the purple diamonds. The diamonds contain two num-
bers that represent word indices in each word that must contain the same letter. 

Fig. 12 Template for the constraint network process
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Fig. 13 A crossword with five words sharing constraints (on the left) and possible values for con-
straint variables (on the right)

Fig. 14 A constraint satisfaction solution described using PSPs 

For example, the diamond containing “1,5” on the path between W3 and W1 
means that the first letter of W3 must be the same as the fifth letter of W1. In this 
diagram, the first letter in the purple diamonds is associated with the variable on the 
top or left, and the second is associated with the variable on the bottom or right.

Building Blocks for Collective Problem Solving
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• Identify values that meet constraints: The last step is to find words (from Fig. 13) 
that meet the constraints in purple (in Fig. 14). If a constraint is met between 
two words then they will be connected with a path. This is represented by pairs 
of red rectangles that both connect to the same purple constraint node. A solu-
tion to the constraint satisfaction problem is found when all constraints are met. 
The diagram shows a solution in which all shared constraints are connected 
with edges.

Multiple objectives submitted by different solvers could result in shared con-
straints. For instance, suppose one person wants to see a Foreign movie and her 
partner would like to see a movie starring Ingrid Bergman. Meeting both constraints 
means that the pair see a Foreign movie starting Ingrid Bergman. It is possible that 
multiple constraints are mutually exclusive, meaning that they cannot both be 
addressed at the same time. In these cases, the network cannot be solved until one 
of the constraints is removed or modified. This collaborative process could reveal 
other constraints that the community can agree on.

 Solution Paths: A More Intuitive Approach

Each of the approaches described in the previous section is good for a specific 
purpose, and many of them provided a foundation for our problem solving building 
blocks. However, none of the approaches can be used in all situations. We intro-
duce a simple approach that may contain elements from the existing approaches, 
but can be applied in multiple situations. This approach, called solution paths is 
most like the means-ends analysis described in section “Means-Ends Analysis”. 
We observed that problem-solving always involves one or both of the following 
stages: (1) attempting to understand a given situation and (2) attempting to 
improve the situation through intervention. To accomplish the second stage, it 
helps to know what “improve” means to those that would like the problem solved. 
Figure 15 illustrates the template for the solution paths approach, which helps solv-
ers identify paths from an undesired situation to a desired situation. This process 
could also be used to identify paths that might cause a desired situation to devolve 
into undesired.

Fig. 15 Template of the solution paths approach developed by the authors 
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Figure 16 illustrates the problem solving process undertaken by the authors 
(a married couple) who wish to be able to live in their camper for extended periods 
of time. In order to do so, they need to address the inability to use the power outlets 
while not connected to “the grid.” The process is described next. 

• Describe undesired situation (left side): The solvers first describe the camper as 
it is, including what it lacks and what it has. The main problem is that they cannot 
work for long periods in the camper when off-grid because they cannot plug in 
their computers. They also have no oven.

• Describe desired situation (right side): The ultimate goal is a “livable” camper, 
in which they can have off-grid power and good food. Of course the solutions 
should be practical, meaning not too costly and they should not add a lot of 
weight to the camper.

• Find solution paths between undesired and desired: Once the current situation 
and goals have been identified, the solvers then can start the main work of find-
ing possible solution paths. This includes evaluating the specifics of what is 
needed to enable the goals to be met, and providing potential solutions that 
address these needs (such as a generator and solar power system). In addition, 
they must consider the secondary issue of wishing to have good food. Some of 
the solutions have undesired side effects, such as the noisiness of the generator. 
The solvers also added function nodes to compute the costs of each solution 
(details not shown).

• Identify best paths: A solution path should connect the left side to the right side. 
In this case there are a number of sub-goals, and the best solutions will address 
all of these. This means that there may be branches in the paths, but that all 

Fig. 16 A solution paths approach described using PSPs
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branches should be taken to complete a solution. The best paths are those with 
the greatest support. In this case, this means that both solvers agreed that the path 
was good. These paths are indicated by a heavier, red line.

The reader might observe that this problem-solving process bares similarities to 
the decision matrix. In this case, the solvers are evaluating different options based 
on multiple criteria. An important distinction is that the solution paths approach 
allows the solvers to address multiple sub-problems. In this case, they are attempt-
ing to find a solution that meets two diverging needs- power and cooking. Another 
distinction is that this approach allows the solvers to specifically identify the issues 
that prevent or enable paths to be created (for instance, the need to power three 
computers). Finally, there is really no need to have all problems, goals and potential 
solutions enumerated prior to beginning the process. In fact, the authors did not 
identify the “dutch oven” possibility until well into the process.

When multiple solvers are involved in the process, or the problem is complex, 
multiple solution paths may emerge. The goal would be to identify the most viable 
paths that achieve a more desired situation. To get everyone on the same page ini-
tially, the group should at least agree on one statement to describe the undesired 
situation and one statement to describe the goal (or desired situation). There may be 
multiple competing or parallel subgoals, but at least with a common goal there is 
one shared element to unite the collective.

 Conclusions

The set of problem solving pavers discussed in this chapter was selected to enable 
human problem-solvers to describe and explore problem and solution spaces. 
The goal is to allow many individuals to work distributedly on the same problem. 
By decomposing the problem into interrelated components, the problem can be 
addressed at multiple levels of abstraction and solvers can focus on the parts of the 
problem they are familiar with.

The examples in this chapter were contrived in order to make a case that the 
building blocks are generalizable enough to be applied to many different problem- 
solving approaches. A new problem-solving template was introduced that enables 
solvers to combine elements from different approaches to lay solution paths from an 
undesired state to a desired state. The best solutions, according to the community of 
solvers, will be the paths with the strongest support. Future work will address inter-
faces for collective problem solving and demonstrate these building blocks used in 
real problem-solving situations.
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 Introduction

Research has demonstrated that opinion pools and prediction markets outperform 
single expert opinion when forecasting the outcome of complicated aggregated 
events. Decomposition-Based Information Elicitation and Aggregation (DAGGRE) 
is a program sponsored by Intelligence Advanced Research Projects Activity 
(IARPA) and executed at George Mason University (GMU). DAGGRE is finding 
methods to improve over the unweighted average or plain-vanilla prediction mar-
kets (Hanson 2007).

Prediction markets are fundamentally markets for information. They use a web 
based platform where any user (forecaster) can log in and make his or her own bets 
with respect to the forecasting problems. Prediction markets are a useful and effi-
cient way for aggregating human judgment and the wisdom of the crowds (Lyon and 
Pacuit 2013).

For example, Fig. 1 shows such a forecasting problem on the DAGGRE predic-
tion market. The forecaster adjusts the probability based on her own judgment. 
When the question closes (the event happens or the deadline of the question expires), 
she is rewarded or punished for how close her change in forecast was to the actual 
outcome of the event. 

Prediction markets are therefore a mathematical set comprised of forecasting 
problems, probability values, users (or forecasters) and incentives (points or money 
in certain cases).
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DAGGRE started as a plain prediction market and, after roughly 1 year, it became 
the first generalized combinatorial market in the world. The combinatorial predic-
tion market allows for the events that are being forecasted to be linked among each 
other, so that the probability of the outcome of one event may become the assump-
tion for another event (Hanson 2003). In this way, the users are using the informa-
tion the market itself provides and not only external sources. Participants can make 
trades on combinations of events, i.e.: “Will there be an uprising in Region A” 
assuming the truth or false value for “Will there be an uprising in Region B”.

The combinatorial prediction market is fundamentally a Bayes Net (Pennock and 
Xia 2011), where the nodes are represented by each question and the links between 
them represent dependencies. Bayesian Networks are belief networks expressed as 
probabilistic graphical models (Ben-Gal 2007). The nodes are the variables and the 
edges are the conditional dependencies between the nodes. The probability values 
of the nodes in a Bayes Net are conditional on the probabilities of the other nodes. 
Bayesian Networks are used in many fields and particularly in decision support 
systems, because they are a very helpful tool for causal reasoning and inference.

Fig. 1 An example of forecasting problem from the DAGGRE prediction market
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Besides a few thousand human users, DAGGRE also employs automated traders 
(autotraders), using simple algorithms to determine a desirable estimate for trading, 
without human intervention (or, while in testing, with limited human intervention). 
Autotraders are designed to examine a set of questions that appear on the DAGGRE 
prediction market website, and make trades on selected world events. These world 
events can be any type of macro level social phenomena, such as elections, riots, 
international agreements, epidemics, a.s.o. (Cameron 1963).

These autotraders are adapting to the market forecasts, in the sense that they read 
the estimates given by the market and only afterwards places the bid. They adapt to 
the human trades (Holland and Miller 1991).

 Methodology

Most multi-agent systems and simulations involve algorithms that are designed to 
“interact” with each other. In the case of DAGGRE, the algorithms are interacting 
with humans and are behaving adaptively to the aggregate human judgment, or the 
“wisdom of the crowds” (Surowiecki 2005).

The experiments described below shows comparatively the forecasting accuracy 
of a Bayesian Network model, a flat prediction market, a combinatorial prediction 
market and an auto trader (which methodology performed better and under which 
conditions). We started by forecasting a hypothesis (“Grexit” in this case, described 
in the following section) independently on the flat prediction market and the Bayes 
Net model. After we compared the performance between the two methodologies 
and the DAGGRE flat prediction market was switched to a combinatorial prediction 
market, we decided to combine the two methodologies into an auto trader and to 
asses the forecasting boosting power in accuracy of both methodologies combined.

The auto trader is fundamentally an algorithm we designed based on the original 
Bayes Net model that was trading on the combinatorial prediction market.

The BAYES NEt algorithm uses a knowledge-based approach (Matsumoto et al. 
2011; Sun et al. 2012). Experts specify a Bayes net model and the conditional prob-
abilities for each node (the weights of the dependencies between nodes). In the 
Bayes Net model, each node represents a question about a geopolitical event that is 
also up for bidding on the DAGGRE prediction market. The model aims to forecast 
the probability of an event to happen (also named “target” or “hypothesis”  question), 
conditional on the other events described by the Bayes Net (named “supporting” 
questions). The algorithm then reads the current market estimates for the set of sup-
porting questions as ‘soft evidence’ to infer the likelihood of the hypothesis ques-
tion, and it only trades on the hypothesis question. The soft evidence is the partial 
evidence that comes from the real world which is likely to have an impact on the 
outcome. For example, more information from the opinion polls or from mass 
media before an election will trigger an adjustment and a revision of the probability 
of the event to happen.

Adaptive Agents in Combinatorial Prediction Markets
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In order to assess the performance and forecasting accuracy, either on the market 
or for the Autotraders presented in this paper, we calculate the Brier score. The 
Brier score (Brier 1950) is a measurement of the accuracy of probabilistic 
predictions. 

 
BS forecast outcome no forecasts= -å ( ) / .2

 
(1)

The outcome can only be 0 (False) or 1(True).
As a distance metric, lower is the better. The Brier score ranges from 0…2, and 

is the sum of the squared differences between the forecast and the outcome averaged 
over the number of forecasts. For example, on a binary (Yes/No) question, simply 
guessing 50 % all the time yields a score of 0.5. The closer to 0, the better the fore-
casting accuracy.

All Autotraders receive points in order to make trades. As do human traders, they 
gain points if they invest “well” and lose points in they disinvest. In other words, 
they are rewarded and punished equally as a human trader would be if they made the 
same trading decisions.

The Autotraders are communicating with the market daily, by reading the last 
values of the estimates and by placing their bids.

 Grexit: The Flat Prediction Market

One of the world events that we have been forecasting on DAGGRE both in the flat 
and in the combinatorial prediction market was the exit of Greece from the European 
Union (not only the Eurozone, but from the Union itself), named by mass-media as 
Grexit.

The premise for this event was that Greece has defaulted on all its loans, yet it 
also received a huge cut on its private debt. We started with a singular question in 
the flat market, such as “Will Greece remain in the European Union by June 1, 
2012?” and we developed a Bayes Net model offline (see Fig. 2). 

The forecasting problem of Greece exiting the European Union (“Grexit”) is the 
hypothesis and therefore the core node in the Bayen Net model we developed 
offline.

The decision nodes in the Bayes Net reflect the only two possible official ways 
for Greece to exit the EU:

 1. Will Greece be ejected from the EU by June 1 2012? Outcome: Y/N
 2. Will Greece withdraw from the EU by June 1 2012? Outcome: Y/N

These decision nodes were added as separate questions in the market. The model 
relies on the assumption that there are only two decision makers that would have an 
impact on the hypothesis: either the EU decides for Greece to be ejected or Greece 
decides to withdraw. For either decision maker, the actual event would not happen 
unless the vote in the EU is unanimous. Nevertheless, the model assumes that such 
a decision would mostly be influenced by the vote of Germany.

A. Berea



371

In this offline Bayes Net, the probability of the core node is given only by soft 
observations. This means that the core forecasting problem is being revised based 
only on the indirect prediction market information that comes from the supporting 
nodes (the values the prediction market gives to “Germany” and “Withdrawal”). In 
this case, they are represented by the blue nodes (see Fig. 2). The blue nodes are the 
ones that continuously update the probabilities of the supporting (evidence) nodes 
in the model.

The core node is the final outcome of the model (the hypothesis), that we needed 
to assess based on the daily updating of evidential nodes (blue). The evidential 
nodes are the inputs in the model. The evidential nodes show the status of the pre-
diction market for nodes “Germany” and “Withdraw” respectively. The probabili-
ties in the evidential nodes are updated by introducing the likelihood values. For 
example, if we introduce a likelihood of 60 % true (40 % false) in the “Germany” 
node and propagate through the network, the core probabilities get updated. 
Propagation is performed using Jeffreys’ Rule (Jeffreys 1946).

Jeffrey’s rule revises the probability of a function based on another function; in 
this way, it conditions the probability of an event on another event and updates the 
belief about an event (“Grexit”) based on the beliefs of other events (Germany’s 
voting influence and Greece’s own view of the EU membership).

For the core node, we compared this observation given by the offline model with 
the estimate from the market:

 1. We update the core with the likelihood and propagate through the network (blue 
nodes).

 2. We compare the probabilities of the parent nodes with the market.
 3. We analyze the differences from the updated BN probabilities and the market in 

forecasting accuracy.

Figure 3 shows that the offline Bayes Net model performed better than the mar-
ket. This is an expected result, given that the human users did not link the three 

Fig. 2 The offline Bayes Net model of Grexit. “Germany” represents the node for Germany voting 
power to eject Greece and “Others” represents the other European Union members (other than 
Greece itself) that also have voting power. The true/false nodes are the forecasting questions on the 
market; the likelihood/dummystate nodes are the likelihood updates for the respective forecasting 
questions
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forecasting problems causally in the market and estimated on each of them indepen-
dently. This result also implies that linking the events gives better and more refined 
forecasting. 

Figure 4 shows on top how the Brier score of the market performed while the 
question was live, closing with a value of 0.1. 

The Brier score of the offline Bayes net model was 0.00012, which shows an 
improvement of three orders of magnitude relative to the flat prediction market.

 “Grexit”: The Combinatorial Prediction Market

After the launch of the combinatorial prediction market, we also re-launched the 
same three questions with respect to Grexit, only that now the users were able to 
link them in the market as well and make their estimates given the probabilities 
from the parent nodes. One important thing to note though is that, although this 
capability was available, the users would not always use the combinatorial feature 
to place their bets. In other words, if they wished so, the human users were able to 
use the links between the events implied by the Bayes Net model that we only used 
offline in the flat prediction market; they were able to use the supporting questions 
as assumptions for the hypothesis.

Fig. 3 The offline Bayes Net model versus the flat prediction market on Grexit. The time series of 
the estimates (probabilities) shows that the probability of Greece exiting the European Union is 
closer to the outcome (0 = False) for the offline model than for the market. The raw estimates 
 (probabilities) that are given by the forecasters range from 0 to100
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The re-launched questions were also ordinal—we allowed for a flexible resolu-
tion deadline, i.e.:

Will Greece exit the EU:

 (a) Between August 7, 2012 and October 1, 2012.
 (b) Between October 1, 2012 and January 1, 2013.
 (c) Between January 1, 2013 and April 1, 2012.
 (d) Not before April 1, 2013.

For robustness, the same time intervals were used for the causal nodes of 
“Germany” and “Withdraw”.

All questions closed with the outcome (d) Event will not happen before April 1, 
2012.

Figure 5 shows the aggregated Brier score of Grexit given by the combinatorial 
market. 

The overall Brier score of Grexit on the combinatorial prediction market is 0.019 
and the Brier scores for the supporting questions were 0.01 for “Withdrawal” and 
0.008 for “Germany”. In this case, the human users performed better than in the flat 
prediction market, with an improvement of one order of magnitude in the Brier score.

Fig. 4 The Brier score of Grexit on the flat prediction market. The bolded line represents the final 
outcome (1 = True) and the plotted line represents the daily Brier score aggregated for the entire 
market
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 “Grexit”: Adaptive Agents in the Combinatorial Prediction 
Market

In the third stage of the experiment, alongside human users, we also introduced the 
Bayes Net Autotrader, an algorithm that would trade every day on the core question 
of Grexit, taking into account the estimates given by the combinatorial market on 
the parent nodes (“Germany” and “Withdraw”). The autotrader performance is 
close to the one of the market, as the updating is performed every day.

Figure 6 shows the Brier score for the autotrader. Similarly to the market, the 
autotrader’s forecasting accuracy is better than the one given by the offline Bayes 
Net in the flat prediction market, but only marginally better than the forecasting 
accuracy of the combinatorial market. 

The overall Brier score of the autotrader was 0.0033, an improvement of one 
order of magnitude relative to the combinatorial market and of two orders of mag-
nitude relative to the flat prediction market.

Fig. 5 The Brier score of Grexit on the combinatorial prediction market. Each line represents the 
probability/estimates time series for each of the four options (time intervals). The line at the top of 
the plot corresponds to option (d) Not before April 1, 2013; and the large point changes in values 
show that the forecasters (human or auto trader) can be wrong in assessing the outcome. This is 
mitigated by the final Brier score, which is an averaging measure
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The results given by this series of experiments show that there can be designed 
an auto trader for the prediction markets to improve forecasting accuracy of meth-
ods such as crowdsourcing and the wisdom of the crowds. The auto trader is based 
on probabilistic models designed by the experts, but it is adaptive to the information 
received from crowdsourcing and the prediction market.

 Conclusions

The combinatorial prediction markets allow for a better forecasting environment, 
both for human information crowdsourcing and for adaptive autotrading. The ongo-
ing experiments with Bayes Net decompositions and adaptive agents in real time 
show that combinatorial prediction markets are a very powerful tool for improving 
forecasting accuracy in real time.
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        The present chapter focuses on the risks and rewards of using online marketplaces 
to enable crowdsourced human computation. We discuss the strengths and limita-
tions of these marketplaces, with a particular emphasis on the quality of crowd-
sourced data collected from Amazon Mechanical Turk. Data quality is by far the 
most important consideration when designing computational tasks, and it can be 
infl uenced by many factors. We emphasize Mechanical Turk because it is currently 
one of the most popular and accessible crowdsourcing platforms and offers low bar-
riers of entry to researchers interested in exploring the uses of crowdsourcing. In 
addition to describing the strengths and limitations of this platform, we provide 
general considerations and specifi c recommendations for measuring and improving 
data quality that are applicable across crowdsourcing markets. 

 Crowdsourcing is the distribution of tasks to a large group of individuals via a 
fl exible open call, in which individuals work at their own pace until the task is com-
pleted (for a more detailed defi nition see Estellés-Arolas    and González-Ladrón-de-
Guevara  2012 ). Crowd membership is fl uid, with low barriers to entry and no 
minimum commitment. Individuals with heterogeneous skills, motivation, and 
other resources contribute to tasks in parallel. Crowdsourcing leverages the unique 
knowledge of individual crowd members, the sheer volume of their collective time 
and abilities, or both to solve problems that are diffi cult to solve using computers, 
or smaller and more structured groups. 
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 The unique strengths of groups are generally used to solve one of two basic kinds 
of problems. Some problems have no obvious a priori solution, but correct answers 
seem obvious in hindsight (e.g. insight problems; Dominowski and Dallob  1995 ) or 
can be verifi ed. In these cases, crowds can generate responses from which the “best” 
response can be selected according to some criteria. The volume and diversity of 
workers with different perspectives, strategies and knowledge can lead to quick, 
unorthodox, and successful solutions. The Internet has furthered this approach to 
problem solving by creating virtual meeting places where people can post problems 
for others to solve. For example, Innocentive (Allio  2004 ) is a website that has 
helped companies fi nd solutions to technical challenges like preventing oxygen from 
passing through rubber, or adding fl uoride powder to toothpaste without dispersing 
it into the air. Often solutions to these specialized, technical problems are provided 
by amateurs, hobbyists, or experts in apparently unrelated fi elds (Lakhani  2008 ). 

 Tasks that require resources beyond those available to a single individual or work 
group are also well-suited to crowdsourcing. The compilation of the Oxford English 
Dictionary is one early example of this approach. A unique feature of this dictionary 
is that it includes not only defi nitions, but also published examples of word use. 
Examples were collected on slips of paper by a large body of volunteers and then 
aggregated by editors (Winchester  2004 ). Advances in machine computation have 
made it easier to manage projects of this scale. For example, The Open Science 
Collaboration coordinates the real time collaborative efforts of scientists and citizen- 
scientists to systematically code, replicate and communicate social scientifi c fi nd-
ings using freely available web-software (Open Science Collaboration  2013 ). 

 A subset of time-intensive tasks are tasks that are easy for people to solve, but 
diffi cult for machines to solve. These assignments are particularly amenable to 
crowdsourcing. In many cases, a crowd’s responses can be automatically aggre-
gated, eliminating the need to comprehensively review responses. The volume of 
workers performing each task can allow ideosyncratic perspectives, strategies and 
knowledge to be homogenized through aggregation, leaving consistent performance 
across a task even though each individual completed only a small portion of it. 
Consequently, advancing machine computation has increased the applications of 
crowdsourcing through the development of human-machine hybrid systems that 
tackle ambitious projects such as describing the contents of images in near real time 
(e.g., VizWiz; Bigam et al.  2010 ), classifying millions galaxies (Galaxy Zoo; Lintott 
et al.  2008 ), or determining the shapes that proteins fold into (Foldit; Cooper et al. 
 2010 ). Each of these projects emerged as a result of the uneven ability of machine 
computation to handle the various necessary task elements. 

 While some platforms for marshaling crowds have been developed to solve spe-
cifi c large problems, “crowdsourcing marketplaces” have also emerged to match 
workers and requesters with more modest needs. The most prominent example is 
Mechanical Turk (MTurk), a crowdsourcing website launched by Amazon in 2005 
to assist with the maintenance of its own websites (e.g. identifying duplicate prod-
ucts; Pontin  2007 ). Corporations and individuals alike use crowds recruited from 
MTurk to conduct human computation operations. Twitter, for instance, relies on 
MTurk workers to categorize search queries to make them more meaningful to 
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other users. Machine computing can easily identify a spike in the popularity of a 
query (e.g., “Big Bird” in Fall 2012), but not its semantic properties. Trending que-
ries are passed on to MTurk workers, who can easily determine that this is a result 
of political events (Mitt Romney’s comments in the US Presidential Debate) rather 
than  Sesame Street.  

 Scientists have also been quick to harness crowd computing for academic 
research, relying on crowds to complete a variety of time-consuming tasks includ-
ing generating corpora of stimuli for machine learning experiments (Lane et al. 
 2010 ; Lau et al.  2009 ); rating and classifying words according to meaning (e.g., Li 
et al.  2008 ); transcribing speech (Gruenstein et al.  2009 ; Marge et al.  2010 ); proof-
reading text for errors (Tetreault et al.  2010 ); verifying citations (Molla and 
Santiago-Martinez  2011 ) and coding observational data (e.g. Hsieh et al.  2010 ). 
Others are experimenting with building more complex workfl ows, where workers 
collaborate on complex multi-stage projects, or in which workers are treated as 
agents with a plurality of diverse responses, rather than a means of measuring the 
average beliefs of a population (Nickerson et al.  2011 ; Yu and Nickerson  2011 ) 

    Strengths of Crowdsourcing Marketplaces 

  Transaction Cost Effectiveness . The major advantage of marketplaces is that they 
make crowdsourcing accessible to requesters with limited fi nancial and technical 
resources. The fi xed costs of crowdsourcing (servers, record keeping, technical sup-
port, etc.) can be shared by many requesters and the technical challenges can be han-
dled by dedicated specialists. Other less tangible effi ciencies are also realized through 
sharing a common platform. Workers only need to be recruited into the market once, 
reducing marketing costs. Moreover, they only need to learn how to use a single stan-
dardized interface and can share their experiences with others, making it easier for 
them to fi nd, understand, and successfully complete work (Ipeirotis and Horton  2011 ). 

  Crowd Accessibility . Crowds require a certain critical mass to function. Potential 
workers are unlikely to invest time visiting websites unless they have a reasonable 
chance of fi nding work (a special case of a two-sided market, see Rochet and Triole 
 2003 ). Some crowdsourcing projects, like digitizing every book in the world, or 
identifying all the stars in the sky, are large enough to warrant their own dedicated 
framework (e.g., reCaptcha; von Ahn et al.  2008 ). However, the majority of human 
computation problems are quick to complete, intermittent, or frequently change in 
content or required knowledge. A common market ensures a steady enough supply 
of tasks to help maintain a persistent crowd, even while individual requesters recruit 
and dismiss workers on demand. MTurk was able to achieve this scale initially by 
serving as a labor market for Amazon’s own in-house human computation needs. 

  Effi cient Matching and Task Completion.  Microtask sites pay workers according 
to the tasks they complete, rather than an hourly wage. Piece rates ensure that 
workers are paid according to their productivity, and even assuming minimal 
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variation in worker ability and task demands, workers should be able to sort them-
selves into assignments they do best (Becker and Murphy  1992 ). Piece rates also 
benefi t requesters. Since each worker proceeds at their own pace, receiving new 
work only when old work is completed, the completion time for a project will be 
driven by the average pace at which tasks are completed, as opposed to traditional 
methods of dividing labor that are often constrained by the pace of the slowest 
worker (Davis  1965 ). 

  Low Market Prices.  Aside from a minimal payment to the web service (MTurk 
charges 10 % of worker payments to cover overhead and fi nancial transaction fees), 
the only cost faced by requesters to crowdsource their tasks is worker compensa-
tion. Horton and Chilton ( 2010 ) estimated the median reservation wage of MTurk 
workers to be less than $2 per hour, i.e., less than 20 % of the wage of the average 
general secretary in the United States (Bureau of Labor Statistics 2010). Current 
rates are likely higher, but even a rate of $6 per hour is suffi cient for a task to be 
posted to one of the various forums where workers share well-paying HITS (e.g. 
  http://www.reddit.com/r/HITsWorthTurkingFor    ,   www.turkernation.com    ). 

 There are a number of reasons that workers within certain crowds accept wages 
which traditional workers would not: they can select tasks that are relatively inter-
esting or meaningful (Kaufmann et al.  2011 ), they can work from any location, and 
they can use time that has little other economic value (e.g., completing work 
between or even in parallel with other tasks). MTurk also allows requesters to recruit 
workers from regions or countries with lower costs of living and lower minimum 
wages. However, we should also note that the US workers are often comprised of 
people with limited traditional sources of income (Shapiro et al.  2013 ) and that 
researchers may want to consider the ethical implications of the wages they offer 
workers when making payment decisions (for discussions see Horton  2011 ; Kittur 
et al.  2013 ; Silberman et al.  2010 ). 

  Trust and Reputation Transparency . Exchanging goods or labor requires a cer-
tain amount of trust. In offl ine communities, reputational information is spread 
informally through a community. Online, requesters and workers must interact 
anonymously with each other, making them vulnerable to fraud or exploitation. The 
division of work into smaller tasks paid as piecework prevents the need to engage in 
long-term commitments between workers and recruiters. Workers can try working 
with a requester once with minimal risk and increase their commitment if the fi rst 
transaction proceeds smoothly. 

 Centralizing work within an online marketplace makes it possible to share infor-
mation about potential exchange partners so participants can identify and avoid or 
sanction untrustworthy partners, even when they are effectively anonymous 
(Resnick et al.  2000 ). MTurk, for example, tracks the proportion of tasks that work-
ers successfully complete, and requesters can use this information as a recruitment 
criterion. Particularly unscrupulous workers can be blocked by individual request-
ers, and multiple blocks can result in workers being banned from the marketplace. 
Similarly, workers maintain ratings of requesters (e.g.   www.turkopticon.com    ) that 
can guide other workers’ decisions about who they work for. 
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  Data Quality . The low cost of labor, combined with the conventional wisdom that 
“you get what you pay for,” can lead to skepticism about the true value of work 
performed by crowds of strangers working for below minimum wage. Empirical 
examinations have found that data quality is not something that can be solved 
through wages: poorly paid crowds produce data of the nearly the same quality as 
well paid crowds (albeit slowly; Rogstadius et al.  2011 ; Mason and Watts  2009 ), 
community volunteers (Goodman et al.  2012 ), or undergraduate students (Paolacci 
et al.  2010 , for a general discussion see Gneezy et al.  2011 ). There are forces that 
ensure quality even when payment is low: many tasks that are diffi cult for machines 
are trivially easy for people to do, and for more diffi cult tasks, reputational concerns 
may dissuade workers from submitting poor quality work. Further, since most 
crowdsourcing tasks recruit workers using an open call, high wages attract more 
workers of all skill levels to the task equally. Instead, features of task design, instruc-
tion clarity and worker selection may play a greater role in determining work qual-
ity in crowds. 

  Recruitment Flexibility . Crowdsourcing marketplaces allow requesters to specify 
that workers possess certain attributes in order to complete a task. Worker recruit-
ment on MTurk can be restricted to residents of a specifi c country, or to workers who 
have completed more than a certain number of tasks with a specifi ed rate of accu-
racy. Moreover, as discussed below, with minimal coding knowledge requesters can 
create and assign ad hoc “qualifi cations” to workers based on nearly any measurable 
attribute that grant specifi c workers access to tasks. Thus, smaller bespoke crowds 
can be constructed out of the workforce to complete highly specialized tasks. 

  Crowds are easy to program . For those with little experience programming 
machines, a major advantage of crowds is that they are comparatively easy to instruct. 
People are experienced at communicating with each other, and actively work to make 
sense of their environment. People also interpret the pragmatic meaning of a request 
in far more detail than a literal reading would suggest, drawing upon contextual 
details and assumptions based on their own experience as communicators (e.g., that 
all relevant information is provided, and all provided information is relevant; for a 
discussion see Grice  1989 ). As a result, crowds are tolerant to errors and ambiguity, 
and can easily go beyond the information provided to complete a task as the requester 
intended. In contrast, even when completing a task as simple as rating the positivity 
of words, a machine requires numerous variables to be defi ned including the universe 
of words to be rated, the context in which they might be used and the purpose the 
requester will use them to ensure an appropriate range and distribution of responses.  

    Limitations of Crowdsourcing Marketplaces 

 Although crowdsourcing marketplaces offer a number of compelling opportunities, 
there are also some potential challenges that may interfere with the accuracy of 
human computation. Speed and cost are inversely related to each other, and both are 
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constrained by marketplace features beyond the control of individual requesters. 
Data quality may vary by marketplace, but also varies highly across tasks and work-
ers and is thus under the direct control of requesters. We review several issues that 
pertain specifi cally to data quality. 

  Lack of motivation.  While workers are to some extent intrinsically motivated to 
participate in crowdsourcing tasks (e.g., von Ahn  2006 ), motivation is fi ckle and 
workers are inclined to avoid the most diffi cult elements of a task (Mason and Watts 
 2009 , Study 2). In this sense they can be regarded as “satisfi cers” who are likely to 
do only the minimal amount required to ensure payment (Simon  1972 ). For exam-
ple, if workers are asked to search for information on the Internet and are paid a 
reward even if they indicate that the requested information is not available, they may 
be inclined to report that the information does not exist without a thorough search. 

  Cognitive limitations.  Workers are people, and consequently suffer from a long but 
predictable set of cognitive and perceptual biases. This has led behavioral experi-
mentalists within diverse disciplines to use workers as a subject pool for research 
(Goodman et al.  2012 ; Paolacci et al.  2010 ; Rand  2012 ). However, for the same 
reason, human computation researchers need to acknowledge that crowdsourced 
workers are not infallible computational agents, but rather are boundedly rational 
individuals that selectively allocate limited and depletable cognitive resources (for 
a general overview see Kahneman  2011 ). While these biases lead to perceptions 
beliefs and decisions that are “good enough” under most circumstances, they also 
produce systematic errors. These features may make crowdsourcing less suitable for 
some tasks where the requester seeks objectively correct answers through the aggre-
gation of worker responses because aggregation cannot remove systematic bias. 

  Instruction ambiguity.  The same cognitive abilities that make it possible for peo-
ple to “program” a crowd with minimal instructions can pose problems for request-
ers because these processes will draw upon all information—both intentionally and 
unintentionally communicated—to understand a task. There are numerous examples 
of how design features such as response formats, question order and the affi liation 
of a communication partner guide inferences about the interviewer’s intent and thus 
infl uence the responses provided (e.g., Bao et al.  2011 ; for a review see Schwarz 
 1999 ). Unfortunately, these features may be selected or communicated arbitrarily by 
requesters, without considering the effects they can have on worker’s responses. 

 Workers may also make inferences about what a requester wants by drawing on 
their prior experiences with other requesters. For example, Goodman and colleagues 
( 2012 ) conducted a decision making study in which they asked workers to guess the 
number of countries in Africa (adapted from Tversky and Kahneman  1974 ). Although 
the authors did not explicitly ask workers to look this information up, an unusually 
large proportion of them gave answers that matched information available on the 
Internet. One explanation for this is that it is normative for MTurk workers to provide 
factually correct information, which led workers to believe that the requesters desired 
a factually correct answer rather than a subjective impression. Although little research 
has directly investigated this issue on Mechanical Turk, the importance of tacit norms 
in other workplaces has been extensively documented (Wenger  1998 ). 
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  Worker (non-)naivety.  Workers may complete the same task several times or share 
information about tasks with each other. Prior knowledge about the contents or 
objectives of a task may benefi t some crowdsourcing tasks. However, it is possible 
for workers to have  too much  information. At the most basic level, if the requester 
is interested in measuring the average rating of a target to smooth out the idiosyn-
cratic beliefs of workers, it is obviously preferable to ensure that several different 
individuals rate it, rather than the same individual several times. Indeed, all “wis-
dom of crowds” tasks (Lyon and Pacuit this volume) that aggregate worker responses 
 require  that judgments are made independently; when worker responses are not 
independent, errors will be correlated with each other and cannot be canceled out 
through aggregation (e.g., Anderson and Holt  1997 ; Hullman et al.  2011 ). 
Independence across different tasks may also matter in more complex workfl ows. 
For example, if workers are required to complete several related tasks in stages, 
such as transcribing text and then rating other workers’ transcriptions for accuracy, 
requesters would want to avoid situations in which the same worker translates and 
evaluates the accuracy of their own translation. 

 The sheer size and anonymity of crowds makes it easy to underestimate the like-
lihood of duplicate workers. After all, with thousands of tasks and thousands of 
workers, what is the probability that the same worker would end up processing the 
same information twice? Two factors make this more likely than it might otherwise 
seem. First, workers tend to follow favorite requesters by subscribing to websites 
that alert them whenever favored requesters make work available for completion 
(e.g.,   www.turkalert.com    ). Second, workers complete varying numbers of tasks, 
with most of the work completed by a small group of extremely prolifi c workers. 
For example, we found that in a sample of 16,000 completed task submissions, the 
most prolifi c 1 % of workers was responsible for completing 10 % of the work, and 
the most prolifi c 10 % were responsible for providing 41 % of the observations 
(Chandler et al.  in press , see also Berinsky et al.  2012 ; Grady and Lease  2010 ). 

 While Amazon by default prevents workers from completing the same task twice 
as a part of a single batch of tasks, additional measures (such as the use of 
Qualifi cations or third party software; Chandler et al.  in press ; Goldin and Darlow 
 2013 ; Pe’er et al.  2012 ) must be used to ensure that workers across different tasks 
are kept unique. 

 Workers may also share information with each other about the nature of a task, 
or collude in the responses they provide (Kazai and Milic-Frayling  2009 ). Workers 
gather in forums (e.g.,   http://www.reddit.com/r/HITsWorthTurkingFor    , mturkfo-
rum.com) to share information and opinions about tasks (e.g., particularly interest-
ing and lucrative HITs), which could potentially lead them to have foreknowledge 
of certain task details. Thus, tasks that rely heavily on initial impressions of a target 
of judgment, or tasks that screen out workers based on specifi c responses, should be 
designed with care to minimize worker foreknowledge. 

  Worker Honesty.  Some tasks may require that people post information that is not 
directly verifi able or that has no factually correct response. For example, a requester 
may want to solicit opinions about a particular image or idea, or may want to know 
a worker’s geographical location to assess their knowledge about local businesses. 
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In general, workers provide factually accurate information (Shapiro et al.  2013 ) but 
deception can increase substantially if workers benefi t from lying (Suri et al.  2011 ). 
In particular, on MTurk, large numbers of non-US workers claim to be US residents 
in order to receive cash payments (perhaps because workers in most other countries 
are paid with Amazon credit rather than cash).  

    Ensuring Data Quality in Crowdsourcing Marketplaces 

 Data quality is determined by numerous factors, some of which are under the con-
trol of requesters. Obtaining quality data is most straightforward for tasks that can 
be divided into many smaller components. This makes it easier for workers to select 
elements of the task that they enjoy or are good at while minimizing the learning 
curve. Further, smaller tasks are often completed more effi ciently because mini-
mally motivated workers can still provide useful data (Mason and Watts  2009 ). 
Additional steps can be added to ensure quality control. For example, Mechanical 
Turk workers can successfully proofread and condense complex text, when a task is 
broken into smaller subtasks of fi nding problems, fi xing problems and verifying 
proposed fi xes (Bernstein et al.  2010 ). 

 For complex tasks, it may also be necessary to test worker ability before hand, 
and restrict access to workers who possess the necessary skills, or to consider other 
online labor markets (e.g. oDesk) that match requesters with more specialized 
workers. Regardless of the software platform requesters use to recruit workers, they 
should also consider what software is best suited to the collection of work. Even 
sites like MTurk that allow tasks to be created using their own website also allow 
tasks to be created on a separate webpage or software program that is linked to or 
embedded within the web interface (Mason and Suri  2012 ). Thus, requesters should 
not feel constrained by the platform used to distribute the work. 

  Task Design . There are many potential uses of crowdsourcing websites, and there is 
no one-size-fi ts-all solution to task design. In general, the approach requesters take 
when designing a task is more important than the specifi c design choices they make. 
Tasks should always be pilot tested, fi rst by the requester and then by a small pool of 
workers, before being fully distributed to workers. Crowd interest is greatest when a 
HIT is fi rst posted (Chilton et al.  2010 ), and minor mistakes can quickly become 
expensive. MTurk provides a “requester sandbox” in which the technical details of 
tasks can be tested by a requester. For pilot testing on workers, requesters should 
provide both the task of interest, and questions about the task of interest, to identify 
potential improvements in design (Collins et al.  2004 ). They should also have a clear 
benchmark against which the quality of work can be evaluated. 

 Although comparatively little research has been done on task design itself (for 
exceptions see Grady and Lease  2010 ; Khanna et al.  2010 ), there is a large literature 
on survey design that is relevant to requesters, which may be useful when consider-
ing data quality issues identifi ed in pilot testing. Surveys are similar to 
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crowdsourcing tasks in that instructions are communicated to workers rather than 
jointly discussed, and responses are collected through similar standardized meth-
ods. Consequently, it may be useful to requesters to consult a general overview of 
web survey construction when designing tasks (e.g. Couper  2008 ) in addition to 
more general resources on web design (e.g., Krug  2009 ). 

  Screening Workers . As discussed earlier, MTurk allows requesters to select work-
ers for inclusion in tasks based on whether or not they possess specifi c attributes. In 
general, workers with more experience and a higher reputation should be less likely 
to provide poor quality work. There is also evidence of differences in the quality of 
work provided by workers from different geographical locations, perhaps refl ecting 
language diffi culties or differences in education (Khanna et al.  2010 ; Kazai et al. 
 2012 ). Alternatively, or additionally, requesters can create their own qualifi cations 
to screen workers according to more specifi c criteria such as their competence on 
particular tasks (e.g., Chua et al.  2009 ; Zhou et al.  2011 ; for details on how to imple-
ment these procedures in Mechanical Turk see Chandler et al.  in press . 

  Preventing Satisfi cing . Since many workers are motivated by money to complete 
tasks as effi ciently as possible, satisfi cing (providing minimally adequate responses; 
Krosnick  2006 ) is a major concern. Instructions or task elements can be presented 
sequentially with delays between each new piece of information to slow workers 
down (Kapelner and Chandler  2010 ). Satisfi cing can be further reduced by intro-
ducing features that require workers to think about the “correct” response rather 
than simply providing their fi rst impressions. One study asked workers and experts 
to evaluate the quality of Wikipedia pages. Worker ratings and expert ratings were 
uncorrelated, except when workers were also required to include answers to objec-
tively verifi able questions (Kittur et al.  2008 ). Similarly, other researchers found 
that accuracy improved when workers were asked to predict how other workers 
would respond to a question rather than simply offer their own opinion (“Bayesian 
truth serum”; Shaw et al.  2011 ; for a discussion see Prelec  2004 ). 

 Worker motivation can also be increased. Crowds perform better on meaningful 
tasks (Chandler and Kapelner  2013 , see also Reed et al. this volume). Another alter-
native is to simply pay workers to pay attention. MTurk allows requesters to award 
bonuses to workers above and beyond the initial rate paid for completing work. 
Thus, requesters can structure a task to make it monetarily rewarding for workers to 
pay attention. To illustrate, in a pair of virtually identical studies (conducted by the 
third author of the present chapter), MTurk workers were paid either a total sum for 
participating ($1) or a smaller initial sum ($.30) with the remainder ($.70) paid as a 
bonus for successfully recalling details about the experimental manipulation. 
Although both sets of workers had the same potential earnings, those paid a smaller 
sum plus a performance bonus were more likely to correctly answer the factual 
multiple choice questions (98.2 %) than participants who were paid a lump sum 
(87.0 %),  χ  2 (1,  N  = 494) = 23.03,  p  < .001 (see also Shaw et al.  2011 ). Interestingly, 
the success of bonuses in promoting attention seems to be independent of the bonus 
amount (Chandler and Horton  2011 ). 
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  Identifying Poor Quality Workers . There are a number of strategies that can be 
used to identify poor quality workers. Responses by workers who frequently dis-
agree with their peers can be excluded (Elson and McKeown  2010 ; Sheerman-Chase 
et al.  2011 ). Alternatively, “gold-standard” questions with factually correct answers, 
or “catch-trials” with obviously correct responses can be included along with the 
task of interest to measure worker ability and attentiveness (e.g., Sayeed et al.  2011 ). 
Tasks submitted along with incorrect responses to these questions can be excluded 
from analysis under the assumption that other components of the task are likely to 
also be incorrect. Additionally, or alternatively, all of the responses provided by 
workers who fail a predetermined number of such checks can be excluded. 

 Multiple choice questions are frequently used to measure data quality because 
they are easily scored. The assumption is that workers who do not take the task seri-
ously, or who do not understand the instructions, will likely respond at random, and 
are thus likely to select incorrect responses. In general, the sensitivity of gold- 
standard multiple choice questions to detect quality responses increases asymptoti-
cally: All else being equal, a single, four-item multiple choice question will only 
identify the 75 % of random responders who select one of the three incorrect 
answers, while two four-item multiple choice questions will identify the 96 % of 
random responders who select an incorrect answer on either or both questions. The 
actual ability of multiple choice questions to detect random responding is also 
dependent on the quality of the response alternatives (cf., Case and Swanson  2001 ). 

  Measuring Data Quality.  Data quality is often quantifi able and measurable. 
Reliability of categorical or continuous ratings can be evaluated based on its agree-
ment with ground-truth, expert ratings or worker consensus. The critical question is 
whether agreement is suffi ciently better than chance, although the level of agree-
ment necessary is highly task dependent. Crowdsourced data is unusual in that not 
all workers complete all elements of a task. Reliability of data with this property can 
be measured using Krippendorff’s alpha (Krippendorff  2004 , for SAS and SPSS 
macros see Hayes and Krippendorff 2007). High reliability scores between workers 
is a function of both task diffi culty and the number of raters and is a necessary pre-
condition for valid responses. If reliability is low, it could suggest poorly communi-
cated instructions or a plurality of acceptable answers. Reliability can be increased 
by refi ning worker instructions and increasing the number of workers who perform 
each task. 

  Cleaning and aggregating responses . Responses by different workers can also be 
combined. In general, aggregating the ratings of many independent judgments, even 
through averaging or a simple majority, will increase their accuracy, as idiosyncratic 
errors cancel each other out (Galton  1907 ). More complex methods of aggregating 
responses can improve data quality yet further. Some approaches use quantitative 
methods to improve quality, trimming responses that are likely to be outliers (Jung 
and Lease  2011 ) or estimating worker quality and then weighting their responses on 
specifi c tasks accordingly (Hosseini et al.  2012 ; Tang and Lease  2011 ). Other 
approaches use workers themselves to review and combine responses in an interac-
tive, iterative process (Nickerson et al.  2011 ). 
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 As a fi nal note, aggregation does not increase the likelihood of a correct solution 
unless each judgment is independent. If a majority of answers are identical but 
agreement is not independent—either because workers have discussed their 
responses beforehand or because care was not taken to avoid duplicate respondents 
(see limitations section)—then the value of the majority’s opinion may be suspect. 
Likewise, aggregation will not provide a correct solution for problems in which 
workers are systematically wrong, either because they lack the necessary informa-
tion to reach a correct conclusion or because cognitive biases lead workers to draw 
incorrect conclusions.  

    Conclusions 

 Crowdsourcing marketplaces present an opportunity for researchers who require 
human computation services, especially for tasks that are small, require a variety 
of different skills or interests, or are intermittent in their availability. They offer 
a persistent workforce that is available on demand for an affordable price. 
However, data provided by workers is not inevitably high quality: tasks must be 
designed to maximize the likelihood and ease with which workers can provide 
useful responses.  

 While specifi c design considerations largely depend on the researcher’s goals, 
task design can be improved iteratively through pilot testing, and a number of prin-
ciples exist that can improve the quality of data collected on crowdsourcing market-
places. In particular, crowd members are heterogeneous and requesters can take 
advantage of this by preselecting workers who are most capable of performing spe-
cifi c tasks. Further, tasks can be optimized so that workers can understand them and 
feel motivated to complete them correctly. Finally, despite varying rates of partici-
pation by individual workers, quality can be measured, and to a certain extent 
improved, through aggregating responses. In this sense, the output of the crowd can 
be greater than the sum of its parts. 

 Online marketplaces have developed rapidly in the past few years. While it is 
notoriously diffi cult to predict what will happen in the future (e.g., Tetlock  2005 ), 
there are a few developments that seem particularly plausible. Network effects give 
Mechanical Turk a large competitive moat against alternative platforms, but indi-
viduals are working to counter some of its limitations within its current framework. 
Requesters are beginning to use it as merely a gateway to request labor, and are 
directing workers to complete tasks on other software platforms that allow dynamic 
and real-time collaborative tasks. 

 Perhaps more crucially, workers and requesters alike are developing the means to 
increase market transparency. While Amazon has implemented minimal channels 
for transmitting information directly between requesters and workers, and indirectly 
between various requesters, much of the increased transparency discussed in this 
chapter is a result of requesters and workers fi nding their own means of communi-
cating with each other outside of Amazon’s platform. 
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 However, information exchange is still relatively limited. There is no public reg-
ister of market participants, and workers can only be recruited using a narrow range 
of metadata. Additionally, requesters are unable to access information about general 
market conditions or task completion rates that would allow them to optimize tasks 
and compensation rates, or to directly match tasks with workers of varying levels of 
skill and motivation. Often, requesters must build their own panel of workers (which 
takes time) based on information that was privately collected, or shared in informal, 
insecure ways. Perhaps worse, workers have no access to requesters’ profi les, mak-
ing the relationship between Requesters and Workers inherently asymmetrical. 
Some workers rely on independent websites that allow workers to rate and subscribe 
to requesters. However, in general workers are unable to determine which tasks pay 
fairly and which qualifi cations are worth the unpaid effort necessary to complete 
them. For requesters, completions times thus depend heavily on whether their tasks 
are credentialed in an external forum (Chandler et al.  in press ). More generally, poor 
quality requesters run the risk of creating something close to a “market of lemons” 
in which the highest quality workers refuse to participate because of these issues 
(Akerlof  1970 ; for a discussion see Horton  2010 ). All of these issues hinder the 
effectiveness of MTurk as a labor market, and we anticipate that workers and 
requesters will continue to increase information exchange and transparency. 

 Another interesting question is what tasks online labor markets will be used for 
in the future. As machine perception and language processing improve, it is likely 
that demand for human and human-machine hybrid computational solutions will no 
longer be needed for these tasks. Just as steam drills replaced railroad workers, and 
offi ce productivity software has replaced middle class white collar employees, so 
too will software replace crowds, for some tasks. It remains to be seen whether 
crowdsourcing, especially microtask labor markets, are merely a solution to tempo-
rary defi ciencies in the advance of machine computing, or if, as has occurred in other 
labor markets, new tasks will continue to emerge as a technology advances. For 
instance, as workfl ow management platforms become more automated, iterative 
tasks may become possible. As research about task decomposition develops, there 
will be opportunities to use microtask markets for problems that require increasingly 
complex and creative solutions. As more data becomes digitized and interconnected, 
there will be more opportunity to search for interrelations between increasingly dis-
parate topics. Finally, a larger sociological question that remains to be answered and 
is how these changes within crowdsourcing marketplaces may impact other labor 
markets (see Felstiner this volume) and society at large (see Nardi this volume).     
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           Introduction 

 Digital games are a feasible option to provide a valuable benefi t for getting into the 
loop 1  and taking part in a human computation ( HC ). Games can be used in a range 
of scenarios from acquiring common sense knowledge to fi nding problem solving 
strategies. How deeply a task can or should be merged into a game concept differs. 
Some tasks are more suitable as they have aspects that resemble game mechanics or 
games. However many tasks that do not seem to fi t well can be shaped to be the 
basis for interesting game mechanics. Many projects already demonstrated how 
games can empower HC.  ESP  (Von Ahn and Dabbish  2004 ) the fi rst HC game turns 
the quite boring task of labeling images into a successful game. It produced 1.3 mil-
lion labels with around 13,000 players in a 4 month period. The game pairs two 
players over the internet. The game shows both players the same picture and lets 
them enter keywords that describe the content of that image. If both players agree 
on a keyword, they both score and the next picture is shown. One might argue that 
such a game is boring as it is very repetitive. Although that might be true even 
exceptionally successful games such as Farmville do use very simple and repetitive 
elements in their gameplay. 

 However, HC games can also be versatile. An example is  OnToGalaxy  (Krause 
et al.  2010 ) that integrates HC tasks such as ontology population into an action 
game. The player takes on the role of a space ship commander investigating inter-
stellar space to rescue earth. Meanwhile, the player solves tasks that support artifi -
cial systems processing natural language. The game attracted around 500 players in 
the fi rst 10 h of its release. But HC games can do more. They can support 

1   Moni Naor used the term humans in the loop in a position paper explaining the basic concepts of 
human computation (Naor  1996 ). 
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computational systems in dealing with some of the most complex problems.  FoldIt  
(Bonetta  2009 ) is a game that presents simplifi ed three-dimensional protein chains 
to players, and provides a score according to the predicted quality of the folding 
done by the player. The human support signifi cantly enhances the results and may 
aid in fi nding a cure for cancer or HIV. A game of similar complexity is  Phylo  
(Kawrykow and Roumanis  2011 ). This game again solves a biological problem 
called multiple sequence alignment. From such alignments, it is possible to trace the 
source of certain genetic diseases. On the other hand playful or game-like elements 
introduce challenges and issues that cannot be ignored. As the basic idea of integrat-
ing tasks into games is to conceal their work character it introduces a certain distrac-
tion. Furthermore designing digital games is a fi eld of research on its own. This 
chapter will provide a guideline to identify tasks that can benefi t from ludic (game 
like or playful) elements. This guideline will investigate how to reshape a task to fi t 
into a digital game. The chapter will address the challenge to ensure data quality and 
illustrate common pitfalls of systems with homo ludens 2  in the loop. To put all these 
in a meaningful and digestible context the chapter will propose a design process and 
illustrate all process phases along a small real world example.  

    Homo Ludens in the Loop 

 Most HC projects share a common structure. An entity called  requester  has a certain 
 task  to complete. The task is split into packages of a certain workload suitable for 
processing called  requests . The implemented system distributes these requests to 
 contributors . Contributors respond to these requests and the system aggregates 
these  responses  into  answers . Sometimes more than a single response is needed to 
derive an answer. All answers accumulated constitute the  solution  for the initial task 
that is then read for further processing. More detailed models that describe HC sys-
tems can be found in this book as well as in various publications. Figure  1  illustrates 
this general model of a HC project as it is used in this chapter.

   This chapter is dealing with the parts of a HC system that handles request distri-
bution and aggregation of responses. Many HC projects use crowdsourcing as a 
method to acquire responses to their requests. At this point it is necessary to distin-
guish between crowdsourcing and HC and how both terms are used throughout this 
chapter. HC is a paradigm in which human mental abilities solve tasks not effec-
tively or effi ciently solvable by machines alone. Crowdsourcing is a method to out-
source tasks to a group of contributors mostly over the Internet. Both terms have 
strong family resemblances and are often used synonymously but will be distin-
guished in this chapter. 

2   The term  homo ludens  ( Man the Player  or  Playing Man ) dates back to Dutch cultural theorist 
Johan Huizinga. He highlights the importance of play in the human quest for meaning in his book 
 Homo Ludens: A Study of the Play-Element in Culture  (Huizinga  1944 ). 
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 The primary perspective on HC systems is the perspective of the requester. The 
requester has a certain problem she wants to solve. The problem is formulated as a 
task expected to be solvable by a (human computation) system. This task has certain 
requirements such as the number of requests to be solved, the necessary answer qual-
ity to achieve, and so on. These requirements are formulated and defi ne the systems 
implementation. The system is presented to contributors via a distribution channel 
and constitutes an overture towards the contributors. This overture is the basis on 
which a contributor decides to participate or not. Figure  2  shows this concept.

   In paid HC this overture is independent from the system. The overture can be 
changed by raising the offered payment. Changing the overture of ludic systems is 
different as a change of the overture always affects the system and thereby may 
confl ict with certain requirements. Another important aspect is that game elements 
do introduce sources of distraction. The pivot point when designing ludic systems 
for HC is therefore to balance requirements and overture. 

 This chapter will distinguish two general forms of systems with ludic elements. 
The fi rst form of systems adds game elements to a task: these systems are designed 
with a focus on the requirements and do not alter or adapt them. The second form of 
systems merges a task into a digital game. Systems of this form are designed with a 

  Fig. 1    General model of a problem solving human computation system       
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focus on the overture and with the perspective of contributors in mind. These two 
forms defi ne a range rather than two distinguished categories. Which form is suit-
able depends on the goals and task of a project.  

    Design Concept 

 Whether a HC system can benefi t from ludic elements is hard to decide in the early 
stages of a project. However, many of the initial conceptual decisions can be shared 
between both forms of HC systems. Identifying tasks or subtasks is one common 
design aspect. Systems with humans in the loop also aggregate valuable data by 
observing interactions between humans and machines. Therefore a project needs a 
mapping between these interactions and the task. Finally both forms need methods 
to ensure data quality. When designing a system, involvement with these aspects 
should result in a set of requirements. These requirements in the case of a ludic 
system are the basis for the mechanics of the game. 

    Identifi cation 

 Before precisely defi ning an HC task it is advisable to take a general perspective on 
tasks that are suitable for HC. By defi nition these tasks are either not effectively or 
effi ciently solvable by a computational system alone. Yet many tasks that fall into 
this category are also complex for humans. Therefore it might be unintuitive which 
task is a good candidate for HC. There are however some categories of tasks that are 
in general suitable for HC. 

 A largely unsolved challenge for computational systems is human level percep-
tion of aesthetics, like judging the quality of motion, a sound, or an image. Humans 
are very good at interpreting various perceptions. Aesthetics in this regard means 

  Fig. 2    General model of two perspectives on a HC system       
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perception by means of the senses and judgment means the interpretation of these 
impressions. Different approaches like the systems of Talton (Talton et al.  2009 ) and 
Dawkins (Richard  1987 ) explore this fi eld. They use human aesthetic judgment to 
create natural looking lightning of virtual environments or to model objects in two 
and three-dimensional space. Tasks of aesthetic judgment are especially challeng-
ing to evaluate by a computational system as they are most often subjective. 

 Combinatorial optimization tasks are also a common problem in computer sci-
ence. Different approaches show that human mental abilities can outperform current 
computational systems. Humans are able to solve some of these problems in an 
intuitive manner and thereby overcome issues like local minimum/maximum traps 
(Corney et al.  2010 ). In contrast to an algorithm, which is based on the logical rea-
soning of its designer, intuition is the ability to gain insight into something; to form 
an opinion, or to fi nd an ad-hoc solution; without a conscious reasoning process. HC 
systems such as  FoldIt  (Cooper et al.  2010 ), and  Phylo  (Kawrykow and Roumanis 
 2011 ) illustrate that. 

 From the perspective of a computational system the human world is full of ambi-
guities. Humans can shed light on some of these ambiguities. Examples for contex-
tual reasoning and common sense are tasks such as resource annotation—like image 
or audio annotation—and natural language understanding. HC is applicable for 
various context related tasks. Prominent examples are image labeling (Von Ahn and 
Dabbish  2004 ), audio annotation (Barrington et al.  2009 ), as well as natural lan-
guage understanding (Chamberlain et al.  2008 ). 

 Finally humans can easily act as agents in their physical environment. The ability 
of a computational system to manipulate the physical world is usually limited. 
Humans can easily interact with their physical environment. Examples utilizing 
human interaction with the physical environment are given by Matyas (Matyas et al. 
 2008 ) and Tuite (Tuite et al.  2010 ). 

 These general task patterns can help to identify potential candidate tasks for HC. 
The following list shows some requirements that are defi ned by the task and how 
these requirements can affect the design of the system and its ludic elements. 

  Number of Requests:  Despite being relatively simple, labeling tasks require numer-
ous requests, as seen in the image labeling  ESP  game (Von Ahn and Dabbish  2004 ). 
These systems most often parallelize their process as described by Little et al. 
( 2010 ). When thousands or millions of tasks have to be processed a key issue is 
simplicity and clarity of the interaction design. This means that a contributor intui-
tively understands the task at hand. A strategy to simplify tasks can be to let con-
tributors select answers from predefi ned sets, instead of formulating free responses. 
Examples for such a simplifi cation are given by Dasdan et al. ( 2009 ) as well as 
Krause and Aras ( 2009 ). In some cases a computational system can automatically 
select candidate answers and verify them by asking a contributor. If such a pre-
selection is not possible the task can be split into two sub-tasks. The fi rst HC task 
then provides candidate answers and the second task ranks them (Aras et al.  2010 ). 

 The more requests a project needs to fi nd a solution the more expensive it will be. 
This holds true for paid crowdsourcing as well as for systems solely relying on their 
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ludic nature to attract contributors. Tasks with a vast amount of requests need a 
decent long-term motivation for contributors to be solved with a game. Tasks with a 
very small number of requests may not justify the overhead of a game unless the 
individual requests are very complex. 

  Complex Tasks:  HC systems can also be used to solve tasks that necessitate strong 
commitment from their contributors, such as  Phylo  (Kawrykow and Roumanis 
 2011 ) or  FoldIt  (Bonetta  2009 ). These tasks are more challenging. Contributors 
need more concentration and are required to have a certain experience to solve 
them. These systems typically have fewer requests. In cases where huge amounts of 
complex tasks have to be processed a direct use of HC can be expensive. Initial 
training data for artifi cial systems can however be acquired with HC. Such systems 
can then handle these tasks more accurately than before. Various approaches in this 
direction were presented by (Brew and Greene  2010 ; Lease  2011 ; Quinn et al. 
 2010 ). Such tasks can benefi t from ludic elements. Training of an artifi cial intelli-
gence system is an interesting game mechanic itself. Games such as Black and 
White ( 2001 ) were based on training an artifi cial intelligence. 

  Time Frame : The time frame in which the project needs responses is also a key 
factor. Digital games have a certain lifecycle and are in many ways a consumable 
product. Games need a certain development time and this time is always longer than 
anticipated. Games once release need some time to attract player their count will 
afterwards reach a peak then degrade. On gaming portals this time frame is only 
some weeks or even days. Designing games with a real long term motivation is 
complex and the outcome is mostly unpredictable. When time is a crucial issue 
crowdsourcing the task might be more suitable.  

    Observing Player Behavior 

 HC systems generate useful data by observing human interactions with computa-
tional systems. Well thought out interaction design and a sound survey strategy can 
help to reduce error rates or unwanted behavior. The following list gives some hints 
on important requirements. 

  Doing a Task in Different Ways:  Using different workfl ows for the same task can 
reduce error rates as described by (Lin et al.  2012 ). The paper explores how dynamic 
switching between workfl ows and therefore different interaction designs can 
improve data quality. Especially in ludic environments different possible strategies 
to solve a task can be an option to enhance user experience. 

  Secondary Variables:  It is possible to use task independent data to detect unwanted 
behavior. Language evaluation for instance can take advantage of a language inde-
pendent feature vector that contains values about user behavior to predict whether a 
user’s input is reliable (Kilian et al.  2012 ).  
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    Evaluating Data 

 By defi nition, a HC task is hard to solve by computational systems. As a result an 
answer given by a contributor is hard to evaluate with a computer. This is a special 
challenge for systems with homo ludens. As with normal games, digital games require 
players to carry out certain actions following sets of rules. These actions are mirrored 
by a meaningful change in the game world which can be called progress. In a HC 
game this progress involves giving contributors feedback about their responses. Play 
sessions of most HC games are relatively short. Due to the casual nature of these 
games the return rate of contributors is also low. Therefore HC games do need a strat-
egy that allows giving instant feedback. Some possible methods are explained below. 

  Human based Evaluation:  Various methods of user-centered evaluation strategies 
have been presented. A common approach is to pair contributors and only accept 
those answers they both can agree on. Instances for this approach are various (Von 
Ahn et al.  2006 ; Bernstein et al.  2009 ). Standard methods for human based evaluation 
are  Input-  and  Output-Agreement .  Output-Agreement  games are a generalization of 
the  ESP  game. Two strangers are randomly chosen. In each round, both are given the 
same input and must produce outputs based on the input. Game instructions indicate 
that players should try to produce the same output as their partners. Players cannot 
see one another’s outputs or communicate with one another. Both players must pro-
duce the same output. They do not have to produce this output at the same time but 
must produce it while the input is displayed onscreen (Law and Von Ahn  2009 ). In 
 Input-Agreement  games two players are shown either the same object or different 
objects and each is asked to type a description of their given object. Based on these 
descriptions, the players must decide whether they have been given the same object 
(Law and Von Ahn  2009 ). There are various other possible methods involving human 
judgment e.g. sequential evaluation. In such a scenario contributors responses are the 
requests for another human computation task. The task in the second HC cycle then 
evaluates the responses of the fi rst. All methods involving human evaluation however 
limit the game design space as they delay the feedback to a contributor’s response 
unless multiple players are online at the same time. Solutions to the timing problem 
are recording play sessions and let contributor play against these recordings. 

  Trust Metric : Another way of a human centered approach is calculating certain 
trust values for each contributor. These values are calculated based on the user 
responses to requests with known optimal responses which are interspersed to test 
the users’ reliability. Examples can be found in different publications (Aras et al. 
 2010 ; Ipeirotis et al.  2010 ; Krause et al.  2010 ). 

  Algorithmic Evaluation : In some cases a computer is able to calculate the quality 
of a given response to a certain degree. For example: in language related tasks it is 
possible to check for known words and correct grammar as presented by Aras et al. 
( 2010 ). In other cases, represented by  FoldIt  (Cooper et al.  2010 ) or  Phylo  
(Kawrykow and Roumanis  2011 ), the quality of a response can be calculated pre-
cisely. Yet, due to combinatorial explosion it cannot be calculated in advance. 
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In some situations it might be possible to evaluate a given response but not in a suit-
able time frame. In such situations it can be a reasonable solution to use a less 
accurate algorithm for immediate feedback. A more precise version can afterwards 
be used for a fi nal evaluation.  

    Motivation 

 When humans are part of a computational process motivation becomes an important 
topic. Not only because the HC system has to foster contributor engagement. It is 
also necessary to have the right type of motivation. Boldly tricking contributors with 
psychological manipulation to do work for free as Tom Sawyer did is not an accept-
able method for scientifi c endeavors. The aim of this chapter is as said before to give 
hints about how well designed tasks can provide contributors with valuable experi-
ences in exchange for their mental effort. Before introducing some common game 
mechanics for systems with homo ludens in the loop it is inevitable to present a 
short discussion of common pitfalls. 

  Mixing intrinsic and extrinsic Motivation : Mixing incentives is in general not an 
issue. Adding ludic elements to tasks on paid crowdlabor markets even enhances 
contributor performance as results from Toomim et al. indicate. Adding vast amount 
of incentive elements which are perceived as an external reward can have negative 
effects. Kohn ( 1999 ) describes in his work the negative effect of so called extrinsic 
motivation. Examples for such extrinsic motivations are achievements that are not 
related to the game or raffl es. A more in-depth explanation of extrinsic and intrinsic 
motivation is given by Ryan and Deci ( 2000 ). Contributor will merely use the game 
as a tool rather than playing it. In such a case the player will most probably stop 
playing the game or need another source of motivation. 

  Overjustifi cation : A connected common pitfall is overjustifi cation. An excessive 
use of incentive elements can have a negative effect. For instance, if a child is con-
stantly motivated by its parents to draw, often times this leads to a loss of interest 
over time. This effect of “over justifi cation” was described by Lepper (Lepper et al. 
 1973 ) and can also occur while playing games (Kohn  1999 ). When player perceive 
badges or scores to be not an inherent result of their achievements these values will 
turn play into work. Games are played because of their mechanics if the incentives 
are outside of the inherent mechanics of the game they become pointless. Player 
will not play a game because of a score value or some badges. They play because of 
the path to their score and the meaning behind it. 

  Private Crowd:  Building a private group of players from scratch is a tedious 
endeavor. There are various online gaming platforms where millions of players do 
crowd. Utilizing these platforms along other distribution channels such as  Facebook  
is most often the optimal way. Game distribution platforms such as  Valves Steam  3  

3   http://store.steampowered.com/ 
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are also interesting but have a much higher expectation on the quality of a game than 
casual online game portals. The same holds true for crowdsourcing in general fi nd-
ing a private crowd for an HC task is not advisable. An exception is when the system 
needs input from a small group of experts only. 

  Negative Motivation : Loss aversion is an effi cient mechanism. The idea is to pro-
vide contributors with goods or benefi ts right from the start. The contributor can 
however lose these benefi ts if she behaves in a certain undesired way. Although 
effi cient this mechanism is easy to misuse and can leave the player unsatisfi ed. 

  Engagement and Distraction : Adding ludic elements also adds sources for distrac-
tion. Games such as OnToGalaxy (Krause et al.  2010 ) have a valuable gaming expe-
rience but also distract player from focusing on requests. This is not a strong issue 
when more intuitive responses are welcome but can cause inaccurate answers in 
some cases. To spot such pitfalls early on play testing fi rst prototypes is essential.   

    Mechanics 

 Game design in its entirety is an independent scientifi c discipline. A good starting 
point to investigate this fi eld is (Crawford  1984 ; Salen and Zimmerman  2004 ). This 
chapter however aims at giving easy access to the fi eld of HC with digital games. 
Therefore it will layout some mechanics that can provide a starting point for a proj-
ect that wants to use a game or ludic elements. Mechanics can be understood as the 
formal rules of a game. These rules defi ne possible actions players can take, the 
winning conditions, how rules are enforcement, etc. 

  Achievements:  A reason games are intriguing is that actions within the game are 
refl ected directly within the game world. Achievements are one example of this 
meaningful change in the game world. In real life good quality work is often expected 
but often not explicitly rewarded or honored. Badges are for instance a method to 
emphasize good work or exceptional deeds. Good options to give achievements are: 
reaching an accuracy rate, fi nishing an assessment, or solving an exceptionally hard 
task. Trophies are another form of achievement; for instance the fi rst person that 
solves a request claims this request as a trophy. This is primarily interesting for sys-
tems that have requests that require a strong commitment and are complex to solve. 

  Bonuses:  A bonus is a reward that works especially well for paid crowdsourcing. If 
a contributor does a large number of tasks with high accuracy a bonus is a good 
option to gratify her effort. However the system needs a well working method to 
ensure quality as otherwise bonuses can be an incentive for cheating. With inaccu-
rate quality management it is also possible that good contributors can be denied a 
deserved bonus. 

  Collaboration:  Especially for complex tasks collaboration is useful. Many tasks 
can benefi t from sequential or even real-time collaboration. When more than one 
skill is needed to solve a task or subtask, making these connections visible can be a 
great enhancement. To integrate collaboration advisory systems are a good option. 
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Providing the opportunity for contributors to ask others for help is one way to allow 
collaboration. Helping other contributors can also be an incentive for more experi-
enced players. This can even be combined with achievements were one contributor 
is granted the option to act as a teacher. Additionally social aspects yet alone can be 
a major motivational aspect for players. 

  Progress:  Progress can be both a mechanism as well as a general concept. One 
reason that games are alluring is that they provide constant feedback on ones actions. 
The idea behind this concept is that every action of a player results in a meaningful 
and perceptible change in the game world. Simple examples are progress bars that 
illustrate improvement. Another example could be a project that aims at training a 
computational system for instance a search algorithm. This algorithm uses user gen-
erated ontology. While the contributor adds new relations to the ontology she can 
observe how search results change according to her input. 

  Meaning:  It is very motivating to see how one’s own actions have an impact. 
Projects that can benefi t from this mechanism are projects that aim at solving a 
concrete problem. Examples are  FoldIt  and  Phylo  were contributor solve requests to 
serve a greater good. 

  Alignment:  One argument for ludic elements as an incentive for HC is that games 
provide intrinsic motivation. This is only partially true. Game elements give a higher 
probability that contributors use the system for the sake of interacting with it thus 
“playing the game.” This does not mean that contributors are intrinsically interested 
in the requirements or the task itself. To achieve true intrinsic interest a project has 
to align the requirements of the task with the desire of the contributor. An example 
is given by Krause et al. (2012). The approach uses a web based quiz for a human 
subject survey. The incentive is similar to those in quizzes or polls that provide an 
analysis of the contributor based on given responses. However intrinsic motivation 
can also introduce bias. Consider the following example in which contributors have 
to classify images as being appropriate for children. The intrinsic motivation of a 
very conservative parent might be an undesired infl uence on the outcome of the task.  

    Example 

 To illustrate the content of this chapter we have designed a human computation 
game. The game is called  Empathy  and aims at fi nding the most common labels for 
images. The game is very similar to  ESP  (Von Ahn and Dabbish  2004 ) and other 
 GWAP  4  games. We chose this design as the  GWAP  games are a well known design 
and still relative complex to build. The game idea is inspired by the successful 
Family Feud game show. In this show two groups compete against each other. 

4   www.gwap.com 
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The goal of the game is to fi nd the most popular responses to a survey question that 
was posted to a group of 100 individuals. Game shows are a good source of inspira-
tion. They tend to have simple yet engaging mechanics and are designed to reach a 
broad group of people. Furthermore they often have tasks included that are already 
close to HC tasks. Designing a human computation game can follow the standard 
game design process. Some books that deal with game design in general are  Rules 
of Play  (Salen and Zimmerman  2004 ) and  The Art of Computer Game Design  
(Crawford  1984 ). Most HC games are games with simple rules that do not require a 
lot of commitment. Such games are recently called casual games and there design is 
well explained in:  Casual Game Design: Designing Play for the Gamer in ALL of 
Us  (Trefry  2010 ). The standard game design process consists of three main phases. 
In the  pre-production  phase a brainstorming can give initial ideas. After the brain-
storming a certain set of promising concepts should be tested with a paper prototype 
or other similar methods. As a rule of thumb around fi ve prototypes are most often 
enough to fi nd a working concept. More concepts can be hard to test in a reasonable 
amount of time. In the  production phase  the concept is implemented and tested with 
people that are not directly involved in implementing the game. Even games with a 
production timeline of some days or weeks should be tested frequently at least every 
time a feature is added. Games are defi ned by user experience therefore a designer 
should try to get as much of impressions on her game as possible before it is released. 
The fi nal phase is the  post-production . The reception of a game by its audience is 
never predictable. Therefore, after the game is released it is necessary to check 
player responses. This will also foster the design process of the next game. Besides 
handling game design issues it is also necessary to check gathered responses regu-
larly as player will try to trick the system. Detecting such behavior early on can help 
to enhance evaluation methods in time. 

 For  Empathy  the concept of  Family Feud  was modifi ed in various ways as some 
of the mechanics were not implementable in the desired time frame of not more than 
2 days. As we expected the value of the collected data to be roughly equivalent to 
two working days. Therefore  Empathy  does not support interaction between groups 
of players. The game however implements the basic idea of fi nding the most fre-
quent answer. The player sees an image and has to fi nd a label that she thinks other 
players have chosen to tag the image. Figure  3  shows a screenshot of the concept art 
of the game. The game design itself is simple and easy to implement. The game 
provides different mechanics as described above. One mechanic it uses is 
 Achievements . Players can earn badges for doing a certain amount of requests, fi nd-
ing words that are not already in the database, not using swear words, etc. The game 
also allows the player to experience  Progress . When the player responded with an 
answer that is also the most frequent answer to the shown image the game will add 
this image to a list. This list is shown to the player at the right side of the game 
screen. Although, collaboration would have been an intuitive mechanic for the game 
idea it was not used, due to time constraints. The task of the game is relatively 
simple and each request just needs some seconds to be completed.

   To estimate the quality of responses the system uses a variety of methods. It 
allows only one answer per player per request. This way no single contributor can 
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pollute the database by doing the same image multiple times. The system uses 
 wordnet  (Miller  1995 ) to detect swear, harassment, and slang words. The system 
detects overly frequent usage of words for instance when a user types one word over 
and over again. 

 The term frequency is compared to the term frequency in the database. 
Furthermore the system detects semantic similarity between words again based on 
 wordnet . This allows scoring responses from a contributor more fl exible than with a 
comparison on string level. Also integrated is a spellchecker that identifi es mis-
spelled words and also allows detecting random strings. The game includes these 
methods to give the contributor feedback on their actions. This constant feedback is 
a key element for fraud detection and prevention. However the system does not 
force the player into a certain behavior, it just ignores their answers and reports back 
that a certain word seems to be improper. The system also calculates a trust value 
for every response based on the measured statistics and the response history of the 
contributor. 

 To distribute the game it was released on two online gaming platforms namely 
 kongregate  5  and  newgrounds.  6  Both platforms allow for publishing fl ash and html5 
games through their website. It is possible to reach an even broader audience 
through social networks such as  facebook . 

5   www.kongregate.com 
6   www.newgrounds.com 

  Fig. 3    Concept art for the  Empathy  game       
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    Experiment 

 To demonstrate the power of the presented idea we conducted a small experiment to 
compare the costs and data quality of both approaches. We implemented two differ-
ent versions of the game idea explained above. Both games were submitted to the 
same two online gaming platforms within 3 weeks. The design time for both games 
was roughly 2 days not including the time to implement the server side technology 
and fraud detection system. Both components are available online. 7  The fi rst game 
( Empathy ) does not use any fraud detection mechanism. Figure  4  shows an image 
of the game.

   The second version ( GuessIt ) uses the fraud detection methods as explained ear-
lier. A screenshot is depicted in Fig.  5 . Additionally the task was submitted to an 
online crowdsourcing platform in two different versions. The fi rst version ( CF1 ) 
was submitted only to contributors from the US as proposed by the crowdsourcing 
provider. The second version ( CF2 ) was published to all available contributors. 
Both versions used a set of images with a set of acceptable answers to identify 
untruthful behavior. These acceptable answers are hand coded labels for an image. 
These data is called  gold standard data .

7   https://code.google.com/p/gamelab/ 

  Fig. 4    Screenshot of the game  Empathy        
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       Results 

 Both games were published to two gaming platforms:  kongregate  and  newgrounds . 
These platforms allow player to rank games (higher values are better). The  Empathy  
game was ranked with 2.42 out of 5 on  kongregate  and 2.72 out of 5 on  newgrounds . 
It gathered a total of ~13,000 responses for ~3,600 images from 272 contributors in 
the fi rst 4 days of its release and was played for 156 h. The game was developed in 
2 days including the server side implementation. The average response quality of 
 Empathy  is low. The responses include swear words, spelling errors, and other unde-
sired artifacts. One contributor submitted the same swear word 1,338 times. To ana-
lyze the response quality we hand coded 500 responses collected with  Empathy  to 
either be acceptable or not. Only 69.6 % of the collected responses are acceptable. 

  GuessIt  was ranked 2.53 on  kongregate  and 2.73 on  newgrounds . These scores 
seem to be relatively low however the mean ratings for other games at the same time 
on  kongregate  (2.47) and  newgrounds  (2.86) are comparable.  GuessIt  gathered 
~14,000 responses for the same ~3,600 images from 529 contributors in the fi rst 3 
days of its release. The game was derived from  Empathy  but provided feedback for 
the contributor about the quality of individual responses. The development time was 
roughly one and a half day. Not including the development time for the used server 
side fraud detection methods. The average response quality was much higher. 
98.8 % of the responses collected are acceptable. To calculate the average response 
quality we hand coded a random sample of 500 responses from the responses col-
lected with  GuessIt . The responses still contained swear words and spelling errors 

  Fig. 5    Screenshot of the  GuessIt  game       
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but only 6 out of the 500 are unacceptable! Only three responses with improper 
content have a positive trust value and therefore are included into the fi nal database. 
This gives  GuessIt  a fi nal accuracy of 99.4 %. 

 The reference test  CF1  contained ~500 images from the initial ~3,600. For each 
image four responses were requested. The experiment was set up via Crowdfl ower 
and published to Mechanical Turk. Only contributors from the US were allowed to 
participate. The experiment collected 3,209 responses (2,260 trusted) from 86 con-
tributors in a period of 8 days. More information on the completion time of HC 
tasks on Mechanical Turk can be found in Wang et al. ( 2011 ). The price for this task 
was $37.02. The accuracy was very high and no intentionally wrong answers were 
found. There were only some spelling errors. Without prior experience it took half 
a day to design the task and prepare the gold data. 

 The reference test  CF2  contained the same ~500 images from the initial ~3,600. 
For each image four responses were requested. The experiment was set up via 
Crowdfl ower and published to Mechanical Turk. Contributors were not restricted to 
come from the US. The task was cloned from  CF1  and took only half an hour to set 
up. The job collected 3,240 responses (2001 trusted) from 74 contributors. The 
average response quality was again very high. The price for the task was also $37.68. 
Figure  6  shows a comparison of average response qualities from all experiments.

        Conclusion 

 A recurrent challenge for HC systems is motivation. Contributors support human 
computation projects for many reasons. When developing human computation sys-
tems a key challenge is to offer a valuable reward for contributors. This chapter 
illustrated how to design HC systems with ludic elements to make their use an 
inherently pleasurable experience. The chapter described concepts, methods, and 
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  Fig. 6    Comparison of average response qualities for different experiments.  CF1 and  CF2  are 
results from paid crowdsourcing.  GuessIt  fi ltered represents the quality considering responses with 
high trust values only       
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pitfalls of systems with homo ludens in the loop. It demonstrated that a system 
designed along the described principles is able to:

•    Attract players on online gaming platforms  
•   Produce data of high quality similar to paid crowdsourcing  
•   Does not need intensive game design skills  
•   Can be used more than once with only minor modifi cations    

 Using digital games to motivate contributors is reasonable. Games allow for 
great fl exibility in design and use of evaluation methods not possible with paid 
crowdsourcing.     
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           What Is Human-Computer Interaction 
and How Does It Relate to Human Computation? 

 Human-computer interaction explores the construction of novel interactive systems 
(hardware and software), the evaluation and study of interactive systems in use, and 
the construction of theoretical understandings of those evaluations. Of course, this 
is a narrow view of HCI and does not fully account for its relationship to other dis-
ciplines which have a role within or relationship to it, such as art and design, or 
software engineering. For the purposes of this chapter, however, it will suffi ce. 

 Human computation has become an application domain for HCI, often in the 
context of crowdsourcing systems. Given that interactions between human and 
machine form the foundations of human computation, the fi t between the two is 
natural. Most prominent examples of this relationship stem from early work by von 
Ahn and Dabbish ( 2004 ), which synthesised von Ahn’s cryptography research with 
Dabbish’s work on collaborative systems and computer-supported cooperative work 
(CSCW). Through this, von Ahn and Dabbish produced infl uential work that 
brought human computation concerns onto the HCI agenda, particularly through 
various demonstrations of interactive ‘games with a purpose’ (von Ahn and Dabbish 
 2008 ). The canonical example within HCI is the ‘ESP Game’ (von Ahn and Dabbish 
 2004 ), in which paired players attempt to match descriptive tags for images, result-
ing in the rapid collection of human-constructed annotations for large numbers of 
images as a ‘byproduct’ of human-computer interactions. This work has developed 
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into a large literature concerned with developing and evaluating (new and existing) 
interactivity in human computation systems, ranging from web or desktop-based 
‘games with a purpose’ (such as the ESP Game), to citizen science applications 
(e.g., Galaxy Zoo 1 ), to mobile systems (e.g., Bell et al. ( 2009 )). 

    Contributions to HCI 

 The key contributions of this body of work to HCI is the development of a novel 
interaction technique, i.e., solving hard computational tasks with human action, as 
well as an exploration of various associated HCI issues that inform design. The 
notion of ‘interactive human computation systems’ as an interaction technique inverts 
the more usual and familiar HCI relationship between humans and machines, in 
which machines are the computational actors. In the inverted technique,  humans are 
seen as computational nodes  or components within a human-computer assembly, as 
opposed to a more common HCI perspective which seeks to understand how  machine 
computational resources  come to feature and be employed within human- human and 
human-computer interactivity. Thus, within human computation literatures, human 
activity has been seen as potentially offering vast resources of computation for solv-
ing hard computational tasks. Interactivity is a further key part: the knowledge that in 
theory, interactive computation provides a greater computational power than non-
interactive algorithmic systems (Wegner  1997 ) supports this notion. The exploration 
of this unusual confi guration of human and machine has necessarily resulted in its 
particular associated HCI issues being explored. Generally within the human compu-
tation literature published at HCI venues this has tended to focus on how to design 
interactive human computation systems which are correct (i.e., “producing the cor-
rect answer in the presence of noise”) and effi cient (Law and von Ahn  2011 ) in terms 
of ‘quality control’, or managing issues of ‘cheating’ or ‘gaming the system’ through 
input and output agreement systems (Law and von Ahn  2009 ) (e.g., as in the ESP 
Game’s matching of pairs of players (von Ahn and Dabbish  2004 )). This literature 
has also addressed issues of motivating human ‘components’ of human computation 
systems (e.g., Bell et al. ( 2009 ); Reeves and Sherwood ( 2010 )), as well as how human 
and machine contributions can be organised, both in terms of workfl ows and aggre-
gation strategies (Reeves and Sherwood  2010 ; Quinn and Bederson  2011 ).  

    HCI Challenges to Human Computation 

 However, as Quinn and Bederson argue, “human computation has a tendency to 
represent workers as faceless computational resources”, for instance, not consi-
dering “issues related to ethics and labor standards” (Quinn and Bederson  2011 ).

1   http://www.galaxyzoo.org 
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This is in many ways atavistic towards HCI’s strong promotion of user-centred 
design and focus on user experience as a foundational element of system design. 
Prior work (e.g., Reeves and Sherwood ( 2010 )) has also critiqued the notion of 
conceptualising humans as “processing nodes for problems that computers cannot 
yet solve” (von Ahn and Dabbish  2008 ) or as a “remote server rackspace” of “dis-
tributed human brainpower”. 

 The tenor of this argument refl ects wider historical forces in HCI; the human 
computation approach within HCI largely refl ects what could be seen as a ‘tradi-
tional’ HCI approach, bound by normative forms of design (e.g., there is no sense 
of participatory design processes where users co-design the system) and evaluation 
(e.g., formal evaluation techniques such as usability testing). Thus to a great extent, 
human computation as it features within HCI has remained generally unaffected by 
the signifi cance of the ‘turn to the social’ that impacted HCI during the 90s (Button 
and Dourish  1996 ; Bannon  1991 ; Grudin  1990b ) and helped bring about a revolu-
tion in how we conceptualise ‘the user’. Briefl y put, this ‘turn’ in HCI involved a 
move beyond individualist cognitive formulations of the ‘user’ to social conception 
of the ‘user’ and greater consideration of the importance of coordination and col-
laboration amongst groups of users. 

 The rest of this chapter focuses on the implications of this shift for human com-
putation and how it might conceive of these ‘processing nodes’. In order to address 
this we must now turn to consider the ‘cognitive turn’ as well as the ‘social turn’ in 
HCI (section “ Cognitive and Social ‘Turns’ in HCI: Conceptualising ‘the User’ ”) 
before examining its implications for human computation itself (section “ Directions 
for Developing HCI in Human Computation ”).   

     Cognitive and Social ‘Turns’ in HCI: Conceptualising 
‘the User’ 

 HCI initially emerged from a convergence between computer science and psycho-
logical, cognitive and social psychological models of interaction (Dourish  2006 ). 
Of the cognitive and social ‘turns’ in HCI, we fi nd their traces most prominently 
within the evaluative traditions and practices of HCI. There is a signifi cant body of 
literature within HCI concerned with developing the methods and perspectives with 
which to conduct evaluation of computer interfaces in use. This ranges widely in 
purpose, from evaluations concerned with an individual’s task effi ciency and inter-
face usability (e.g., see ‘GOMS’ as mentioned below) for work/productivity appli-
cations to ethnographic evaluations of user experience of artistic performances 
(e.g., Reeves ( 2011 )). The range of these various methods and perspectives has 
increased with the growing spread of digital technologies and their attendant inter-
faces into ever more aspects of our everyday lives. 

 Early approaches at the start of the 1980s for evaluating the usability of 
computer interfaces were derived largely from human factors and cognitive 
psychology, which considered both the perceptual qualities of interface elements 
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(e.g., ergonomics) as well as the cognitive processes which users engage in when 
interacting with machines. This perspective informed a range of evaluative practices 
concerned with examining task performance and its relationship to user interface 
design. Cognitive conceptions such as the human processor model (Card et al.  1983 ) 
have provided the basis of task decomposition techniques, such as GOMS (Goals, 
Operators, Methods, Selection) and its variants (see John ( 1995 )), that offer predic-
tive task performance indicators for expert users engaged in limited tasks, such as 
data entry and so on. 

 Key to these early approaches to conceptualising ‘the user’ in HCI is in constitut-
ing the human element as an individual, delimited by the descriptions of cognitive 
psychology, with individual capabilities described in terms of motor, sensor, memory 
and computational processing capacities. Models of cognitive faculties explain the 
possibility of human action in the world by theorising inner conceptual/mental repre-
sentations constructed by the human to represent systems that exist ‘out there’ in the 
world. The human consults these internal representations as a resource when interact-
ing with the world. In this cognitive approach as articulated in HCI, ‘the user’ has 
particular goals and subgoals which, so arranged, provide a plan of action to bring 
about an overall goal such as ‘write a letter’ or ‘send a text message’ (e.g., see Card 
et al. ( 1983 )). Through this planning view, the cognitive approach seeks to model and 
therefore predict the ‘human factors’ in interactions between human and machine, 
the reasoning being that through this, designers may themselves be able to systemati-
cally explore a design space to fi nd optimal solutions to interface design problems. 

 However, the advent of a different, socially-oriented approach, drawing particu-
larly on the social sciences, did, towards the end of the 1980s and the start of the 
1990s, begin to challenge this dominant individualist cognitive perspective within 
HCI in a number of ways (Bannon  1992 ). Not only was the model of ‘the user’ 
transformed, but so was understanding of the role of the technological artefact. As 
Grudin argues, this shift developed into a more holistic view of interaction, explod-
ing the typical HCI defi nitions of the interface to situate both the technology and 
‘the user’ into complex socio-technical constellations, and instead reveal a role for 
HCI in the design of this itself  as  the interface (Grudin  1990a ). Beyond this, recog-
nition of this growing importance of understanding the social features of interaction 
were equally found in developments of psychological approaches, such as the emer-
gence of Distributed Cognition theory (Hutchins  1995 ) and its application in an HCI 
context (Rogers 1994). 

    Underlying Perspectival Shifts in HCI: Phenomenology 
and Workplace Studies 

 A key infl uence in this perspectival shift occurring in HCI was the instrumental 
effect of a range of workplace ethnographies which unpacked the character of coor-
dination and collaboration with, around and through interactive technologies. Put 
simply, the individual was no longer a relevant unit of analysis. Instead, as Heath 
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et al. describe, the term ‘collaboration’ provided a useful “gloss to capture a com-
plex confi guration of momentary arrangements through which two or more indi-
viduals, sequentially or simultaneously participate in particular tasks or activities” 
(Heath et al.  1995 ). Many of these ethnographies of workplace technology were 
driven by an underlying orientation towards sociological phenomenology such as 
symbolic interactionism, conversation analysis and ethnomethodology (e.g., see 
Szymanski and Whalen ( 2011 )). In contrast with cognitivist accounts, which derive 
from a Cartesian perspective of mind-body dualism, the phenomenological perspec-
tive gives primacy to ‘subjective’ experience; in phenomenological sociology this 
matter is transformed into investigation of ‘intersubjectivity’, that is, developing 
theoretical and empirical understandings of how seemingly incommensurable ‘sub-
jective’ individual experiences are  negotiated  such that individuals may engage in 
concerted social actions (such as, in Heath et al. ( 1995 ), organising market trades in 
a dealing room). 

 Drawing upon this philosophical background, these allied approaches have thus 
formed part 2  of the reorientation in HCI towards considering the phenomenology of 
interaction, i.e., the nature of ‘user experience’ (rather than, say, the ‘information 
processing’ capacities of the user). In terms of their contribution to understanding 
how interactive technologies are experienced in the ‘lifeworlds’ of users, this body 
of (mostly) ethnographic work has unpacked the ways in which interaction with and 
around technologies is a fundamentally  socially organised  phenomenon. That is, 
they detail just how meaning is actively produced, achieved, maintained and repaired 
by participants in those interactions. This stands in contrast with a traditional cogni-
tive view that would ascribe meaning in terms of input/output to/of an individual’s 
cognitive workings. For instance, Heath et al. ( 1995 ) explore how careful verbal and 
bodily (e.g., gestural) conduct is employed to sensitively produce moments of col-
laboration in order to make coordinated decisions regarding bidding for stocks 
within the trading room. In this way the meaning of a given trade does not reside in 
an individual’s mental representation, but is  produced  through a social orientation 
to ongoing collaborative action.   

     Directions for Developing HCI in Human Computation 

 Now that the broad outline of the cognitive and social turns in HCI have been dis-
cussed, this section explores in more detail how cognitivist ideas have found a natu-
ral home in some conceptualisations of human computation systems. As part of this, 
the following also unpacks what the implications of HCI’s ‘social turn’ might be for 
human computation. 

2   Obviously there are other infl uences on HCI which have shaped the ascendancy of ‘user experi-
ence’ as a core concern, however these are beyond the scope of this chapter. 
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    Cognitive Alignments Between HCI and Human Computation 

 There is a strong similarity between a cognitive conception of the human in HCI and 
the standard human computation role of humans. Firstly we begin with the term 
itself, i.e., ‘human computation’: it is here that the computation model being applied 
to human action is initially ascribed. In this sense the term itself confi gures the fi eld 
with certain assumptions about the nature of this human action, i.e., that it is readily 
characterisable in terms of computation. Secondly, the explicit ways in which 
human elements are described in the literature confi rms this view. For instance, 
humans have been characterised as serving as information processors, or computa-
tional nodes (e.g., as before, von Ahn and Dabbish ( 2008 )), as well as defi nitional 
forms of “human computation algorithms” being derived from Donald Knuth’s 
computational ones (Law and von Ahn  2011 ). Building upon this perspective, there 
has been a focus within human computation on game theoretic accounts of human 
agency, such as in the design of questions or in order to incentivise/motivate users 
(e.g., (Jain and Parkes  2009 ; Law and von Ahn  2011 , p. 61)). Traditional game 
theory models rely upon a computational view of human agency (e.g., that human 
agency involves rational calculation of outcomes), and a transcendent understand-
ing of rational action. This is as opposed to a situated, local view of rational action 
in which order and meaning is locally produced (Suchman  1987 ). 

 It is no coincidence that the cognitivist approach emerged across a range of dis-
ciplines (e.g., psychology, linguistics, computer science, neuroscience, etc.) in par-
allel with the development of digital computing during the 1950s: the computer was 
seen as providing a suitable and appropriate metaphor for developing understand-
ings of the human. The broad appeal of this metaphor cannot be underestimated; 
computational metaphors have been a driving force in the development of theoreti-
cal models across a range of disciplines including biology, linguistics, anthropology, 
physics and art (Cantwell Smith  2010 ). Yet metaphors can sometimes prove prob-
lematic, in that they may distort the nature of phenomena as well as directing focus 
away from their nature in favour of the simplifi cations afforded by the metaphor.  

    What HCI’s Social Turn Means for Human Computation 

 With the ‘social turn’ in HCI, critiques of this cognitive, computational metaphor 
view have fl ourished. A key text here is Suchman’s infl uential work that argues 
against a cognitivist, plan-based model of human action, instead transforming the 
rational plan into a resource which may be drawn upon in the situated, moment-by- 
moment mundane actions of humans who are ongoingly achieving the construction 
of social order (Suchman  1987 ). While in Suchman’s case the analysis was of 
experts using photocopiers to perform basic tasks, for human computation, this 
radically changes how we conceive of the ‘node’ in human computation systems. 
Instead of ‘information processors’ manipulating data orchestrated by digital com-
puter management we must see humans in these systems as accomplishing social 
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order: developing intersubjective or shared understandings in and through organis-
ing their physical and verbal actions moment-by-moment, designing and crafting 
those interactions so as to be intelligible and meaningful to others, and engaging in 
ad-hoc but coherent and concerted social actions with one another. In this view the 
cognitive notions of goals and plans are the construction of the analyst imposed 
onto innate social order rather than an underlying, transcendent theory of human 
action. Similarly, the utility of analogies between algorithms and “human computa-
tion algorithms”, considering time complexity, effi ciency and correctness (Law and 
von Ahn  2011 ), can potentially obscure considerable design differences (Reeves 
and Sherwood  2010 ). 

 Some work in human computation has begun dismantling the conception of 
humans as processing ‘nodes’ in computation networks by studying the situated 
ways in which meaning is produced through interactions between users engaging in 
human computation tasks. For instance, in ‘Eyespy’, we developed a mobile human 
computation game in order to produce sets of photos which were useable for navi-
gation tasks as a byproduct of that play (Bell et al.  2009 ). Like the ESP Game, we 
relied upon human competencies in order to construct a high quality data set (in our 
case, of ‘good’ navigational images, as opposed to ‘good’ textual tags for images). 
Players of the game gained points for creating photo tags of landmarks which other 
players subsequently attempted to locate and visually confi rm (based on GPS prox-
imity), in turn gaining points themselves. Successful players oriented their in-game 
actions towards designing photographs that leveraged local knowledge (of ‘good’ 
landmarks), ‘fi ndability’ and how recognisable they were. These human competen-
cies relied upon commonsense knowledge, i.e., ‘what anyone knows’ about a given 
geographic area, and what would constitute a ‘good photo’ for other players (see 
von Ahn et al. ( 2006 ) for an attempt to collect a generalised set of such common-
sense knowledge). It is precisely this notion of how players oriented towards each 
other, produced their content in ways that were crafted as appropriate to the framing 
of the game and the prospective recipients of their photos. In short, players’ actions 
are not algorithmic but  interpretive  and  socially organised  within the human com-
putation system, contradicting characterisations of computational nodes or cogni-
tive information processors in which interpretation and social action is part of 
internal mental processes rather than an accomplished negotiation between humans.  

    Human Computation System Design 

 This view of human computation developed as part of studies within HCI has three 
key messages for designers to consider when constructing the next interactive 
human computation system (Reeves and Sherwood  2010 ). They impact two (of 
fi ve) foundational questions of human computation suggested by Law and von Ahn 
( 2011 ): fi rstly, how to guarantee solutions are accurate, effi cient and economical; 
and secondly, how to motivate human components in their participation, expertises 
and interests.
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    1.    The broadest point is the importance of user experience. HCI’s lessons, via a 
focus on user experience and its ‘turn to the social’ mean that  the human per-
spective should be considered a foundational issue  to inform the design and 
construction of interactive human computation systems. Echoing Quinn and 
Bederson ( 2011 ), once again, this means human issues need to be considered as 
the initial step rather than something to evaluate post-hoc (e.g., “issues related to 
ethics and labor standards”, also see Irani and Silberman ( 2013 )).   

   2.     Meaning is situated and locally produced . This does not mean that human com-
putation systems cannot produce generalised results or reusable products, how-
ever it does mean that such things are not readily analogous with machine-based 
algorithms or necessarily aligned with cognitive descriptions of human agency. 
Instead, when we consider how (for instance) image tags are designed in the ESP 
Game, we should view this as the coordinated production of meaning between 
players rather than input and output transactions.   

   3.    How the human computation system is approached and experienced by its human 
participants  fundamentally frames their interaction with it . Therefore the prod-
ucts of those actions cannot be separated from the social and situated circum-
stances in which it was produced (see above). This matter of framing is a key 
design feature, for instance, the way a task delegated to users is introduced and 
the relationship that is confi gured between them and designers shapes the way in 
which that task is carried out (Brown et al. 2009). In other words, human com-
putation tasks do not get performed in isolation. Instead, the seemingly second-
ary features of interface and task design (e.g., tutorials, what type of task it is 
communicated as, such as for money (e.g., Mechanical Turk) or scientifi c prog-
ress (e.g., Galaxy Zoo)) can radically change how the human components of 
computation systems act.    
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           Introduction 

 The notion of human computation describes a class of approaches to distributed 
problem solving that integrate human contributions with computational techniques 
within computational systems. They leverage human cognitive capabilities to solve 
problems that are easy for human users but diffi cult for purely computational tech-
niques (von Ahn  2006 ; Quinn and Bederson  2011 ). Typical examples of such prob-
lems involve the digitization, semantic analysis and classifi cation of multimedia 
content for search and information retrieval (von Ahn and Dabbish,  2004 ; von Ahn 
et al.  2008 ; Chen et al.  2009 ). While this remains a major class of human computa-
tion applications, recent work has addressed a number of different areas: from com-
mon-sense facts collection (Lieberman et al.  2007 ), to text editing and composition 
(Bernstein et al.  2010 ; Kittur et al.  2011 ), language translation (Hu et al.  2011 ) or 
environmental monitoring (Dutta et al.  2009 ). 1  

 Though such applications pursue a number of variations in implementing the 
idea of human computation (e.g. in specifi c task designs, participants recruitment or 
solution aggregation) they tend to share two underlying assumptions: they adhere to 
the question “How can human users help solve semantically complex problems?” 
and they adopt the perspective of individual users in designing the crowd-tasks, 
incentive structures or process workfl ows. 

 The individual user perspective means that the problem-solving process is con-
ceived as a structured, system-initated workfl ow in which a large number of indi-
vidual users contribute solutions to atomic primitives (micro-tasks) that may 
represent elements of a larger task. The solutions of individual users (e.g. pair-wise 

1   See (Quinn and Bederson  2011 ; Fraternalli et al.  2012 ) for an extensive overview. 

      Collective Action and Human Computation 

 From Crowd-Workers to Social Collectives       

          Jasminko     Novak   

        J.   Novak (*)   
  University of Applied Sciences Stralsund/European Institute for Participatory Media , 
  Wilhelmstr. 67, 10117 Berlin ,  Germany
e-mail: j.novak@eipcm.org    



422

comparison of identity of two images, tagging of a piece of content or transcription 
of a word) are considered independently of each other and processed by statistical 
means to produce aggregate solutions (e.g. majority voting). In such a process, the 
users are considered as a part of a computational process operating without any 
awareness of each other’s work process, individual results or the broader task con-
text. While such a conceptual model has proven well-suited for specifi c classes of 
tasks, it basically mimics the tayloristic approach to work modeling and organiza-
tion that considers the synergies of work contributions of many individuals in a 
rather mechanistic manner (Nagar  2011 ). Accordingly, the majority of existing 
approaches provides little or no support for direct communication and collaboration 
between the users and models the user participation as private exchanges between 
the task- owner and the task-solver. 

 In contrast, experiences from the large body of knowledge on collaborative prob-
lem solving and collaborative knowledge production point to the importance of 
group interaction and communication in different kinds of collaborative social for-
mations (e.g. online communities, social networks) (Preece  2000 ; Brown and 
Duguid  2000 ; Kittur and Kraut  2008 ; Woolley et al.  2010 ). They highlight the role 
of voluntary, open group participation where individual contributions form a collec-
tive good freely accessible and benefi ting all users (Kittur and Kraut  2008 ; Wasko 
and Teigland  2002 ). They also show how the very nature of the context of open 
collaboration can also enable new modes of collective production, leading to other-
wise unattainable solutions (though posing a number of challenges for effective 
coordination and operationalization). 

 This begs the question of how such more open, participatory models of  collective 
action  can inform the development of new kinds of human computation systems and 
approaches: Can we conceptualize specifi c classes of human computation as 
instances of different forms of social collaboration? How can we design human com-
putation systems where the involvement of a large number of human users as provid-
ers, aggregators or “processors” of information leads to outcomes that benefi t the 
entire collective rather than only individual contributors and task owners? How can 
the theory of collective action inform the design of such collaborative approaches to 
human computation? Addressing this little investigated perspective on human com-
putation is the goal of this chapter.  

      Reframing Human Computation 

    Human Computation and Self-Interested Individuals 

 Existing models of human computation tend to share several important characteris-
tics: (1) they focus on exploiting the capabilities of human users to solving semanti-
cally complex problems within a  computational approach , (2) the problem solving 
paradigm is based on the decomposition of complex tasks into atomic units (micro- 
tasks) that are trivial to solve for human users regardless of their background and 
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level of expertise, 2  (3) their realization is based on voluntary participation of rela-
tively large numbers of users over the Internet (crowdsourcing) and (4) they treat 
users largely as a mass of isolated individuals rather than as a distributed collective. 
While such models have proven to work very well for a number of application 
classes (see overview in Quinn and Bederson  2011 ) they also pose a number of limi-
tations, some of which are starting to be questioned (Nagar  2011 ). The focus on 
decomposing complex problems in micro-tasks requiring little cognitive effort (e.g. 
image tagging, pairwise comparisons, transcripts of images or text snippets), 
obscures the challenges of tackling more complex classes of tasks that cannot be 
easily broken down to trivial primitives:  intrinsically creative  processes such as 
authorship cannot be effectively broken down to linear models of simpler tasks such 
as crowdsourced summarizing proposed in (Kittur et al.  2011 ) and neither can ill-
structured,  wicked problems  (Rittel and Webber  1973 ; Star  1989 ) which are most 
apt to benefi t from collective contributions. 

 Similarly, the conception of users as a mass of isolated, self-interested individu-
als obscures the large body of knowledge about the potential and importance of 
group communication and interaction for collaborative solving of complex prob-
lems and knowledge production (e.g. Wikipedia, online communities). Finally, the 
limitations of the individual perspective are also refl ected in corresponding incen-
tive designs that are largely extrinsic. They tend to focus on the individual user 
(payment per solved micro-task, player incentives in games-with-a-purpose) and 
infl uence both process and tasks designs at their very core (e.g. no designs for direct 
communication between the users, game like structures that hardly mask the under-
lying tasks as a reason of their existence). The focus on the individual perspective 
has also been refl ected in models of ownership of the problem and of the results 
produced: typically the problem owners (e.g. businesses, public institutions, 
research organizations), own both the problems and the solutions while the benefi ts 
to the crowd  workers  are contained to monetary renumeration (micro-payments) or 
game satisfaction (games with a purpose). Mediators such as crowdsourcing plat-
forms or service providers (e.g. Amazon Mechanical Turk, CrowdFlower, Microtask.
com) provide the systems and tools for implementing the process workfl ows, man-
aging user participation and performing the solution evaluation and aggregation.  

    Collaborative Approaches to Human Computation 

 At the same time, a number of explorations into applying the human computation 
 metaphor  to more complex classes of tasks and collaborative processes have started 
to recognize the importance of group interaction and collaboration in collective 

2   Though possibilities for solving more complex tasks have been investigated, these approaches 
still follow the decomposition principle (Kittur et al.  2011 ; Dean and Ghemawat  2008 ) and accom-
modate some means of qualifi cation tests for selecting workers with appropriate skill levels. 
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 intelligizing  (Nagar  2011 ). Examples include collaborative information gathering 
and structuring in decision-making (Greene et al.  2010 ) and information manage-
ment (Tungare et al.  2010 ), social business process management in organizations 
(Brambilla et al.  2011 ) or the cooperative management of environmental resources 
(Fraternali et al.  2012 ). While retaining the idea of combining human and machine 
intelligence, such approaches are starting to re-interpret the conceptual model of 
human computation more freely, relaxing a strict distinction between human com-
putation and crowdsourcing (proposed in (Quinn and Bederson  2011 )) and opening 
up to broader models of collaboration and collective intelligence. Crowdsourcing 
can thereby be seen as a specifi c mechanism of task distribution and participant 
recruitment through an open call to a large group of individuals (Howe  2006 ). 
Furthermore, instead of using centralized platforms for publishing tasks and acquir-
ing participants, increasing attention is being given to using existing online social 
networks that already gather huge numbers of participants into webs of intricate 
social relationships (Bozzon et al.  2012 ). 

 This work is starting to build bridges between human computation, crowdsourc-
ing and more general classes of techniques and applications for collaborative prob-
lem solving, information sharing and collaborative knowledge production. In 
doing so it acknowledges that some of the most successful approaches to harness-
ing collective intelligence involve models in which groups of participants engage 
in collaborative exchanges producing online information goods that are available 
for use and benefi ts to the entire collective—and not only to individual task owners 
or platform providers. Classical examples of such  online collective action  (Bimber 
et al.  2005 ) include information sharing and collaborative knowledge production 
through simple mailing lists, online communities and networks of practice (Wasko 
and Faraj  2005 ), structured question and answer systems (Ackerman and McDonald 
 1996 ; Bian et al.  2008 ) or community-based expertise location (Ackerman et al. 
 2002 ). More recent examples also involve the applications of crowdsourcing to 
solving pressing social problems through collective information gathering, idea 
generation and argumentative deliberation for e.g. addressing climate change 
(Klein and Iandoli  2008 ), participatory city management (Novak and Preuße  2011 , 
  http://www.thecity2.org/    ,   http://opencities.net    ) and local community development 
(  http://www.mindmixer.com/    ,   http://www.nexthamburg.de/    ). Yet other involve 
human users as information providers in different forms of human-in-the-loop sys-
tems e.g. for aiding crisis disaster and management (Okolloh  2009 ; Goolsby  2010 ; 
Meier  2013 ), or crowdsourcing data collection and annotation for collective knowl-
edge production in citizen science (Kanefsky et al.  2001 ; Bonney et al.  2009 ; 
Luther et al.  2009 ). 

 Though exhibiting a number of specifi c differences, all these examples share a 
basic underlying goal and conceptual premise: the involvement of a large number of 
diverse human users as providers, aggregators or “processors” of information and 
knowledge should lead to outcomes that benefi t the entire collective rather than only 
individual contributors or commissioners of work assignments. However, there is 
still little understanding of how we can effectively conceptualize and design such 
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human computation systems that support collaborative engagement of participants 
in the production of  public goods  benefi ting entire social collectives. How can we 
identify a conceptual framework and specifi c design patterns that can help us in 
designing for collective action as a specifi c class of human computation? To address 
this question, the next sections consider related fi ndings from the  theories of collec-
tive action  and show how they can inform the conceptualization and design of sys-
tems for collaborative human computation.   

    Online Collective Action 

 Collective action theories describe the behaviour of participants in collaborative 
problem solving and other forms of voluntary cooperation towards the creation of 
public goods (Marwell and Oliver  1993 ; Fulk et al.  1996 ). Public goods are shared 
resources from which all individual members of a collective can benefi t even if they 
have not contributed to creating the good (e.g. a public park or public television) 
(Kollock  1998 ). Their creation, provision and/or maintenance require voluntary 
contributions of at least some individuals from the collective. 

 Public goods exhibit several special characteristics: (1) they are non-excludable, 
meaning that no individual can be excluded from the use of the public good, regard-
less of whether s/he contributed to its creation or not (Head  1962  referenced in 
Wasko and Teigland  2004 ), (2) the cost of providing such goods does not change 
with the number of people benefi ting from it (Olson  1965 ) and (3) they are non- 
rival, meaning that their consumption by one person doesn’t reduce the amount 
available to others (Hardin  1982  in Bimber et al.  2005 ). This makes it easy for indi-
viduals to free-ride on the efforts of others, since they can enjoy the benefi ts of using 
the public good without having to contribute to its creation. But practice shows that 
collective action occurs in spite of this assumed free-rider problem. 

 Accordingly, theories of collective action have focused on understanding why, 
how and under what circumstances self-interested individuals still engage into vol-
untary collective action and contribute efforts to the production and/or maintenance 
of public goods. This makes such theories of great relevance to providing a theoreti-
cal foundation for conceptualizing the major issues, problems and opportunities for 
collaborative models of human computation. While originally having considered 
material goods (Olson  1965 ), the theories of public goods and collective action have 
also been applied to voluntary cooperation in online settings, such as knowledge 
exchanges in online communities and social networks (Wasko and Teigland  2002 ; 
Wasko and Faraj  2005 ), online activism and collaborative creation of shared knowl-
edge bases (Fulk et al.  1996 ; Bimber et al.  2005 ). This work highlights a number of 
factors infl uencing the dynamics of collective action involving self-interested indi-
viduals, which are related to similar problems in human computation. The next 
section reviews the major fi ndings of relevance in this context. 
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    Collective Action in Online Knowledge Exchanges 

 Online collective action occurs frequently through the exchange of messages 
between unfamiliar individuals that use web-based tools (forums, wikis, discussion 
boards, social network services) to share problems, information, knowledge and 
experiences about their professional practice or shared interests. While different 
forms of such social collectives are distinguished with different terms online com-
munities, communities of practice, networks of practice (Brown and Duguid  2000 ) 
they all share the basic underlying mechanisms of the creation of a collective good. 
Similar mechanisms apply to the cooperative construction of shared knowledge 
bases, where individual members provide different pieces of information or knowl-
edge into a shared repository (e.g. Wikipedia, collaborative tagging). And such a 
model also underlies other examples where knowledge is only a vehicle to creating 
new artifacts, products or services such as open source software or open product 
design and implementation (e.g. quirky.com). 

 Thus, the online exchange of knowledge in community networks can be consid-
ered as an archetypical model for understanding the mechanisms of online collec-
tive action. The posting of and responding to messages between the members of the 
network (e.g. online community, network of practice) represents a form of collec-
tive action that creates a publicly available body of knowledge accessible for all 
members of the network (Wasko and Teigland  2002 ). Since messages are publicly 
visible to all interested members the resulting body of knowledge is non-excludable 
i.e. can be accessed by all members regardless of their contributions. The cost of 
creating a message does not change with the number of members that may benefi t 
from its content and the use of knowledge contained in a message by an individual 
member does not diminish its value for others. 

 Such conditions lead to the well-known paradox of individual vs. collective ben-
efi ts: while there is a natural tendency to free-ride i.e. capture the benefi ts of using 
the public good (reading helpful responses) without own contributions, if everybody 
did so the public good would not be created at all. This is a core challenge for har-
nessing collective action and is also found in human computation: both approaches 
employing crowds composed of isolated individuals as well as approaches explor-
ing more collaborative settings need to address this question.  

    Predictors and Mechanisms of Collective Action 

 A number of different explanations have been proposed to account for this paradox 
and explain why individuals contribute and engage in collective action in spite of 
the possibilities for free-riding (see (Wasko and Teigland  2004 ) for a detailed over-
view). One line of explanations proposes that the  heterogeneity of the resources and 
interests of the participants  increases the chances for the collective good to be real-
ized, since there may be individuals with more resources (money, time, expertise, 
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energy or infl uence (Oliver et al.  1985 )) and higher interest in the public good who 
will create and maintain it for the benefi t of the collective. This line of reasoning is 
in line with considerations of the role of diversity in increasing the effectiveness of 
collective intelligence in decision-making (Bonabeau  2009 ). Thereby, individual 
interest in contributing may be motivated by a number of different factors, such as 
the level of professional expertise and organizational tenure (which were found to 
increase likeliness of providing useful advice in online networks (Constant et al. 
 1996  in Wasko and Teigland  2002 )). Similarly, group size has been found a good 
predictor of collective action, explained with the assumption that larger groups have 
automatically more potential resources for action (Scott and El-Assal  1969  in 
Wasko and Teigland  2002 ). 

 At the same time, theoretical contributions have argued that sustaining collective 
action in larger groups is in fact more diffi cult since individual contributions are 
more likely not to be noticed or be perceived as unnecessary, resulting in free-riding 
(Hardin  1982 ). This discrepancy may be explained in situations when the cost of the 
contributions for providing the good changes with the number of users: if the costs 
rise with the number of users, larger groups will be less likely to exhibit collective 
action than small ones; otherwise free-riders are not a burden for others and thus 
won’t infl uence the success of collective action (Macy  1990  in Wasko and Teigland 
 2002 ). 

 Other work suggests that dense networks consisting of  direct social ties  between 
all participants may facilitate collective action, since a large amount of direct ties 
furthers the propensity to cooperation. However, other forms of patterns of social 
interactions may also suffi ce or be the determining force sustaining collective 
action.  Reciprocal gift exchanges  may sustain cooperation by building on the expec-
tation that given help will be reciprocated in the future (Kollock  1999 ). As may 
 generalized exchanges  where one’s contribution is not returned directly by its recip-
ient but by a third party (Ekeh  1974 ) (e.g. one’s questions are not answered by 
members to whom one had replied himself but by others). Such generalized 
exchanges based on indirect reciprocity or interest-driven contributions have been 
empirically verifi ed as a determining factor for specifi c networks of practice (Wasko 
and Teigland  2002 ; Wasko and Faraj  2005 ). 

 Contributions may also be asymmetrically skewed with a small subset of the 
collective providing the most contributions ensuring the production of the collec-
tive good—a well-known phenomena from online communities and collective 
intelligence applications (Preece and Shneiderman  2009 ). In such cases, rather 
than merely identifying the large portion of members as free-riders, the notion of 
 critical mass  (Oliver et al.  1985 ) suggests that there may exist well-functioning 
classes of collective action that are dependent on a large enough number of 
 individuals who provide the most contributions and signifi cantly deviate from the 
average. This is also in line with empirical observations of the asymmetrical con-
tributions in online information and knowledge exchanges where small groups of 
highly active  members account for most contributions (see Preece and Shneiderman 
 2009  for an overview). 
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 The presence of such critical mass can be verifi ed empirically by examining the 
extent to which social ties are centralized i.e. concentrated to a small number of 
individuals (Wasko and Teigland  2002 ). This suggests that social network analysis 
may be used to identify networked collectives that may be particularly suitable for 
developing specifi c classes of approaches (e.g. engaging only a subset of members 
characterized by high degrees of community contributions) or for identifying key 
participants for acquiring critical mass of respondents (e.g. by using out-degree or 
centrality measures). Finally, affective factors such as trust and social capital 
(Putnam  2000 ; Nahapiet and Ghoshal  1998 ) can positively infl uence collective 
action. The assumption of these approaches is that the development of such strong, 
positive social relationships between members of the collective and with respect to 
the collective as a whole can suppress free-riding and incentivize active contribu-
tions. Similarly, social norms as standards of acceptable collective behaviour have 
been identifi ed as effective means for preventing free-riding and furthering collec-
tive action in repeated interactions (Putnam  2000 ) much like explicit sanctions for 
non-compliance.  

    “Me-Centric” Participation and “We-Centric” Collaboration 

 Another perspective on the dynamics of online collective action that can inform the 
development of models integrating collective action into human computation is the 
dichotomy between “me-centric” participation (Koch  2008 ) and “we-centric” col-
laboration discussed in (Novak  2009 ). In collaboration research, user participation 
in communities and networks of practice has been largely conceptualized from the 
“we-perspective” of communities. Active participation and member contributions 
are motivated by intrinsic, often group-oriented or altruistic motives such as com-
munity citizenship, enjoyment of social interaction, reciprocity and reputation 
(Tedjamulia et al.  2005 ). The defi ning characteristic of communities is their self- 
organization and autonomous constitution of social norms, acceptable behaviors 
and uses of community resources (Preece  2000 ). The collective knowledge built up 
through member participation is considered a collective property of the community 
and a “public good” of its own, freely available for use and consumption (at least 
within community confi nes) (Kollock  1999 ; Preece  2000 ; Wasko and Faraj  2000 ). 

 Such a conceptualization of online collective action in which group interaction is 
necessary to create and maintain the public good is partly aligned with the theories 
of collective action. As noted in the previous section, the collective action theories 
model users as self-interested individuals who  in spite  of this provide contributions 
to the collective good. In fact, for the majority of participants in online communi-
ties, the benefi ts of such goods reside largely in personal usefulness of contributions 
created by others. The greatest proportion of community users are passive partici-
pants who consume community information or services (e.g. fi nding answers to 
their needs in a discussion forum). The so-called “lurkers” typically amount to 
80–90 % of community members (Tedjamulia et al.  2005 ) and are attracted by 
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extrinsic motivation: the prospect of easily accessible, credible information, highly 
relevant to their needs (Nonnecke and Preece  2001 ). 

 When aiming to integrate collective action into human computation, the discrep-
ancy between intrinsic and altruistic “we-based” motivation of user engagement and 
the “me-centric” perspective of extrinsically motivated participation (e.g. monetary 
rewarded micro-tasks) induced by external task owners may pose problems with 
respect to acceptable modes of use and exploitation of the community’s “public 
good”. This may damage the fundamental motivational mechanisms needed for the 
collective good to emerge in the fi rst place. For example, the community literature 
makes a strong point about the challenge of establishing company-sponsored com-
munities, initiated and actively facilitated by commercial actors with the goal of 
exploiting the community activity for organizational or commercial purposes (Hagel 
and Armstrong  1997 ; Tedjamulia et al.  2005 ). While companies address this by 
offering extrinsic benefi ts accrued from the commercial exploitation (e.g. profi t 
sharing, gifts, reputation (Tedjamulia et al.  2005 )), empirical research in motivation 
theory suggests that such extrinsic incentives tend to undermine intrinsic motivation 
(the “crowding out” effect (Frey and Jegen  2002 )). On the other hand, insights from 
motivation research itself show that extrinsic incentives may also reinforce intrinsic 
motivation (Frey and Jegen  2002 ). This suggests that the integration of community- 
based collaboration into traditional models of human computation cannot rely 
exclusively on the motivational mechanisms of the “we-centric” group perspective. 
Moreover, existing models of crowdsourcing and human computation are already 
largely based on “me-centric” individual participation not requiring group collabo-
ration. An integration of “me-centric” participation (Koch  2008 ) with “we-centric” 
collaboration may thus allow us to identify models and design guidelines for sup-
porting the integration of collective action in human computation.   

     The Principal-Agent Problem in Human-Computation 

 As suggested in (Novak  2009 ) the change of focus from “we-centric” group per-
spective with an implied sense of togetherness and pursuit of shared purpose, to 
individually motivated “me-centric” perspective can cause cooperation problems, in 
particular in customer-producer relationships. Such relationships are at the heart of 
current approaches to human computation, where task-owners exploit the work of 
crowd-participants for their own purpose. This relates human computation to the 
well-known principal-agent theory describing transactions between self-interested 
parties with differing goals in uncertainty conditions, characterized by information 
asymmetry and opportunistic behavior (see overview in Pavlou et al.  2007 ). 

 The uncertainty resides thereby in two main sources: the incongruence in goals 
and the inability of customers to monitor the producers’ behavior. This leads to two 
main problems: (1)  adverse selection  where a customer (principal) selects a pro-
ducer (agent) with inappropriate quality due to the inability to assess the producer’s 
true characteristics (e.g. caused by possible misrepresentation by the producer) and 
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(2)  moral hazard  where the producer (agent) pursues goals not in the interest of the 
customer (principal), such as reducing the required effort and quality of delivered 
results to increase his profi ts (Pavlou et al.  2007 ). 

 A principal-agent relationship can be directly observed in traditional “individu-
alistic” human computation, but more strikingly, it can also be applied to collective 
action. In the former case, the principals are the task-owners who entrust the task 
solution to the (mass of) individual crowd members representing the agents. The 
value proposition of task owners for motivating crowd participation is the promise 
of monetary rewards (micro-task platforms) or an entertaining experience (games 
with a purpose). Obtaining this requires active user contribution in the problem 
solving process. Though based on voluntary engagement and not sanctioned with 
contractual relationships, such models suggest a principal-agent relationship nor-
mally found in more formalized arrangements (Novak  2009 ). The task-owners or 
work commissioners (principals) delegate the responsibility for solving elements of 
the task to crowd participants (agents) who act on their behalf. Task-owners want to 
get high quality solutions for as little money as possible, whereas crowd workers 
want to invest as little time as possible in the solutions and receive as much money 
as possible. Since they have different interests and goals as well as different levels 
of information about each other (e.g. regarding the true capability of crowd workers 
to solve a given task or the appropriate amount of monetary compensation for solv-
ing a task), they engage in transactions between self-interested parties under uncer-
tainty conditions. 

 The problem of adverse selection (due to hidden information on behalf of the 
workers) now corresponds to the problem of worker selection (assessing the suit-
ability of the workers for a given task). The problem of moral hazard (due to hidden 
action by the workers) corresponds to the problem of free riding and unsatisfactory 
performance induced by extrinsic incentives, i.e. the workers not delivering prom-
ised performance by trying to game the system (e.g. entering random solutions to 
minimize time and effort for task solution). Hidden information (no appropriate 
access to information on true worker qualifi cations) and hidden action (diffi culty in 
identifying and sanctioning actual worker actions) are typically mitigated through 
signaling, screening, monitoring and self-selection (Pavlou et al.  2007 ). 

 In signaling, the agent (worker) explicitly communicates his characteristics to 
the principal (task owner) in trust inducing ways (e.g. quality guarantee certifi cates). 
In screening, the principal engages actively in obtaining additional information 
about agent characteristics, e.g. through performance tests (qualifi cation tasks) or 
assessment information from third-parties (e.g. reputation or levels of contribution 
in social communities). Monitoring can be applied by e.g. tracing the changes in the 
quality of task solutions of a crowd-worker over time. Self-selection can be imple-
mented by enticing crowd-workers’ self-assessment of qualifi cation for specifi c 
tasks or by enticing their own selection of tasks based on what they truly believe to 
be able to solve effectively (e.g. by digressive remuneration based on observed qual-
ity of workers’ solutions for specifi c task classes). 

 Moral hazard associated with hidden action can also be mitigated through sig-
nals and incentive systems, bonding, behavior and performance monitoring (e.g. in 
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training tasks in worker selection). Reporting systems can reduce the information 
asymmetry and allow the principal to better assess agent behaviour. Examples 
include process tracking (e.g. visualization dashboards providing snapshots of the 
worker desktop such as in odesk.com) or reputation systems where past principals 
evaluate the agent’s performance (e.g. eBay). While some of these mechanisms can 
and are being implemented in individualistic crowds, others require the incorpora-
tion in social collectives. The use of explicit and implicit reputation information for 
screening (worker selection) and prevention of moral hazard (free riding, manipula-
tion, spamming) requires integration with collective reputation systems and social 
networks from which such information can be obtained. 

 The discussion in the previous sections has shown the need of extending the 
individualistic model of human computation with more open, participatory models 
supporting group interaction and communication. The analysis of the theories of 
collective action and the principal agent framework has pointed out how we can 
relate them to problems of collaboration in human computation. The next section 
introduces a conceptual design framework demonstrating how the described con-
cepts and mechanisms can be applied to designing concrete systems integrating 
collective action in human computation.  

    A Conceptual Design Framework for Collaborative Human 
Computation 

 In individualistic approaches to human computation the crowd participants are 
treated as a mass of isolated individuals. The computational system mediates only a 
basic form of their implicit interaction by implementing some mechanism of aggre-
gation of individual task solutions (e.g. majority voting). This section introduces a 
model of collaborative human computation that enhances the human computation 
process with more cooperative human-to-human interaction. A structurally similar 
approach has been successfully applied in to the domain of interactive value creation: 
there, the involvement of user knowledge in the design of new products mediated 
through single-user interaction with a computer system (e.g. user-innovation tool-
kits) has been extended with a more cooperative process of human-to-human interac-
tion (Novak  2009 ). We build on this work in developing a conceptual model for 
collaborative human computation exploiting different modalities of collective action. 

    Human Computation and Expert-Based Crowdsourcing 

 A special kind of human computation applications that is inherently related to col-
lective action is expert-based crowdsourcing. This class of applications addresses a 
situation where the crowd-task cannot be solved without domain knowledge and/
or the problem itself cannot be effectively broken down into atomic micro-tasks 
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(e.g. due to the nature of the problem or the nature of the dataset defi ning the tasks). 
An illustrative example of such a problem context is high-level semantic structuring 
and contextualization of historical multimedia collections depicting people, places 
and events of historical relevance, such as the one used by historians and researchers 
of European integration. 3  As reported in (Harloff  2012 ; Dionisio et al.  2013 ), in 
order to support high-level semantic queries and entity-based knowledge discovery 
(e.g. “Who is this person?”, “What venue is depicted in this photo ?”, “Who were 
the critical actors in the negotiation of the Maastricht Treaty?”) a simple extension 
of automatic methods with general purpose crowds doesn’t lead to satisfactory 
results. This is due both to the heterogeneity of the collection (e.g. photos of persons 
from different time periods, different scene settings, different content quality) 
(Dionisio et al.  2013 ) as well as to only partial availability of metadata and the 
importance of domain knowledge. 

 Due to the high heterogeneity of historical photo collections depicting both well- 
known and unfamiliar individuals in different historical contexts, resolving the 
identity (and the semantic context) of persons depicted in such images turns out to 
be a daunting task—both for computational methods and the domain experts. For 
example, realizing an effective person identifi cation using a face recognizer requires 
a large enough set of already identifi ed reference portraits—both for automatic and 
for crowd-based comparisons of unknown faces with the reference portraits. But the 
creation of such a reference set turns out to be a challenge even for the domain 
experts: establishing the identity of persons in a historical photo collection amounts 
to the research task itself for which the experts need the system support in the fi rst 
place (Harloff  2012 ; Dionisio et al.  2013 ). Moreover, given only partial availability 
of appropriate meta-data, the inference of further contextual information required 
by the users (e.g. the venue depicted in the image, historical and social context) 
makes this a particularly hard problem for current computational approaches. 
Accordingly, in such cases the classical application of human computation involv-
ing general-purpose crowds to verify and extend the results of automatic identifi ca-
tion is not feasible. Rather, what is needed is a model for involving the expert-based 
crowd that can provide the required domain knowledge in the task solution process 
(e.g. identifi cation of unknown persons in the photos, related places, events and 
social contexts). But this is also a dynamic research process whose goals and needs 
evolve within daily practice of the users (Dionisio et al.  2013 ) resulting in dynami-
cally evolving task types and defi nitions. 

 Designing a human computation system that involves a crowd of experts into 
solving such tasks poses a number of challenges regarding the task design, incentive 
mechanisms and performance requirements. Experts (such as in the aforementioned 
context) cannot be motivated by symbolic monetary remunerations typically offered 
in micro-task crowdsourcing schemes. They typically work under time constraints 
and pursue goal-oriented work. Thus it is also unlikely to imagine a pure “gaming 
experience” motivation within games-with-a-purpose scenarios. Posing trivial 

3   http://www.cvce.eu 
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micro-tasks (such as pairwise comparisons of an unresolved person face with an 
identifi ed reference portrait) is also bound to fail in engaging them into solving the 
tasks. Moreover, such atomic micro-tasks require no expert knowledge by defi ni-
tion. In order to profi t from the domain knowledge, the tasks need to be posed at a 
higher level of complexity, such that they are both cognitively engaging and can 
effectively take advantage of the experts’ domain knowledge. The performance of 
the crowd-system i.e. the speed of receiving solutions to their problems also plays a 
major role for the users—while general purpose crowds tend to be applied in an 
offl ine mode to pre-structure the results, the above scenario frequently requires near 
real-time solutions. 

 One possible way to address this is by conceptualizing the expert crowd not as a 
mass of unrelated individuals solving meaningless tasks but as a networked collec-
tive in which individual members exchange information in order to solve shared 
problems. Individual tasks and solutions (e.g. determining the identity of an 
unknown person in a photograph, the depicted venue or the type of social relations 
between the depicted persons) now correspond to the question-and-answer mes-
sages exchanged between individual participants. This relates the problem of 
embedding expert-based crowdsourcing into human computation to the problem of 
online collective action. 

 Applying the lens of collective action requires that the contributions of individual 
experts in solving the tasks (answers to the questions of others) be made visible and 
available to others, thus creating a public good. The use of this knowledge by some 
participants (e.g. accessing the identities or types of social relations of unfamiliar 
persons in images that have been identifi ed through questions-answer exchanges of 
other participants) does not diminish its benefi ts for others. The role of the human 
participants becomes the provision of domain knowledge and reasoning to solve 
semantic tasks more complex than atomic micro-tasks (e.g. answering a question 
“Who is this person?” or “What was the role of this person at this event?”). The role 
of the system becomes the provision of effective mechanisms for routing messages 
to appropriate participants, aggregating the solutions and providing communication 
and collaboration channels that stimulate appropriate motivational mechanisms. 

 To identify possibilities for enticing experts to engage into such exchanges we 
can now refer to the mechanisms from collective action theory, such as reciprocal or 
generalized exchange. We also know that the achievement of the collective good 
(suffi cient extent of generated new knowledge to make it a useful resource for the 
experts) depends on the achievement of critical mass of experts engaging in the 
question-answer exchanges. While this requires the recruitment of a suffi cient num-
ber of participants, theories of online collective action suggest that this need not 
necessarily be large numbers, as long as the user group exhibits suffi cient heteroge-
neity of interests and resources (Sect. “ Online Collective Action ”). 

 Finally, the suppression of negative effects of free-riding and the emergence of 
trust and social capital (establishment of positive social ties) as critical success fac-
tors requires effective means for containing the problems of adverse selection (hid-
den information) and moral hazard (hidden action) from the agency theory (Sect. 
“ The Principal-Agent Problem in Human-Computation ”). The role of principal in 
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this case can be assigned to the entire social collective (or the institutional provider 
of the content archive), whereby the individual participants can be understood as 
agents, having been entrusted with the production of the collective good. This 
relates the agency theory to issues such as discouraging unfair use of gained knowl-
edge by the researchers (moral hazard, e.g. by not crediting its originators in appro-
priate ways) or strategic manipulation of patterns of relationships to support their 
individual points-of-view (hidden action). Both of which may adversely impact the 
willingness of experts to contribute their knowledge in solving the tasks and hinder 
the creation of the collective good.  

    Embedding Collective Action in Human Computation 

 To turn these theoretical insights into a conceptual framework informing the design 
of concrete human computation systems we build on the approach proposed in 
(Novak  2009 ). As a basic theoretical model we adopt the well-known people- artifact 
framework of collaboration (Dix et al.  1993 ) addressing functional relationships 
between actors in a cooperative process and tools to support it (Fig.  1 ). Its focus on 
the role of shared artifacts and the information fl ows between cooperating actors 
allows us to integrate two orthogonal dimensions of  collaborative  human computa-
tion: (1) the cooperation between human and computational intelligence and (2) the 
cooperation between human users.

   Since we are addressing complex tasks that are ill-structured by defi nition and 
that require contextual knowledge to be interpreted and solved, the shared artifact 
should allow all parties to express and relate their local worlds of knowledge to each 
other: the problem space of the human users, the solutions proposed by the compu-
tational intelligence and the solutions proposed by the human users. Such settings 
can benefi t from the design and use of a special kind of shared artifacts, the so-called 
 boundary objects : artifacts that connect different perspectives of heterogeneous 
actors on a given problem or a domain of knowledge, without requiring the 

  Fig. 1    People-artifact 
framework of collaboration 
(Dix et al.  1993 )       
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establishment of one shared perspective (Star  1989 ). The simultaneous availability of 
different perspectives allows actors with different goals, interests or worlds of knowl-
edge to interpret the information contained in the shared object in different ways, 
appropriate for their specifi c needs. This allows them to exchange and develop new 
knowledge without giving up their own interests and points of view (Boland and 
Tenkasi  1995  in Novak  2007 ). In our case this involves both participants with differ-
ent backgrounds and research tasks as well as the computational system as a partici-
pating actor in a cooperative process (human-machine cooperation) (Novak  2009 ). 

 This relates the problem of knowledge integration between human users and with 
the computational system to the theory of “perspective-making” and “perspective 
taking” (Boland and Tenkasi  1995 ). According to this theory, to effectively support 
knowledge integration in heterogeneous settings shared artifacts must enable and 
relate several processes to each other: they should allow diverse actors to express 
one’s own perspective in one’s own terms (perspective making), to develop an 
understanding of the perspective of other actors (perspective taking) and to internal-
ize these insights by expressing them anew in their own terms (Boland and Tenkasi 
 1995 ). On one hand, this requires that the problem space be described in a way that 
expresses the needs of human users in terms of their knowledge context as well as 
in terms of the criteria of the computational system, allowing the mapping of the 
problems into the space of possible solutions. In our example, this could mean dis-
playing possible identities of unknown persons in the images with user explanations 
of their suggestions alongside with the system-generated face bounding boxes, the 
related reference portraits and confi dence values of the automatic face detection. 

 On the other hand, the different task solution possibilities generated by the com-
puter system should also be visualized in the shared artifact (solution space) allow-
ing active exploration by the users in a way that can be used to communicate with 
each other and with the computational engine (e.g. for explicit or implicit relevance 
feedback). In our example, this could take the form of displaying social graphs con-
necting persons co-occurring in images and other inferred relations (events, venues, 
types of social relations) together with the original images and system-generated 
(or user-based) confi dence values leading to such results. 

 The corresponding model formalizing this in a theoretically grounded concep-
tual design framework is depicted in Fig.  2 . It shows how collaborative human 
computation can be supported through interactive boundary objects that mediate 
shared understanding and integration of the knowledge of human users (explicit/
implicit) in a collaborative solution process with the computational system. This 
model integrates the “people-artifact framework” (Dix et al.  1993 ) of collaboration 
with requirements of knowledge integration through boundary objects and the 
principal- agent perspective, to realize a process integrating human-computer and 
 human- human collaboration.

   The central principle is the creation of an open environment in which the shared 
artifact visualizes the perspectives of different human users and of the computa-
tional system and relates them to each other. This includes the visibility and shared 
manipulation of all information resources normally available only to individual 
actors (e.g. the task-owner, the isolated crowd-worker, the computational system) to 
 all  parties involved in a collaborative human computation system. 
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 The transfer of expert knowledge about the problem domain occurs through 
direct user involvement in task selection and task design (e.g. free formulation of 
questions to other users or selection from predefi ned templates), their referencing to 
parts of the problem space (e.g. marking up a person to be identifi ed in an image, or 
a venue to be resolved) and direct exploration of possible solutions (provided by the 
system or other users). From the user interaction with different parts of the problem 
or solution space the system can infer an “understanding” of user knowledge 
(e.g. detecting faces in images that the automatic detection failed to detect; Dionisio 
et al.  2013 ) and use this to generate new or better solutions (e.g. improving confi -
dence values of automatic face recognition by removing false results in confl ict with 
results of human experts). 

 Displaying the problem space and the space of possible solutions to all users 
allows different forms of explicit and implicit collaboration to take place. A user can 
mark the relevant portion of the problem space (e.g. a person face in an image) and 
submit a task to be solved by other users (e.g. a question on the identity of the 
marked person, his/her historical context or social relations to other persons in the 
image). Prior to that, the user can also verify the available results of system- generated 
solutions, or the user may be able to infer the solution for this specifi c problem 
through exploration of solutions from other users. Answers to user tasks from other 
participants are a form of explicit collaboration. They can be aggregated by compu-
tational means in the system (e.g. majority voting) but they can also be displayed in 

  Fig. 2    Conceptual model of collaborative human computation (This model is an adapted version 
of the collaboration model in interactive value creation proposed in (Novak  2009 ) now transposed 
to human computation)       
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ways that allow users to reach individual decisions or resolve confl icting results 
through direct communication. Making solutions created by individual users through 
their own exploration of the problem and solution space also a part of the shared 
artifact (e.g. annotating a person face with a corresponding name, entering a histori-
cal or social relation linking two persons) makes them discoverable by others when 
they encounter the need to solve the same task. This is a form of implicit collabora-
tion between human users, but as already mentioned it also enables implicit collabo-
ration between human users and the system (e.g. relevance feedback). 

 Displaying the available solutions of all tasks is a fundamental condition for the 
creation of the collective good: the explicit (response messages) and implicit solu-
tions (self-annotations) of the participants to individual problems are equally avail-
able to all others and not only to the task or solution “owners”. Making the individual 
contributions clearly attributable to its source (e.g. to the system or an individual 
user) is a method for signaling the trustworthiness of the results and its sources, 
hence minimizing the problems of hidden information and hidden action (e.g. other 
users using the results without attributing proper credits to the solution owners or 
manipulating results to support their personal strategic purpose). In addition, such 
joint interaction with shared artifacts in an equitable setting can facilitate the cre-
ation of social ties and trust, creating effects which can also alleviate moral hazard 
and free-riding (cf. social capital). 

 The shared visualization of the problem and solution space may also exploit the 
heterogeneity of user resources and interests as a means of reaching critical mass 
required for sustaining collective action. Individual experts can freely choose which 
tasks to tackle and thus address problems closest to their individual interests. Other 
users may discover their relevance at a later time while addressing the same tasks or 
as part of their explorative problem-solving process; this in turn may stimulate their 
own contributions to possible solutions. The users can also engage in different kinds 
of contributions requiring different effort, based on available time and resources 
(e.g. explicitly answering a question, formulating a task to be solved, creating pos-
sible solutions through annotations or posting a comment on resolving a confl ict 
between different solution alternatives). This may facilitate the bootstrapping pro-
cess without requiring large numbers of active contributors and support the expan-
sion of the pool of potential users by being able to recruit participants with diverging 
interests and resources.   

    Prototypical Application to Designing a Crowd-Based System 

 The described conceptual design framework has been prototypically instantiated by 
applying it to the design of an interactive system supporting the work of researchers 
in digital humanities (Schreibman et al.  2004 ). This system specifi cally aims at sup-
porting the work of historians and political scientists accessing multimedia collec-
tions of historical materials, with a high proportion of photographs of historical 
events. A concrete test application example is the collection of the Centre Virtuel de 
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la Connaissance sur l’Europe 4 ) related to the historical development of European 
integration. These images contain a mix of identifi ed prominent political personali-
ties and unidentifi ed persons from a broader environment of the process of European 
integration. The application (termed History of Europe) 5  should help the researchers 
to identify the context of a given photograph, such as identifying the participants, the 
event and the venue represented in the photograph. This is very diffi cult to achieve 
by purely automatic approaches since the metadata is only partially available, pos-
sibly inconsistent and the photo collection is very heterogeneous. Identifying 
depicted participants based on face recognition turns out to be a daunting task due to 
highly variable quality of the content, a limited availability of reference portraits as 
well as the various viewpoints, scene compositions and the very different periods of 
time in which the photos were taken (Harloff,  2012 ). For similar reasons, the infer-
ence of contextual information needed by the researchers to understand the histori-
cal and social context of individual persons (events, venues, kinds of social ties to 
other persons) represents a very hard problem for pure computational approaches. 

 Accordingly, a human computation approach is adopted that combines computa-
tional analysis and human intelligence. Machine algorithms are used to scan photo-
graphs in the collection searching for persons (face detection) and identifying their 
names through comparison to reference portraits (face recognition). The identifi ed 
faces corresponding to the same person are clustered and a social graph is built con-
necting persons with social links based on their co-occurrence in the photos 
(Dionisio et al.  2013 ). Such a social graph serves as a tool for contextualizing a 
historical event and its participants and can be used by the researchers to identify the 
most probable event associated with a given photo, its attendees and related material 
and historical context. This can further be extended with content from additional 
sources and the researchers working hypotheses (e.g. identity of a person, historical 
event in question, venue of the event) can be validated through crowdsourcing. 

 The technical implementation of this application is undertaken based on the 
CUbRIK 6  system architecture (Dionisio et al.  2013 ). This architecture supports dif-
ferent modalities of the integration of computational techniques with crowdsourc-
ing (e.g. task injection with explicit, implicit and passive crowdsorcing), the creation 
of task-specifi c worker pools and the distribution of tasks across different social 
media channels (e.g. Twitter, Facebook). To overcome the defi ciencies encountered 
with general-purpose crowdworkers in previous experiments (Harloff  2012 ; 
Dionisio et al.  2013 ), the conceptual model presented in the previous section has 
been applied to the design of an interactive system involving an expert-based crowd 
into the production of a collective good. Involving domain experts promises a much 
higher performance and quality of solutions, since experts can rely on their domain 
knowledge to identify persons and other contextual information. The design of a 
proof-of-concept for the interactive user application is depicted in Figs.  3  and  4 . 
It implements the proposed conceptual design framework of collaborative human 
computation in the following way.

4   http://www.cvce.eu/ 
5   Developed within the EU project CUbRIK:  http://www.cubrikproject.eu/ 
6   http://www.cubrikproject.eu/ 
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    The user interface displays simultaneously the individual photographs of groups 
of people that contain persons to be identifi ed (problem space) and the social graph 
depicting faces of individual persons and their co-occurrence connections (solution 
space). In using this tool as part of their everyday workfl ow, the researchers can 
mark unfamiliar persons and place an explicit request for identifi cation to other 
experts (ask colleagues) relayed through existing social networks or retrieve newest 
results of the automatic identifi cation (ask computer). This is compatible with exist-
ing work practices of the target users (researchers in the digital humanities) who are 
already using existing social media (esp. Twitter), to distribute image-related que-
ries such as “Who is this person?” among colleagues. This explicit crowdsourcing 
is based on community ties, i.e. researchers relying on their colleagues to provide 
answers to them in the future, though in form of generalized rather than reciprocal 

  Fig. 3    History of Europe (HoE): proof-of-concept design of a collaborative human computation 
application incorporating collective action       
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exchange patterns (the answers are not necessarily provided by the same users 
“owing” the favour). 

 By exploring the social graph visualization the users can also infer possible iden-
tities based on the relationships of the unknown person to already identifi ed persons 
in the related images and associated information (events, venue, social relations 
etc.). Accordingly, they can insert their inferred result about the identity and context 
of a specifi c person as an annotation into the system (marking the corresponding 
face with a box and inserting its name, event, social relations to other persons etc.). 
In doing so, they are presented with the so-far generated results both from the auto-
matic recognition and from other users (Fig.  5 ).

   Alternatively, they can also vote on existing solution suggestions from other 
users. The annotations and votes are also visible to other users, including explana-
tions for suggestions that were made and an indication of each user’s level of exper-
tise. Explanations, expert level indication of users and author-based majority voting 

  Fig. 4    History of Europe (HoE): explicit collaboration through expert-based crowdsourcing       
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allow for results that are more trustworthy and intelligible than those of the general-
purpose crowds aggregated through statistical majority voting algorithms. 

 In this way, the aggregation of the results of individual crowd solutions is per-
formed through collaborative reasoning of human experts. On the other hand, such 
a visualization, that makes the results of personal annotations available to all other 
users is a form of implicit crowdsourcing—the “answers” being provided without 
the need to initiate explicit task requests. Finally, the visualization of all results to 
all users regardless of their contribution results in a public good created through 
collective action (non-excludability). Thereby, the cost of providing a contribution 
(creating an annotation, answering a task) and the benefi ts of its consumption 
remain the same regardless of the number of users subsequently using the results 
(non-rivalry). The combination of different modalities of use and participation 
allows different kinds of users to take part—according to their different levels of 
expertise, interests and available resources. In this way, the system builds on the 
heterogeneity of interests and resources of the users as a means of overcoming the 

  Fig. 5    History of Europe (HoE): implicit collaboration through collaborative annotation       
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bootstrapping problem and of reaching the critical mass for sustaining collective 
action (Sect. “ Reframing Human Computation ”).  

    Conclusions 

 This contribution has considered how human computation can be conceptualized as 
a specifi c method within a broader context of collaborative systems in order to enable 
the design of new models of human computation applications. Current individualis-
tic models of human computation work very well for specifi c classes of problems—
that can be broken down into trivial primitives solvable with little cognitive effort 
and without specifi c expertise by a crowd of isolated, self-interested individuals. As 
such, they exhibit different limitations which prevent their application to more com-
plex problem classes requiring creative reasoning or specifi c domain knowledge. By 
showing how human computation relates to the large body of knowledge on social 
collaboration in information sharing and knowledge production this chapter has 
shown how current human computation can be extended with more cooperative 
models supporting human-to-human group interaction and communication. 

 The analysis of the theories of collective action and of the principal agent frame-
work has pointed out how they can inform the conceptualization and design of sys-
tems for collaborative human computation. The proposed conceptual design 
framework shows how the discussed concepts and mechanisms can be applied to 
designing concrete systems integrating collective action in human computation. 
It provides a theoretically grounded starting point for collaborative human computa-
tion applications that engage groups of participants in solving tasks and creating 
knowledge as a  public good  benefi ting entire social collectives rather than only 
individual contributors and task owners. The practical validity of the proposed con-
ceptual model has been demonstrated by applying it to the design of a crowd-based 
system for solving semantically diffi cult tasks requiring expert knowledge. This 
illustrates its applicability to informing the design of concrete applications integrat-
ing human computation with collective action. Obviously, such a prototypical appli-
cation can provide only a limited validation of the suitability and practical usefulness 
of the proposed model for the design of concrete applications. As this is one of the 
fi rst attempts to conceptualize collaborative human computation in a theoretically 
grounded but practically applicable model, we hope it can entice further explora-
tions in human computation for new forms of collective action.     
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           Introduction 

 The origin of life brought about unprecedented change to our planet; new forms 
emerged creating niches that paved the way for more complex forms, completely 
transforming the lands, skies, and oceans. But if biological evolution is effective at 
bringing about adaptive change, human cultural evolution is arguably even more 
effective, and faster. Cultural change doesn’t take generations; it works at the speed 
of thought, capitalizing on the strategic, intuitive creative abilities of the human mind. 

 This chapter outlines current and potential future steps toward the development 
of a human computation program inspired by the speed and effectiveness of how 
culture evolves. The overarching goal of the kind of research program outlined in 
this chapter is to develop a scientifi c framework for cultural evolution by abstracting 
its algorithmic structure, use this algorithmic structure to develop human-machine 
hybrid structures with previously unforeseen computational power, and apply them 
to solve real problems. The proposed approach can be thought of as a “repeatable 
method” or “design pattern” for fostering cultural emergence, defi ned by specifi c 
computational methods for modeling interactions at the conceptual level, the 
 individual level, and the social level, and applying them to generate accumulative 
adaptive, open-ended cultural novelty.  

      Cultural Evolution as Distributed 
Computation 

             Liane     Gabora    

        L.   Gabora        (*) 
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    Two Approaches to a Scientifi c Framework for Culture 

 Cultural evolution entails the generation and transmission of novel behavior and 
artifacts within a social group, both vertically from one generation to another, and 
horizontally amongst members of a generation. Like biological evolution, it relies 
on mechanisms for both introducing variation and preserving fi t variants. Elements 
of culture adapt, diversify, and become more complex over time, and exhibit phe-
nomena observed in biological evolution, such as niches, drift, epistasis, and punc-
tuated equilibrium (Bentley et al.  2004 ; Durham  1991 ; Gabora  1995 ). However, we 
lack a precise understanding of how culture evolves. 

 We begin by summarizing two approaches that have been taken to developing a 
formal understanding of the process by which culture evolves: Darwinian 
approaches, and Communal Exchange approaches. 

    Darwinian Approaches 

 Dawkins’ ( 1976 ) proposal that culture evolves through reiterated variation and 
selection inspired formal Darwinian models of cultural evolution (Boyd and 
Richerson  1985 ,  2005 ; Gabora,  1996 ; O’Brien and Lyman  2000 ; Cavalli-Sforza and 
Feldman  1981 ; Henrich and Boyd  1998 ,  2002 ). It also inspired some archaeologists 
to apply methods designed for documenting the evolution of biological organisms 
to chart the historical evolution of artifacts (e.g., O’Brien and Lyman  2000 ; Shennan 
 2008 ). Aside from the questionable assumptions underlying this approach (Atran 
 2001 ; Fracchia and Lewontin  1999 ; Gabora  2004 ,  2006a ; Gabora  2011 ; Skoyles 
 2008 ; Temkin and Eldredge  2007 ), it aims to model how cultural variants spread, 
not how they come into existence, strategically building on and opening up new 
niches for one another. 

 Holland ( 1975 ) elucidated the algorithmic structure of natural selection, result-
ing in the  genetic algorithm  (GA), and subsequently genetic programming (GP) 
(Koza  1993 ), optimization tools with diverse applications to everything from sched-
uling tasks (Hou et al.  1994 ) to pipeline design (Goldberg and Kuo  1987 ) to music 
and art (Bentley and Corne  2002 ; DiPaola and Gabora  2009 ). The term  cultural 
algorithm  has referred to a GA that includes a ‘belief space’ used to prune the 
search space (Reynolds  1994 ), not an algorithm inspired by how culture itself 
evolves. GAs are effective for multi-constraint problems with complex fi tness land-
scapes, but would not do well on problems that require reformulating or  restructur-
ing  the problem from another perspective. GAs are  breadth-fi rst  (generate  many  
solutions  randomly , and some by chance may be effective), whereas cultural evolu-
tion, which relies on cognitive processes such as learning, is  depth-fi rst  (generate 
 few  solutions making use of strategic analysis or spontaneous associations ,  either 
intentional or unintentional).  
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    Communal Exchange 

 Mounting evidence suggests that a non-Darwinian framework is appropriate for, not 
just cultural evolution, but the earliest stages of organic life itself (Gabora  2006b    ; 
Kauffman  1993 ; Vetsigian et al.  2006 ; Williams and Frausto da Silva  2003 ), and 
aspects of modern microbial life (Woese  2002 ). There is widespread support for the 
hypothesis that the earliest protocells were self-organized autocatalytic networks 
that evolved (albeit haphazardly) through a non-Darwinian process involving hori-
zontal transfer of innovation protocols, referred to as  communal exchange  (Vetsigian 
et al.  2006 ). Communal exchange differs substantially from natural selection. 
Acquired change is retained, and information is transmitted communally, not by 
way of a self-assembly code from parent to offspring. Formal methods for modeling 
reaction networks can be used to investigate the feasibility of the emergence of the 
kind of self-sustaining structure that could evolve through communal exchange. 

 It has been suggested that the basic unit of cultural evolution is, not an autocata-
lytic network per se, but an associative network that is (like an autocatalytic net-
work)  autopoietic,  i.e., the whole emerges through interactions amongst the parts 
(Gabora  1998 ,  2001 ,  2004 ;  2008a ,  2013 ; Gabora and Aerts,  2009 ). A communal 
exchange based computational model of cultural evolution has been developed 
(Gabora  1995 ,  2008b ,  c ). EVOC (for EVOlution of Culture) consists of neural net-
work based agents that invent new actions and imitate actions performed by neigh-
bors. The assemblage of ideas changes over time not because some replicate at the 
expense of others, as in natural selection, but because they transform through inven-
tive and social processes. Agents can make generalizations concerning what kinds 
of actions are fi ttest, and use this acquired knowledge to modify ideas for actions 
between transmission events. EVOC exhibits typical evolutionary patterns, e.g., 
cumulative increase in fi tness and complexity of cultural elements over time, and an 
increase in diversity as the space of possibilities is explored, followed by a decrease 
as agents fi nd and converge on the fi ttest possibilities. EVOC has been used to model 
how the mean fi tness and diversity of cultural elements is affected by factors such as 
leadership, population size and density, borders that affect transmission between 
populations, and the proportion and distribution of creators (who acquire new ideas 
primarily by inventing them) versus imitators (who acquire new ideas primarily by 
copying their neighbors) (Gabora  1995 ,  2008a ,  b ; Gabora and Firouzi  2012 ; Gabora 
and Leijnen  2009 ; Leijnen and Gabora  2010 ). 

 A communal exchange inspired method for organizing artifacts into historical 
lineages has also been developed.  Worldview Evolution , or WE for short, uses both 
superfi cial (e.g., ‘beveled edge’) and abstract (e.g., ‘object is thrown’) attributes, as 
well as analogical transfer (e.g., of ‘handle’ from knife to cup) and complementarity 
(e.g., bow and arrow) (Gabora et al.  2011 ; Veloz, Temkin & Gabora  2012 ). It repre-
sents objects not in terms of a convenient list of discrete measurable attributes, but 
in terms of how they are actually conceptualized, as a network of interrelated prop-
erties, using a  perspective  parameter that can be weighted differently according to 
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their relative importance. Preliminary analyses show that the conceptual network 
approach can recover previously unacknowledged patterns of historical relation-
ship that are more congruent with geographical distribution and temporal data than 
is obtained with an alternative cladistic approach that is based on the assumption 
that cultural evolution, like biological evolution, is Darwinian. 

 These two computational models, EVOC and WE, show that a communal 
exchange approach to cultural evolution is computationally tractable. However such 
models will not begin to approach the open-ended ingenuity and complexity of 
human cultural evolution until they incorporate certain features of the cognitive 
process by which cultural novelty is generated.   

    The Generation of Cultural Novelty 

 We said that cultural evolution is a depth-fi rst evolution strategy. A depth-fi rst 
 evolution strategy entails processes that adaptively bias the generation of novelty. 
A number of key, interrelated processes have been identifi ed that, in addition to 
learning, accomplish this in cultural evolution. We now look briefl y at some of these 
processes, as well as efforts to model them. 

    Recursive Recall and Restorative Restructuring 

  Recursive recall  (RR) is the capacity for one thought to trigger another, enabling 
progressive modifi cation of an idea. Donald’s ( 1991 ) hypothesis that cultural evolu-
tion was made possible by onset of the capacity for RR has been tested using EVOC 
(Gabora and Saberi  2011 ; Gabora and DiPaola  2012 ; Gabora, Chia and Firouzi 
2013). A comparison was made of runs in which agents were limited to single-step 
actions to runs in which they could recursively operate on ideas, and chain them 
together, resulting in more complex actions. While RR and no-RR runs both con-
verged on optimal actions, without RR this set was static, but with RR it was in 
constant fl ux as ever-fi tter actions were found. In RR runs there was no ceiling on 
mean fi tness of actions, and RR enhanced the benefi ts of learning. 

 Although these fi ndings support Donald’s hypothesis, the novel actions gener-
ated with RR were predictable. They did not open up new cultural niches in the 
sense that, for example, the invention of cars created niches for the invention of 
things like seatbelts and stoplights. EVOC in its current form could not solve  insight 
problems , which require restructuring the solution space (Boden  1990 ; Kaplan and 
Simon  1990 ; Ohlsson  1992 ). Restructuring can be viewed as a form of RR that 
entails looking at the problem from a new perspective, making use of the mind’s 
 self-organizing, restorative  capacity.  
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    Contextual Focus (CF) and Divergent Versus Associative 
Thought 

 It has been proposed that restorative restructuring is aided by  contextual focus  (CF): 
the capacity to spontaneously and temporarily shift to a more divergent mode of 
thought (Gabora  2003 ). Divergent thought entails an increase in activation of the 
associates of a given item (Runco  2010 ). Thus for example, given the item TABLE, 
in a convergent mode of thought you might call to mind accessible associates such 
as CHAIR, but in a divergent mode of thought you might also call to mind more 
unusual associates such as PICNIC or MULTIPLICATION TABLE. CF has been 
implemented in EVOC (the computational model of cultural evolution). Low fi tness 
of ideas induces a temporary shift to a more divergent processing mode by increas-
ing the ‘reactivity’, α, which determines the degree to which a newly invented idea 
can differ from the idea on which it was based. 

 Current research on the architecture of memory suggests that creative thought is 
actually not divergent but associative, as illustrated in Fig.  1  (Gabora 2010; Gabora 
and Ranjan  2013 ). While divergent thought refers to an increase in activation of  all  
associates, associative thought increases only activation of those relevant to the con-
text. Because memory is distributed and content-addressable, associations are 
forged by way of shared structure, in associative thought items come together that, 
though perhaps seemingly different,  share properties or relations,  and are thus 
more likely than chance to be  relevant  to one another, perhaps in a previously unno-
ticed but useful way.

   A processing mode that is not just divergent but associative could be simulated 
in a model such as EVOC capitalizing on the ability to learn generalizations (e.g. ,  
symmetrical movements tend to be fi t) to constrain changes in α. It would also be 

  Fig. 1     Convergent thought  ( left ) activates key properties only, represented by  black dots .  Divergent 
thought  ( centre ) activates not just key properties but also peripheral (less salient) properties, repre-
sented by both  grey dots  and  black triangles . The  grey dots  represent peripheral properties that are 
relevant to the current context (goal or situation); the  black triangles  represent peripheral proper-
ties that are irrelevant to the current context.  Associative thought  ( right ) activates key properties 
and context-relevant peripheral properties       
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interesting to investigate the topological and dynamical properties of fi tness landscapes 
for which divergent versus associative forms of CF is effective. CF is expected to be 
most benefi cial for fi tness landscapes that are rugged and subject to infrequent, 
abrupt change, with associative CF outperforming divergent CF.  

    Concept Interaction 

 Since creative processes such as restructuring involve putting concepts together in 
new contexts, a model of cultural evolution should be built upon a solid theory of 
concepts and  how they interact . However, people use conjunctions and disjunctions 
of concepts in ways that violate the rules of classical logic; i.e., concepts interact in 
ways that are non-compositional (Osherson and Smith  1981 ; Hampton  1987 ; Aerts 
 2009 ; Aerts et al.  2009a ). This is true both with respect to properties (e.g., although 
people do not rate ‘talks’ as a characteristic property of PET or BIRD, they rate it as 
characteristic of PET BIRD), and exemplar typicalities (e.g., although people do not 
rate ‘guppy’ as a typical PET, nor a typical FISH, they rate it as a highly typical PET 
FISH). Because of this, concepts have been resistant to mathematical description. 

 This non-compositionality can be modeled using a generalization of the formal-
isms of quantum mechanics (QM) (Aerts and Gabora 2005; Aerts, Broekaert, and 
Gabora  2011 ; Gabora and Aerts  2002a ,  b ; Kitto et al.  2011 ). The reason for using 
the quantum formalism is that it allows us to describe the chameleon-like way in 
which concepts interact, spontaneously shifting their meanings depending on what 
other concepts are nearby or activated. The following formal exposition, though not 
essential for grasping the underlying concepts, is provided for the mathematically 
inclined reader. In QM, the state | ψ 〉 of an entity is written as a linear superposition 
of a set of basis states {| ϕ   i  〉} of a complex Hilbert space H. Hence | ψ 〉 = Σ  i   c   i  | ϕ   i  〉 
where each complex number coeffi cient  c   i   of the linear superposition represents the 
contribution of each component state | ϕ   i  〉 to the state | ψ 〉. The square of the absolute 
value of each coeffi cient equals the weight of its component basis state with respect 
to the global state. The choice of basis states is determined by the observable to be 
measured. The basis states corresponding to this observable are called  eigenstates . 
Upon measurement, the state of the entity  collapses  to one of the eigenstates. In the 
quantum inspired State COntext Property (SCOP) theory of concepts, the basis 
states represent states (instances or exemplars) of a concept, and the measurement 
is the context that causes a particular state to be evoked. SCOP is consistent with 
experimental data on concept combination (Aerts  2009 ; Aerts et al.  2009a ,  2012 ; 
Aerts et al.  in press ; Hampton  1987 ), and with fi ndings that a compound’s constitu-
ents are not just conjointly activated but bound together in a context-specifi c manner 
that takes relational structure into account (Gagné and Spalding  2009 ). The model 
is being expanding to incorporate larger conceptual structures (Gabora and Aerts 
 2009 ), and different modes of thought (Veloz et al.  2011 ). This theoretical work is 
complemented by empirical studies aimed at establishing that (i) some concept 
combinations involve interference and entangled states, and (ii) creative products 
are external evidence of an internal self-organization process aimed at resolving 

L. Gabora



453

dissonance and restoring equilibrium through the recursive actualization of potenti-
ality (Gabora  2010 ; Gabora et al.  2012 ; Gabora and Saab  2011 ; Henderson and 
Gabora  2013 ; Riley and Gabora  2012 ).   

    Harnessing the Computational Power of Cultural Evolution 

 We have looked at some of the key milestones that have been crossed in the develop-
ment of a scientifi c framework for how culture evolves. These milestones include a 
crude but functional computational model of cultural evolution, research into the 
cognitive mechanisms underlying the generation of cultural novelty, and prelimi-
nary efforts to computationally model these mechanisms. The rest of this chapter 
presents new, untested, yet-to-be-implemented ideas for how to go about harnessing 
the speed and power of cultural evolution in the development of a human computa-
tion research program. 

    Computational Model of Restorative Restructuring 

 A fi rst step is to develop a model of problem restructuring using a “reaction net-
work” inspired model that has as its basic unit, not catalytic molecules, but interact-
ing concepts. There are various methods for going about this, for example using 
Concat, or Holographic Reduced Representations to computationally model the 
 convolution  or ‘twisting together’ of mental representation (Aerts et al.  2009b ; 
Dantzing, Raffone and Hommel  2011  Eliasmith and Thagard  2001 ; Thagard and 
Stewart  2011 ). Another promising route is to use a quantum-inspired theory of con-
cepts such as SCOP that incorporates the notion of context-driven actualization of 
potential (Aerts and Gabora  2005a ,  b ; Gabora and Aerts  2002a ,  b ). A concept is 
defi ned in terms of (1) its set of states or exemplars Σ, each of which consists of a 
set L of relevant properties, (2) set M of contexts in which it may be relevant, (3) a 
function  ν  that describes the applicability or  weight  of a certain property for a spe-
cifi c state and context, and (4) a function  μ  that describes the transition probability 
from one state to another under the infl uence of a particular context. 

 The procedure is best explained using an example, such as the idea of using a tire 
to make a swing, i.e., the invention of a tire swing (from Gabora Scott, and Kauffman 
 2013 ). The concept TIRE consists of the set Σ of states of TIRE, and in the context 
‘winter’, TIRE might collapse to SNOW TIRE. Suppose that the network’s initial 
conception of TIRE, represented by vector | p 〉 of length equal to 1, is a superposition 
of only two possibilities (Fig.  2 ). The possibility that the tire has suffi cient tread to be 
 useful  is denote by unit vector | u 〉. The possibility that it should be discarded as  waste  
is denoted by unit vector, | w 〉. Their relationship is given by the equation 
| p 〉 =  a  0 | u 〉 +  a  1 | w 〉, where  a  0  and  a  1  are the amplitudes of | u 〉 and | w 〉 respectively. If a 
tire us useful only for transportation, denoted | t 〉 then, | u 〉 = | t 〉. States are represented 
by unit vectors and all vectors of a decomposition such as | u 〉 and | w 〉 have unit length, 
are mutually orthogonal and generate the whole vector space, thus | a  0 | 2  + | a  1 | 2  = 1.
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   The conception of TIRE changes when activation of the set L of properties of 
TIRE, e.g. ‘weather resistant’, spreads to other concepts in the network for which 
these properties are relevant. Contexts such as  playground equipment  that share prop-
erties with TIRE become candidate members of the set M of relevant contexts for 
TIRE. The context  playground equipment , denoted  e,  consists of the concepts 
SWING, denoted | s   e  〉, and SLIDE, denoted | l   e  〉. The restructured conception of TIRE 
in the context of  playground equipment , denoted | p   e  〉, is given by  b  0 | u   e  〉 +  b  1 | w   e  〉, where 
 u   e  〉  = b  2 | t   e  〉 +  b  3 | t   e   s   e  〉 +  b  4 | t   e   l   e  〉, and where | t   e   s   e  〉 stands for the possibility that a tire func-
tions as a swing, and | t   e   l   e  〉 stands for the possibility that a tire functions as a slide. The 
amplitude of | w   e  〉, | b  1 |, is less than | a  1 |, the amplitude of | w 〉. This is because | b  0 | > | a  0 |, 
since | b  0 | consists of the possibility of a tire being used not just as a tire, but as a swing 
or slide. Because certain strongly weighted properties of SLIDE, such as ‘long’ and 
‘fl at’, are not properties of TIRE, | b  4 | is small. That is not the case for SWING, so | b  3 | 
is large. Therefore, in the context  playground equipment , the concept TIRE has a high 
probability of collapsing to TIRE SWING, an entangled state of the concepts TIRE 
and SWING. Entanglement introduces interference of a quantum nature, and hence 
the amplitudes are complex numbers (Aerts  2009 ). If this collapse takes place, TIRE 
SWING is thereafter a new state of both concepts TIRE and SWING. 

 This example shows that a formal approach to concept interactions that is consis-
tent with human data (Aerts  2009 ; Aerts et al.  2009a ,  2012 ; Aerts et al.  in press ; 
Hampton  1987 ) can model the restructuring of information (e.g. ,  TIRE) under a 
new context (e.g., playground equipment). Note how in the quantum representation, 
probability is treated as arising not from a lack of information per se, but from the 
limitations of any particular context (even a ‘default’ context). 

 The limitations of this approach are as interesting as its strengths. It is not pos-
sible to list, or even develop an algorithm that will list all possible uses or contexts 
for any item such as a tire or screwdriver (Longo et al.  2012 ). This is what has been 
referred to as the  frame problem . As a consequence, human input is particularly 
welcome at this juncture to defi ne the relevant contexts, e.g., the possible uses of a 

  Fig. 2    Graphical depiction of a vector | p 〉 representing particular state of TIRE, specifi cally, a 
state in which the tread is worn away. In the default context, the state of tire is more likely to col-
lapse to the projection vector | w 〉 which represents wasteful than to its orthogonal projection vector 
| u 〉 which represents useful. This can be seen by the fact that subspace  a   0   is smaller than subspace 
 a   1  . Under the infl uence of the context playground equipment, the opposite is the case, as shown by 
the fact that  b   0   is larger than  b   1  . Also shown is the projection vector after renormalization       
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tire. Studies would be run using data collected from real humans to determine the 
extent to which the model matches typicality ratings and generation frequencies of 
exemplars of concepts in particular contexts by human participants, as per (Veloz 
et al.  2011 ). SCOP models of individual concepts can be embedded into an associa-
tive “reaction network” to study the associative structure of interrelated sets of con-
cepts a whole, and the conditions under which it restores equilibrium in response to 
the introduction of new states of concepts that results from placing them in new 
contexts. 

 Using this SCOP-based cognitive “reaction network” it would be possible to test 
the hypothesis that contextual focus (the ability to shift between different modes of 
thought depending on the context) increases cognitive effi ciency. If the amplitude 
associated with | w 〉 for any concept becomes high—such as for TIRE if the weight 
of the property ‘tread’ is low—this signals that the potentiality to re-conceptualize 
the concept is high. This causes a shift to a more associative mode by increasing α, 
causing activation of other concepts that share properties with this concept, as 
described previously.  

    Enhanced Computational Model of Cultural Evolution 

 Let us now examine how a model of restorative restructuring such as the SCOP- 
based one we just looked at could be used to develop a cognitively sophisticated 
computational model of cultural evolution. We will refer to this ‘new and improved’ 
model as EVOC2. 

 So that the EVOC2 agents have something to make artifacts from, their world 
would contain resource bases from which objects are extracted and wastes are gen-
erated. Extracted objects can be joined (lego-style) to construct other objects. 
Agents have mental representations of resources and objects made from resources. 
Objects derived from the same resource are modeled in their conceptual networks 
as states of a concept. Newly extracted or constructed objects have a fi tness that 
defi nes how useful or wasteful they are  with respect to the other objects an agent 
has encountered . Thus existing objects provide contexts that affect the utility of new 
objects, and an agent’s knowledge of existing objects defi nes its  perspective . 

 The artifi cial culture can now evolve as follows:

    Invent.  Agents invent as in EVOC, except that they invent not actions but objects, 
using resources in adjacent cells. Extracting an object from a resource creates waste 
objects.  

   Detect and Actualize Potential for Adaptive Change . If a waste object  p  is accumu-
lating adjacent to A1, A1 recursively modifi es  p  by considering it from A1’s per-
spective. This continues until  p  is in a new less wasteful state  p  A1*  which is an 
eigenstate with respect to A1’s perspective. This process may modify not just  p,  but 
A1’s perspective. Perspectives change in response to the ideas and objects an agent 
interacts with; thus a perspective can encompass more than one context.  
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   Contextual focus . The previous step may involve temporarily assuming a more 
associative processing mode in response to the magnitude of potential for adaptive 
change.  

   Transmission . Modifi ed object,  p  A1* , becomes input to the associative networks of 
adjacent agents.  

   Context-dependent Restructuring . If  p   A1*  is wasteful (has potential to change) with 
respect to the perspective of another agent, A2, then A2 recursively modifi es  p  A1*  
until it is an eigenstate with respect to A2’s perspective, at which point it is referred 
to as  p  A1*A2* . Since A1’s perspective is refl ected in  p  A1* , assimilation of  p  A1*  modifi es 
A2’s perspective in a way that refl ects exposure to (though not necessarily incorpo-
ration of or agreement with) A1’s perspective. This continues until  p  settles on sta-
ble or cyclic attractor, or we terminate after a set number of iterations (since a 
chaotic attractor or limit cycle may be hard to distinguish from a non-stable 
transient).  

   Evaluate . The user assesses the usefulness of the culturally evolved objects for the 
agents, as well as object diversity, and wastefulness.    

 EVOC2 will be deemed a success if it not only evolves cultural novelty that is 
cumulative, adaptive, and open-ended (as in EVOC with RR), but also (a)  restruc-
tures  conceptions of objects by viewing them from different perspectives (new con-
texts), (b) generates inventions that open up niches for other inventions, and (c) 
exhibits contextual focus, i.e. ,  shifts to an associative mode to restructure and shifts 
back to fi ne-tune. It is hypothesized that these features will increase the complexity 
of economic webs of objects and recycled wastes.   

    Elucidating the Algorithmic Structure of Biological Versus 
Cultural Evolution 

 The design features that made EVOC2 specifi c to the problem of waste recycling 
can eventually be replaced by general-purpose counterparts, resulting in a  cultural 
algorithm  (CAL 1 ). It will be interesting to  c ompare the performance of a CAL with 
a GA on standard problems (e.g., the Rosenbrock function) as well as on insight 
tasks such as real-world waste recycling webs that require restructuring. Waste 
recycling is a particularly appropriate application because it explicitly requires con-
sidering how the same item offers a different set of constraints and affordances 
when considered with respect to a different goal, a different demographic, or a dif-
ferent aesthetic sensibility (one person’s trash is another person’s treasure). In 
general the CAL is expected to outperform the GA on problems that involve not just 
multiple  constraints  but multiple  perspectives,  e.g., economic and environmental. 

1   Cultural algorithm is abbreviated CAL because CA customarily refers to cellular automaton. 
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 A long-term objective is to develop an integrated framework for evolutionary pro-
cesses that encompasses natural selection, cultural evolution, and communal 
exchange theories of early life. Another long-term objective is to advance knowledge 
of how systems evolve. Early efforts toward a general cross-disciplinary framework 
for evolution Processes were modeled as  context-dependent actualization of poten-
tial : an entity has potential to change various ways, and how it  does  change depends 
on the contexts it interacts with (Gabora and Aerts  2005 ,  2008 ). These efforts focused 
on distinguishing processes according to the degree of non-determinism they entail, 
and the extent to which they are sensitive to, internalize, and depend upon a particular 
context. With the sorts of tools outlined here, it will be possible to compare the effec-
tiveness of communal exchange, Darwinian, and mixed strategies in different envi-
ronments (simple versus complex, static versus fl uctuating, and so forth. This will 
result in a more precise understanding of the similarities and differences between 
biological and cultural evolution, and help us recognize other evolutionary processes 
that we may discover as science penetrates ever deeper into the mysteries of our 
universe.  

    Summary and Conclusions 

 Culture evolves with breathtaking speed and effi ciency. We are crossing the thresh-
old to an exciting frontier: a scientifi c understanding of the process by which cul-
tural change occurs, as well as the means to capitalize on this understanding. The 
cultural evolution inspired human computation program of research described in 
this chapter is ambitious and interdisciplinary, but it builds solidly on previous 
accomplishments. 

 We examined evidence that culture evolves through a non-Darwinian communal 
exchange process, and discussed a plan for modeling the autopoietic structures that 
evolve through biological and cultural processes—i.e., metabolic reaction networks 
and associative networks. This will make it possible to undertake a comparative 
investigation of the dynamics of communally exchanging groups of these two kinds 
of networks. This research is necessary to achieve a unifi cation of the social and 
behavioral sciences comparable to Darwin’s unifi cation of the life sciences. 

 Efforts are underway toward the development of a computational model of cul-
tural evolution that incorporates the kind of sophisticated cognitive machinery by 
which cultural novelty evolves. These include the combining of concepts to give rise 
to new concepts sometimes with emergent properties, and the capacity to shift 
between different modes of thought depending on the situation. An important step is 
to embed formal models of concepts in a modifi ed “reaction network” architecture, 
in order to computationally model how clusters of interrelated concepts modify one 
another to achieve a more stable lower energy state, through a process we referred to 
as  context-driven restorative restructuring . Efforts are also underway toward the 
development of a computer program for identifying patterns of historical relation-
ship amongst sets of artifacts. Human input is used to defi ne  contexts —perspectives 
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or situations that defi ne which features or attributes are potentially relevant. 
One long-term objective of this kind of research program is to develop a cultural 
algorithm: an optimization and problem-solving tool inspired by cultural evolution. 
This will allow us to investigate how strategies for recursively re- processing and 
restructuring information, or shifting between different processing modes, affect the 
capacity to evolve cumulative, adaptive, open-ended novelty. 

 The ideas presented in this chapter are speculative, ambitious, and innovative 
both conceptually and methodologically, but they have far-reaching implications 
and potentially diverse applications. The human computation program proposed 
here could promote a scientifi c understanding of the current accelerated pace of 
cultural change and its transformative effects on humans and our planet. It may 
foster cultural developments that are healthy and productive in the long term as well 
as the short term, and help us fi nd solutions to complex crises we now face.     

  Acknowledgements   This research was conducted with the assistance of grants from the National 
Science and Engineering Research Council of Canada, and the Fund for Scientifi c Research of 
Flanders, Belgium.  

      References 

       Aerts D (2009) Quantum structure in cognition. J Math Psychol 53:314–348  
     Aerts, D., Aerts, S., & Gabora, L. (2009). Experimental evidence for quantum structure in cogni-

tion. In: P. Bruza, W. Lawless, K. van Rijsbergen, & D. Sofge (Eds.) Lecture Notes in Computer 
Science: Quantum Interaction (pp. 59–79). Berlin: Springer  

       Aerts D, Gabora L, Sozzo S (in press) How concepts combine: a quantum theoretic model. Topics 
in Cognitive Science  

    Aerts D, Gabora L (2005a) A state-context-property model of concepts and their combinations I: 
the structure of the sets of contexts and properties. Kybernetes 34(1&2):151–175  

    Aerts D, Gabora L (2005b) A state-context-property model of concepts and their combinations II: 
a Hilbert space representation. Kybernetes 34(1&2):176–205  

      Aerts D, Aerts S, Gabora L (2009a) Experimental evidence for quantum structure in cognition. In: 
Bruza P, Lawless W, van Rijsbergen K, Sofge D (eds) Proceedings of the third international 
conference on quantum interaction. German Research Center for Artifi cial Intelligence, 
Saarbruken, pp 59–70  

    Aerts D, Czachor M, De Moor B (2009b) Geometric analogue of holographic reduced representa-
tion. J Math Psychol 53:389–398  

    Aerts D, Broekaert J Gabora L, Veloz T (2012) The guppy effect as interference. In: Proceedings 
of the sixth international symposium on quantum interaction, Paris, 27–29 June  

    Atran S (2001) The trouble with memes: inference versus imitation in cultural creation. Hum Nat 
12:351–381  

    Bentley PD, Corne D (eds) (2002) Creative evolutionary systems. Morgan Kaufmann, San 
Francisco  

    Bentley RA, Hahn MW, Shennan SJ (2004) Random drift and cultural change. Proc R Soc Br Biol 
Sci 271:1143–1450  

   Boden MA (1990/2004) The creative mind: Myths and mechanisms ,  2nd edn. Routledge, London  
    Boyd R, Richerson P (1985) Culture and the evolutionary process. University Chicago Press, 

Chicago  
    Boyd R, Richerson P (2005) The origin and evolution of cultures. Oxford University Press, Oxford  

L. Gabora



459

    Cavalli-Sforza LL, Feldman MW (1981) Cultural transmission and evolution: a quantitative 
approach. Princeton University Press, Princeton  

   Dantzing SV, Raffone A, Hommel B (2011) Acquiring contextualized concepts: a connectionist 
approach. Cogn Sci 25:1162–1189  

    Dawkins R (1976) The selfi sh gene. Oxford University Press, Oxford  
    DiPaola S, Gabora L (2009) Incorporating characteristics of human creativity into an evolutionary 

art algorithm. Genet Program Evolvable Mach 10(2):97–110  
   Dittrich P, Speroni di Fenizio P (2008) Chemical organization theory. Bull Math Biol 69:1199–1231  
   Dittrich P, Winter L (2007) Chemical organizations in a toy model of the political system. Adv 

Complex Syst 1(4):609–627  
   Dittrich P, Ziegler J, Banzhaf W (2001) Artifi cial chemistries—a review. Artif Life 7(3):225–275  
    Donald M (1991) Origins of the modern mind. Harvard University Press, Cambridge  
    Durham W (1991) Coevolution: genes, culture, and human diversity. Stanford University Press, 

Stanford  
     Eliasmith C, Thagard P (2001) Integrating structure and meaning: a distributed model of analogi-

cal mapping. Cogn Sci 25:245–286  
    Fracchia J, Lewontin RC (1999) Does culture evolve? Hist Theory 38:52–78  
      Gabora L (1995) Meme and variations: a computer model of cultural evolution. In: Nadel L, Stein 

D (eds) 1993 lectures in complex systems. Addison-Wesley, Boston, pp 471–486  
   Gabora L (1996) A day in the life of a meme. Philosophica 57:901–938  
    Gabora L (1998) Autocatalytic closure in a cognitive system: a tentative scenario for the origin of 

culture. Psycoloquy 9(67) [adap-org/9901002]  
  Gabora, L. (2000). Conceptual closure: Weaving memories into an interconnected worldview. In 

(G. Van de Vijver & J. Chandler , Eds.) Closure: Emergent Organizations and their Dynamics. 
Annals of the New York Academy of Sciences, 901, 42–53  

   Gabora, L. (2001). Cognitive mechanisms underlying the origin and evolution of culture. Doctoral 
Dissertation, Free University of Brussels  

    Gabora L (2003) Contextual focus: a cognitive explanation for the cultural transition of the middle/
upper Paleolithic. In: Alterman R, Hirsch D (eds) Proceedings of the 25th annual meeting of 
the cognitive science society. Lawrence Erlbaum, Boston, pp 432–437  

    Gabora, L. (2004). Ideas are not replicators but minds are. Biology & Philosophy, 19(1), 127–143  
     Gabora L (2006a) The fate of evolutionary archaeology: survival or extinction? World Archaeol 

38(4):690–696  
   Gabora L (2006b) Self-other organization: why early life did not evolve through natural selection. 

J Theor Biol 241(3):443–250  
   Gabora L (2008a) The cultural evolution of socially situated cognition. Cogn Syst Res 

9(1):104–113  
     Gabora, L. (2008b). EVOC: A computer model of the evolution of culture. In V. Sloutsky, B. Love 

& K. McRae (Eds.), 30th Annual Meeting of the Cognitive Science Society. July 23–26, 
Washington DC (pp. 1466–1471). North Salt Lake, UT: Sheridan Publishing  

    Gabora, L. (2008c). Modeling cultural dynamics. Proceedings of the Association for the 
Advancement of Artifi cial Intelligence (AAAI) Fall Symposium 1: Adaptive Agents in a 
Cultural Context,. Nov 7-9, The Westin Arlington Gateway, Arlington VA, (pp. 18–25). Menlo 
Park, CA: AAAI Press  

   Gabora, L. (2010). Recognizability of creative style within and across domains: Preliminary stud-
ies. Proceedings of the Annual Meeting of the Cognitive Science Society (pp. 2350–2355). 
August 11–14, Portland, OR  

       Gabora L (2011) Five clarifi cations about cultural evolution. J Cogn Cult 11:61–83  
    Gabora, L. (2013). An evolutionary framework for culture: Selectionism versus communal 

exchange. Physics of Life Reviews, 10(2), 117–145  
     Gabora L, Aerts D (2002) Contextualizing concepts. In: Proceedings of the 15th international 

FLAIRS conference (special track ‘Categorization and concept representation: models and 
implications’, Pensacola Florida, American Association for Artifi cial Intelligence, pp 148–152, 
14–17 May  

Cultural Evolution as Distributed Computation



460

     Gabora L, Aerts D (2002b) Contextualizing concepts using a mathematical generalization of the 
quantum formalism. J Exp Theor Artif Intell 14(4):327–358  

    Gabora L, Aerts D (2005) Evolution as context-driven actualization of potential: toward an inter-
disciplinary theory of change of state. Interdiscip Sci Rev 30(1):69–88  

     Gabora, L., & Aerts, D. (2008). A cross-disciplinary framework for the description of contextually 
mediated change. In (I. Licata & A. Sakaji, Eds.) Physics of Emergence and Organization, 
(pp. 109–134). Singapore: World Scientifi c. 

Gabora, L., & Aerts, D. (2009). A model of the emergence and evolution of integrated worldviews. 
Journal of Mathematical Psychology, 53, 434–451  

   Gabora L, DiPaola S (2012) How did humans become so creative? In: Proceedings of the interna-
tional conference on computational creativity, Dublin, Ireland, pp 203–210, May 31–June 1  

    Gabora, L., & Firouzi, H. (2012). Society functions best with an intermediate level of creativity. 
Proceedings of the 34th Annual Meeting of the Cognitive Science Society (pp. 1578–1583). 
Held August 1–4, Sapporo Japan. Houston TX: Cognitive Science Society  

    Gabora, L. & Leijnen, S. (2009). How creative should creators be to optimize the evolution of 
ideas? A computational model. Electronic Proceedings in Theoretical Computer Science, 9, 
108–119  

    Gabora L, Ranjan A (2013) How insight emerges in distributed, content-addressable memory. In: 
Bristol A, Vartanian O, Kaufman J (eds) The neuroscience of creativity. MIT Press, New York  

   Gabora L, Saberi M (2011) How did human creativity arise? An agent-based model of the origin 
of cumulative open-ended cultural evolution. In: Proceedings of the ACM conference on 
 cognition and creativity, Atlanta, 3–6 November 2011  

   Gabora L, Leijnen S, Veloz T, Lipo C (2011) A non-phylogenetic conceptual network architecture 
for organizing classes of material artifacts into cultural lineages. In: Proceedings of the Annual 
Meeting Cognition Science Society, Boston, 20–23 July 2011  

    Gabora L, O’Connor B, Ranjan A (2012) The recognizability of individual creative styles within 
and across domains. Psychol Aesthet Creativity Arts 6(4):351–360  

    Gabora, L., & Saab, A. (2011). Creative interference and states of potentiality in analogy prob-
lem solving. Proceedings of the 33rd Annual Meeting of the Cognitive Science Society 
(pp. 3506–3511). July 20–23, Boston MA  

    Gabora, L., Scott, E., & Kauffman, S. (2013). A quantum model of exaptation: Incorporating poten-
tiality into biological theory. Progress in Biophysics & Molecular Biology, 113(1), 108–116  

    Gagné CL, Spalding TL (2009) Constituent integration during the processing of compound words: 
does it involve the use of relational structures? J Mem Lang 60:20–35  

    Goldberg DE, Kuo CH (1987) Genetic algorithms in pipeline optimization. J Comput Civ Eng 
ASCE 1(2):128–141  

      Hampton J (1987) Inheritance of attributes in natural concept conjunctions. Mem Cogn 15:55–71  
   Henderson, M. & Gabora, L. (2013). The recognizability of authenticity. Proceedings of the 35th 

Annual Meeting of the Cognitive Science Society (pp. 2524–2529). Held July 31–Aug. 3, 
Berlin. Houston TX: Cognitive Science Society.   

     Henrich J, Boyd R (1998) The evolution of conformist transmission and the emergence of between- 
group differences. Evol Hum Behav 19:215–242  

    Henrich J, Boyd R (2002) On modeling cognition and culture: why replicators are not necessary 
for cultural evolution. J Cogn Cult 2:87–112  

    Holland J (1975) Adaptation in natural and artifi cial systems. MIT Press, Cambridge  
    Hou ESH, Ansari N, Ren H (1994) A genetic algorithm for multiprocessor scheduling. IEEE Trans 

Parallel Distrib Syst 5(2):113–120  
    Kaplan CA, Simon HA (1990) In search of insight. Cogn Psychol 22:374–419  
    Kauffman S (1993) Origins of order. Oxford University Press, New York  
    Kitto K, Ramm B, Sitbon L, Bruza PD (2011) Quantum theory beyond the physical: information 

in context. Axiomathes 12(2):331–345  
    Koza J (1993) Genetic programming. MIT Press, London  
   Leijnen S, Gabora L (2010) An agent-based simulation of the effectiveness of creative leadership. 

In: Proceedings of Annual Meeting Cognitive Science Society. Portland, pp 955–960, 11–14 
August 2010  

L. Gabora



461

   Longo G, Montevil M, Kaufman S (2012) No entailing laws, but enablement in the evolution of the 
biosphere. In: Proceedings of the fourteenth international conference on genetic and evolution-
ary computation, pp 1379–1392  

      O’Brien MJ, Lyman RL (2000) Applying evolutionary archaeology: a systematic approach. 
Kluwer, Norwell  

    Ohlsson S (1992) Information-processing explanations of insight and related phenomena. In: 
Keane MT, Gilhooly KJ (eds) Advances in the psychology of thinking, vol 1. Harvester 
Wheatsheaf, New York, pp 1–44  

    Osherson D, Smith E (1981) On the adequacy of prototype theory as a theory of concepts. 
Cognition 9:35–58  

   Reynolds RG (1994) An introduction to cultural algorithms. In: Proceedings of the 3rd annual 
conference of evolutionary programming, World Scientifi c, River Edge, pp 131–139  

    Riley, S. & Gabora, L. (2012). Evidence that threatening situations enhance creativity. Proceedings 
of the 34th Annual Meeting of the Cognitive Science Society (pp. 2234–2239). Held August 
1–4, Sapporo Japan. Houston TX: Cognitive Science Society  

    Runco M (2010) Divergent thinking, creativity, and ideation. In: Kaufman J, Sternberg R (eds) The 
Cambridge handbook of creativity. Cambridge University Press, Cambridge, pp 414–446  

    Shennan S (2008) Evolution in archaeology. Annu Rev Anthropol 37:75–91  
    Skoyles JR (2008) Natural selection does not explain cultural rates of change. Proc Natl Acad Sci 

105(22):E27–E27  
    Tëmkin I, Eldredge N (2007) Phylogenetics and material cultural evolution. Curr Anthropol 

48:146–153  
    Thagard P, Stewart TC (2011) The AHA! experience: creativity through emergent binding in neu-

ral networks. Cogn Sci 35:1–33  
    Veloz T, Gabora L, Eyjolfson M, Aerts D (2011) A model of the shifting relationship between 

concepts and contexts in different modes of thought. In: Proceedings of the fi fth international 
symposium on quantum interaction, Aberdeen, 27 June 2011  

   Veloz T, Tëmkin I, Gabora L (2012) A conceptual network-based approach to inferring cultural 
phylogenies. In: Proceedings of the annual meeting of the cognitive science society, Sapporo, 
2012  

     Vetsigian K, Woese C, Goldenfeld N (2006) Collective evolution and the genetic code. Proc Natl 
Acad Sci 103:10696–10701  

    Williams RJP, Frausto da Silva JJR (2003) Evolution was chemically constrained. J Theor Biol 
220:323–343  

    Woese CR (2002) On the evolution of cells. Proc Natl Acad Sci 99:8742–8747    

Cultural Evolution as Distributed Computation



463P. Michelucci (ed.), Handbook of Human Computation,  
DOI 10.1007/978-1-4614-8806-4_35, © Springer Science+Business Media New York 2013

 Introduction

As the world has grown and become more connected, with the majority of the world 
living in population-dense environments, the days of the lone inventor, renaissance 
man, and independent craftsman are waning. Increasingly, navigating the complex 
problems that face complex societies require collective efforts, sometimes at a mas-
sive scale.

One way complex problems are solved collectively is through competition, work-
ing separately and closely guarding information about steps towards a solution. 
Although this may appear on the surface to be antithetical to the idea of collective 
problem solving, because many individuals are working towards the same goal, it is 
a collective effort, and in fact it has been discovered that competitions are an effective 
way of producing high-quality solutions to problems (e.g., Innocentive.1) Another 
way groups solve problems is for the group to work collaboratively, which typically 
involves advanced planning and frequent communication between members. Most 
people think of this form when considering collective problem solving: the small 
team of individuals, sitting around a table brainstorming and developing solutions. In 
fact, this form has been extensively studied in a variety of literatures, including psy-
chology and management science (Marquart 1955; Osborn 1957; Stasser and 
Titus 1985). However, many forms of collective problem solving fall somewhere in 
between these two extremes. In some situations there are multiple individuals seek-
ing to discover the best solution to a problem, but they are freely sharing information 

1 http://www.innocentive.com/
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because it is to the collective benefit if anyone discovers the solution. For example, 
this is true for non-profits trying to find the best solution to disaster management and 
recovery. Collective search is a particular type of collective problem solving that 
often takes this intermediate form, with individuals sharing information about their 
search process (where they are and what they have discovered) in order to maximize 
the effectiveness of the collective.

When thinking about search, the relationship to problem solving may not be 
immediately obvious. In fact, it is likely that the first thing that enters your mind 
when considering “search” is either the perennial quest to find one’s keys or a text 
entry field in your internet browser. However, search can be construed more broadly 
than this, as the act of sampling the parameter space of an unknown objective func-
tion that maps the input parameters to values. While this may not be how one 
 normally thinks about looking for lost keys, one can consider points in physical 
space to be the input parameters (x,y,z) with an objective function that is zero every-
where except the location where one’s keys happen to exist. For web search—from 
the perspective of the user—the input parameters would be the query terms, and the 
objective function would then map the features of the returned documents to a “rel-
evance” value that indicates how useful the document is to the user that issued the 
query. Even subjective problems can be framed this way—only the value returned 
by the unknown objective function is different for each person: two people search-
ing the fridge for the best midnight snack might come away with two completely 
different items but be equally happy with the result.

Perhaps the clearest connection between search and problem solving can be seen 
in Newton’s method for calculating a square root. If one wanted to know the solu-
tion to x = 2704 , it is possible to calculate it exactly using digit-by-digit calcula-
tion. However, it is also possible to search for the solution: one begins with some 

random initial guess x0, and then using the formula x
f x

f xi
i

i

+ ¢=1

( )

( )
 this initial guess is 

iteratively updated to get progressively closer to the true square root of the number—
in this case, 52. Here, the input parameter is the guess xi and the objective function 
could be, for instance, to find the minimum of ∣xi

2 − 2, 704∣ (which is minimized 
when the true root has been found). The formula used in Newton’s method is the 
algorithm by which one explores for the solution, the decision about what point in 
the space to sample next.

The essence of computation is “the process of mapping some input representation 
to some output representation using an explicit, finite set of instructions” (Law and 
von Ahn 2011). Human computation is simply computation executed by one or more 
humans. Therefore, the relationship between collective search and human computa-
tion is a direct one—when humans are searching, they are doing human  computation. 
This is true for individuals, but the algorithms for search become more complex and 
in many ways more interesting when search is executed by a collective.

In this chapter I consider the factors that affect collective search, and review dif-
ferent approaches to understanding collective search, both how it is done normally 
and how it can be done best. I conclude by highlighting important open questions 
and sketching out directions for future research.
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 Factors Affecting Collective Search

When it comes to studying collective search, there are many things that affect how 
search is conducted, and the probability of success and efficiency with which the 
solution is found (or the value is improved). These factors include the form of the 
objective function that maps parameters to values, the means by which an individual 
can sample the problem space, the nature and structure of communication between 
individuals, and the motivations/incentives for the individuals.

 Defining Problems

An objective function is made up of three key parts: (1) the input parameters, (2) the 
form of the function, and (3) the output value that is being maximized (or mini-
mized). Characterizing the input parameters of a search task superficially appears 
trivial, as they are the variables that can be manipulated in order to obtain a value 
from the unknown objective function. However, in most real problems the dimen-
sionality is unknown or arbitrary. In other words, in many cases one does not know 
which variables relate to the output variable of interest: this is related to the well- 
known problem of feature selection (Langley 1994). In some search tasks the input 
variables are easily identifiable; when looking for one’s keys, the only relevant vari-
ables are the spatial dimensions. In others it is much more difficult; in the search for 
a cure for a disease, the possible inputs are nearly without limit and identifying the 
relevant inputs is itself a formidable challenge. Additionally some so-called 
“wicked” problems are nearly impossible to decompose into separable input dimen-
sions, something discussed towards the end of the chapter.

Once the inputs have been identified, each has a particular domain. The correct 
dosage for a particular medication in the treatment for a disease is an input param-
eter that has a domain in the positive real numbers. The type of medication would 
be a categorical variable with a domain equal to the set of possible medications. The 
size of the input set is the dimensionality of the problem space. It goes without say-
ing that higher-dimensional problems are, all else being equal, more difficult to 
solve than lower-dimensional problems. However, low-dimensional problems with 
input parameters that have larger domains could be more difficult to solve than 
high-dimensional problems with small-domain input parameters. Moreover, the 
forms of the input parameters constrain the possible approaches to sampling and the 
algorithms that can be used to explore the problem space.

The form of the objective function—that is, how the input parameters are mapped 
to the output value—is necessarily unknown in a search task. However, there are 
qualities about the mapping function that also constrain the types of search that can 
be done. For instance, the mapping from potential solutions to payoffs does not have 
to be a deterministic process, but for any search process to be more effective than 
random combinations of the input parameters, there must be some signal that can be 
used to guide the searcher.
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Another key feature of the objective function is the smoothness or complexity of 
the problem space. In optimization, many algorithms depend on a feature known as 
convexity, which means that any local minimum in the function is also a global 
minimum. These problems are generally solvable with “hill-climbing” algorithms 
that search the space by looking for any small change in the input parameters that 
results in a better payoff than the current solution—for instance, Newton’s method 
for finding roots. However, this characteristic is not common to many problems in 
practice; on the contrary, real problems likely have many local minima that are not 
the globally best solution.

Finally the output value is in some ways the most important part of a search 
problem. Choosing the right output value to minimize (or maximize) determines 
whether the success of the search task translates to the actual desired outcome. This 
is particularly true in human computation, when the alignment of output to incen-
tives can be critical.

 Sampling the Problem Space

Exploration of a problem space involves sampling the problem space and receiving 
information about the value from the objective function. The actual process of 
selecting points in the parameter space is the subject of voluminous literature, from 
algorithmic optimization (Boyd and Vandenberghe 2004) to animal forag-
ing (Kennedy and Gray 1993; Roberts and Goldstone 2006) to human collective 
search (Hills et al. 2008; Rendell et al. 2010; Pirolli and Card 1995). This research 
is mostly focused on either a descriptive analysis of how search actually happens—
that is, what signals individuals use in practice to navigate an unknown problem 
space—or a proscriptive analysis of what methods work best, given assumptions 
about the objective function.

In some cases, there may also be constraints on how an individual can sample the 
problem space. It may be that one can only change a single parameter value at a 
time; the input space may be distorted, so the domain of one input depends on the 
value of another; there could be sequential dependencies, so the available input 
values for one sample may be limited by the values from the previous sample. Any 
of these constraints affect both the way in which one is likely to sample the problem 
space as well as the optimal methods for finding the global optimum (minimum or 
maximum) of the function.

Computer science research on optimization highlights another connection 
between search and general principles of computation. An optimization problem is 
represented as a function f that maps from set A to the real numbers—this is the 
objective function—with the goal of finding x′ where f(x′) ≤ f(x) ∀x  ∈ A. The meth-
ods developed to solve optimization problems depend on the form of the objective 
function. For example, objective functions that are linear versus quadratic require 
different approaches from functions that have a discrete solution set, which require 
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different approaches from functions that have random variables or functions that 
have infinite dimensions.

Collective search can be seen as a sub-problem of optimization with the addi-
tional requirements that sampling the objective function is possible by humans 
(which many optimization problems are, particularly those within operations 
research (Heyman and Sobel 2003)), and that information about samples from the 
objective function can be shared between searchers. This latter component adds 
many interesting layers of complexity to the problem.

Because of this complexity, a substantial amount of research on collective search 
has leveraged agent-based models (ABMs; a type of computational model that 
encodes the behavior of individuals and observes the high-level outcomes of their 
interactions) to understand how individual decision-making can lead to different 
kinds of collective outcomes (Lazer and Friedman 2007; Roberts and 
Goldstone 2006; Rendell et al. 2010). One such influential study on the relationship 
between collective search and problem spaces was Levinthal (1997), who used a 
particular type of objective function, the N-K problem space (Kauffman 1993). This 
function has two parameters, N that defines the size of the problem space, and K that 
defines the complexity of the problem space. Levinthal was concerned with organi-
zational change, but the basic features of collective search are there: sampling a 
problem space through specific input parameter values, an objective function that 
maps the input to a value, communication between collective agents, and an aggre-
gating function for the agents’ output. From the perspective of the study, the agents 
represented organizations, and one of the key findings is that as the number of local 
optima increase, so do the number of “organizational forms”. This is to say, more 
complex problems lead to a wider variety of solutions. Additionally, in Levinthal’s 
model the more local optima that existed, the longer it took for the organizations to 
converge on the global optimum. This has echoes of March’s (1991) model of orga-
nizational learning which illustrated the tradeoff between exploring for new, better 
solutions to a problem versus exploiting the best known solution. To quote, the 
returns on exploitation are “positive, proximate, and predictable”, while the returns 
on exploration are “uncertain, distant, and often negative” but are necessary to 
exceed the current standard and to make large strides in competitive advantage.

One approach that uses collective search for optimization is the particle swarm 
algorithm (Kennedy and Eberhart 1995). The particle swarm algorithm is a set of 
proscribed behaviors for agents searching a problem space with communication 
between agents, and the objective of converging on the global optimum in the prob-
lem space. The premise of the algorithm is that a collection of agents are placed 
randomly in a (multi-dimensional) problem space with a random direction and 
velocity. The agents are drawn to the best location they have found, as well as the 
best location found by any member of the collective, and their course and velocity 
in the problem space are adjusted incrementally towards these targets. The algo-
rithm also must account for the tradeoff in exploration and exploitation, which is 
accomplished by the parameter that defines the strength with which the agents are 
drawn to the best found solutions: the stronger it is, the less likely they are to find 
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the global optimum—though if they do, they find it quickly. Conversely, the weaker 
it is, the more likely the agents are to find the global maximum, but they take longer 
to do so. Work on this algorithm has explored many variations with the goal of 
improving efficiency and optimality, but there are no guarantees of convergence on 
the global maximum.

 Nature and Structure of Communication

The factors that affect collective search discussed so far apply equally to individual 
search and collective search. When a collective is searching the problem space, 
however, there are two additional features that affect the performance of the collec-
tive: how the collective communicates during the search process, and how the out-
comes of the collective are aggregated. For instance, consider a group of people 
brainstorming a solution to a product design challenge. Each individual comes up 
with different variations of the design given the goals and constraints (sampling the 
input space) and shares these potential solutions with every other member of the 
group. The aggregation function for brainstorming selects the best choice (where, 
for instance, the objective function is defined by the group). In this case the com-
munication process can be modeled as a complete graph—all members are com-
municating with all other members—and the aggregation function selects the 
optimal solution.

Evaluating the output of the collective is also different than for a single individ-
ual. For nearly all tasks, many individuals working towards the same goal will be 
more effective than a single individual working towards that goal. Thus, when con-
sidering collective search the key question is whether the collective performance is 
greater than, equal to, or less than the sum of their individual outputs. Steiner (1972) 
suggested tasks could be classified in this manner: additive tasks are those in which 
the output of a group working on the task is equal to the sum of their parts, such as 
laying bricks; compensatory tasks are those in which the collective output is equiva-
lent to the average performance of the members, such as a university being evalu-
ated by the average number of citations of each faculty member; disjunctive tasks 
are those in which the performance of the group is as good as the best performing 
individual in the group, such as teams in track & field competitions that are decided 
by the fastest team member; conjunctive tasks are those in which the performance 
of the task is equivalent to the worst performing individual. For the brainstorming 
example, because the aggregating function selects the best performing individual—
who came up with the best solution—it is clearly a disjunctive task. Not mentioned 
in Steiner’s typology are tasks that have output better than the best individual 
(or worse than the worst individual). These types of tasks certainly exist, but are 
 sufficiently rare as to have escaped notice.

The aggregating function is not the only determinant of the group’s perfor-
mance—how the members communicate with each other also affects the relation-
ship between individual effort and group output. For instance, in brainstorming it 
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has been shown that the all-to-all communication pattern can actually decrease the 
performance of the group, because of production blocking (Diehl and Stroebe 1987), 
in which the ideas of one person interferes with the thought process of another, 
stymieing that individual’s process of sampling the problem space. On the other 
hand, if there is a barrier in communication between individuals, the best solution in 
the group may not be available to other members of the group.

Following Levinthal’s study (Levinthal 1997) on collective search, Lazer and 
Friedman (2007) had simulated agents explore the N-K problem space, but in this 
case the agents were embedded in a communication network. The agents started at 
a random location in the problem space, and each turn could choose to sample a 
location within a small distance from their current position; if this location returned 
a higher score, the agent would move to that location, thereby executing a hill- 
climbing search over the parameter space (akin to convex optimization algorithms). 
However, the agents were also connected to a subset of other agents, and if the 
agent’s network neighbors had a higher score, the agent would “jump” through the 
problem space to somewhere near the successful neighbor’s location. By varying 
the network structure connecting the agents, Lazer and Friedman could see how 
information transmission affected the overall success of the group, both in terms of 
the speed with which the group converged on a solution and the ultimate score that 
the groups obtained. One of the key features of the networks they studied is the aver-
age path length between nodes, which is the average number of hops between nodes 
in the network. The famous “six degrees of separation” refers to the fact that the 
average path length between people is six (though on Facebook it seems to be only 
four (Backstrom et al. 2012)). In this model, they found that rapid information trans-
mission, obtained through the short path lengths separating nodes, precise copying 
of information, or frequent copying of information, led to better performance in the 
short run. In contrast, slow transmission of information via long path lengths, error-
ful copying of information, or infrequent copying of information, led to better per-
formance in the long run. This result arises from the fact that in complex problem 
spaces, insufficient exploration can lead to premature convergence on a suboptimal 
point, and the behavior of the agents guaranteed convergence on some point.

In subsequent experimental work, my colleagues Rob Goldstone and Andy Jones 
and I found similar effects (Mason et al. 2008). In our study, groups of individuals 
embedded in a network explored several different one-dimensional problem spaces, 
and the solutions were shared with each individual’s network neighbors. There were 
three different problem spaces in this study: a simple unimodal Gaussian distribu-
tion, a multimodal Gaussian distribution with two local maxima and one global 
maximum, and a “needle” function with one hard-to-find global maximum and one 
easy-to-find local maximum (see Fig. 1). The objective function had added stochas-
tic noise, so participants had to make repeated samples to determine the true value 
of a point in the problem space. The networks tested in this study were similar to 
those studied in Lazer and Friedman (2007): a cycle/lattice-like network, a fully- 
connected network, a random network, and a small-world network (Watts and 
Strogatz 1998) that is more clustered than a random graph but has shorter average 
path lengths than the cycles. In this study, we found that the full-connected network 
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did best on the simple problem space, because rapid convergence to any maximum 
mean rapid convergence to the global maximum. In the multimodal problem space, 
however, the small-world network outperformed all other networks. In the “needle” 
problem space, the network with the longest path length—the lattice—outper-
formed the rest because the participants were more likely to find the global maxi-
mum. Again, the explanation is that the networks with the longer path lengths 
slowed the diffusion of suboptimal solutions long enough that other individuals 
weren’t drawn to the local optimum before they found the global optimum.

However, in more recent work, with a problem space that qualitatively possessed 
all of the features hypothesized to generate this effect of long path lengths—a rug-
ged landscape with local optima that can be found through local exploration (e.g., 
hill-climbing approaches)—my colleague Duncan Watts and I (Mason and 
Watts 2012) found the opposite pattern, that networks with small path lengths per-
formed better. In this study, participants were playing a game called “Wildcat Wells” 
in which they were told they were exploring a landscape for oil. They had 15 rounds 
to explore, and received points on each round based on how much “oil” they found. 
Underlying their exploration was a two-dimensional problem space that was gener-
ated by first creating a single bivariate Gaussian distribution with fixed radius and 
random mean, which was then combined with a Perlin noise distribution; and exam-
ple is shown in Fig. 2. As can be seen, the resulting fitness landscape had many local 
maxima that would be basins of attraction for purely local exploration, and one 
global maximum that was clearly superior to other solutions. The participants in the 
study were embedded in one of eight different fixed-degree networks that varied in 
clustering, path length, betweenness, and network constraint (Burt 1992). While 
there are many differences between this study and the prior work, qualitatively the 
set up seemed similar enough that we expected to replicate the findings, and were 
surprised when we did not. This suggests there must be some factor unaccounted for 
that changed the outcome. While it could be something as simple as a feature of the 
UI in the game, we believe the most likely explanation is that the complexity of the 
problem space—which is to say, the potential for local maxima—is not a sufficient 
condition for networks with longer path lengths to outperform networks with shorter 
path lengths in the long run. An important question for future work on collective 
search is determining what factors, other than the communication network, lead 
members of a collective exploit the currently best-known solution or continue to 
explore for better solutions, and what the relative effect size is for these factors.
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Fig. 1 Three example problem spaces explored by participants in Mason et al. (2008)

W. Mason



471

 Incentives for Exploration and Exploitation

One important factor that has not been explored much in collective search is the role 
of incentives in motivating individuals to explore new solutions versus exploit exist-
ing ones. In fact, one potential explanation for the difference between my study with 
Duncan Watts (Mason and Watts 2012) and previous work (Mason et al. 2008; Lazer 
and Friedman 2007) could be related to the participants’ relative certainty or uncer-
tainty about the opportunities for exploration (e.g., the number of rounds partici-
pants had to explore) or the relative difference in value between the local maxima 
and the global maximum. In other words, the perceived value of exploration versus 
exploitation could be critical to the effect of path length on the short-term or long- 
term success of the collective.

Aside from the implications for the effects of networked groups, however, it is 
clear that the motivations of the individuals in the collective are critical for success-
ful search. One of the consequences of sharing information in collective search, 
which we observed in Mason and Watts (2012) was a social dilemma: the individu-
als who merely imitated others tended to outperform the individuals who did more 
exploration, yet groups that had fewer individuals exploring (and therefore more 
imitating) were less likely to find the global optimum. The same effect was observed 
in a competition centered around collective search (Rendell et al. 2010), in that the 
most successful agents were those that heavily copied other agents, but the same 
agents failed miserably when there were no explorers to copy.

Thus incentives must be structured appropriately to encourage sufficient explora-
tion (to avoid early convergence on a local maximum) yet allow for exploitation of 
the global maximum when it is found. The incentives must also guard against free- 
riding behavior observed in most social dilemmas. How this is best accomplished, 
however, is still an open question.

Fig. 2 Graphical 
representation of the problem 
space being explored in the 
“Wildcat Wells” game

Collective Search as Human Computation



472

 Future Directions

There are a number of open questions about collective search, particularly regarding 
its connection to human computation. To date, most research on collective search 
has focused on one of two questions: what is the optimal way to coordinate collec-
tive search, and how do people actually engage in collective search? And for both of 
these questions there are a number of directions to explore.

A potentially productive avenue of research could connect the algorithms on 
optimization with collective search. Research on algorithms that converge rapidly 
and accurately on the global maximum that can be applied in situations in which 
human collectives are searching a problem space could have an enormous impact on 
all sorts of organizations. Re-framing team problem solving into a search task and 
applying the computer science research on optimization could potentially lead to 
great advancements in the efficiency with which groups of people solve problems. 
Of course, there are inevitable human elements that may confound the results in the 
computer science research on optimization, but that too is an interesting direction 
for research to explore.

All of the questions and approaches discussed so far assume that the individuals 
or collectives searching the problem space already know which inputs are relevant 
to the problem. The dimensions of the problem space being explored are defined, in 
most cases, by the searchers themselves. When trying to find the right combination 
and dosages of medications to treat a case of chronic hypertension, the doctor gen-
erally begins by choosing which medications to explore. However, this problem of 
feature selection is crucial to determining whether the end result is successful and 
how successful it is. In machine learning, the problem of feature selection was iden-
tified as a fundamental problem (Langley 1994), and although some automatic 
approaches have been developed, it is still a wide-open topic.

In fact, most algorithms for automatic feature selection assume there is some 
large set of known features, and the relevant subset must be identified. However, in 
real problems even just finding the potential set of features from which to select a 
relevant subset is its own problem. It is an interesting possibility that algorithms 
developed for search might be used to tackle this meta problem of finding feature 
candidates from an unknown (possibly infinite) set of features.

As mentioned earlier, not much research has explored the role of incentives for 
individuals involved in collective search. Understanding how to structure these 
incentives for exploration and exploitation appropriately could be an interesting 
avenue for research on mechanism design.

 Conclusion

Many problems can be mapped into the search domain, by considering the available 
inputs as dimensions in a problem space. Doing this allows one to leverage a deep 
understanding of how people engage in search and how to best search a non-linear 
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problem space. Moreover, this search can be improved, with the appropriate 
communication network and incentives, by allowing multiple individuals to search 
simultaneously and share information about potential solutions and outcomes. The 
area of collective search is therefore a promising way of exploring what is possible 
in collective search and human computation generally.
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 Introduction

“Too many cooks spoil the broth”. This is an English proverb conveying the notion 
that employing too many people in a collaborative effort can be detrimental to the 
desired outcome. In common usage, this proverb can imply that using fewer col-
laborators is more efficient. Of course, the verity of this proverb seems to depend on 
the problem space and division of labor. In a small kitchen with only two work 
areas, a chef and prep cook may be most effective for producing a meal in the least 
amount of time. Adding people would likely only introduce interference.

As for most proverbs, however, there is a proverbial counterpoint: “many hands 
make light work”. In common usage, this proverb implies that adding collaborators 
actually improves efficacy. For example, painting the interior of an entire house 
would certainly go faster if one or more painters could be assigned to each room, 
working in parallel. However, even in the latter context, beyond a certain group size 
there may be diminishing returns and even deleterious effects. Imagine ten  
people trying simultaneously to paint the same eight-foot long wall: friendships could 
be tested under such circumstances. So it turns out that this counterexample, in the 
limit, leads to the same conclusion as the original proverb. Even in painting the inte-
rior of a house, it is conceivable that there could be “too many cooks”. Consideration 
of other collaborative activities also seems to lead inevitably to the same conclusion.

The question then becomes, can engineered Human Computation (HC) produce 
a counterexample? In other words, can technology-mediated collaboration give rise 
to circumstances in which group efficacy is unbounded, that is, it actually continues 
to improve no matter how many proverbial cooks are added to the kitchen? 
Moreover, is it conceivable that HC could enable increasing returns with each per-
son who is added to a collaboration?
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 Collaboration Efficacy

When a group’s efficacy exceeds the combined efficacy of an equally sized  collection 
of lone contributors, the group is said to be exhibiting synergy. Consider two people 
working on the same jigsaw puzzle, which depicts animals in the Serengeti. Now 
imagine that Luca wants to work on the elephant part of the puzzle and Eva wants 
to build the giraffe, but they are not interested in helping each other. Thus, this is 
collaborative only in that there is a shared goal to which both people are 
contributing.

Each person selects a piece from the pile and accepts or rejects it based on the 
perceived likelihood that that piece belongs to the chosen animal. If a piece cannot 
be fitted into the puzzle it is discarded back into the pile, where it might be rese-
lected by the other person. Clearly, there is a time cost associated with the selection 
and disposition of each piece. Thus, each person working independently would 
experience this time cost as a work pace limitation.

After a while, Luca gets frustrated because he is having trouble finding elephant 
pieces. So he asks Eva to give him any elephant pieces she comes across. Eva agrees 
and asks that Luca do the same, by providing her with any giraffe pieces he finds. In 
this new, enhanced collaborative mode, two evaluations are made for each piece 
selection instead of one. Even without a formal analysis, it is plainly evident that 
fewer piece selections will likely result in more correct emplacements than when 
the agents are operating independently. As long as the additional cognitive load 
associated with assessing a puzzle piece for two animals instead of one is not too 
great, and as long as the transaction time associated with exchanging pieces is short 
enough, we would expect the puzzle completion time to be faster when Luca and 
Eva collaborate than when they don’t.

However, this collaborative effect, by itself is insufficient to conclude the existence 
of synergy. It is conceivable that simply working on the same puzzle can be detrimen-
tal to individual performance due to indirect effects. For example, Luca might grab the 
piece that Eva was about to examine, interfering with her piece selection process. Or 
Eva, through her own selection and replacement of pieces, could disrupt Luca’s ability 
to keep track of the pieces he has already examined and rejected. If such interference 
reduces or negates beneficial collaborative effects, then perhaps working indepen-
dently rather than collaboratively would be more effective. Thus, comparing two 
forms of collaboration is insufficient for detecting synergy. It only reveals whether 
one mode of collaboration is more effective than another.

So how would we go about detecting synergy? As per our earlier definition of 
synergy, we need to compare independent performance aggregated over individuals 
to group performance on the same task. In the context of our jigsaw puzzle example, 
one way to assess the presence of synergy would be to measure the time it takes to 
build two jigsaw puzzles. By employing two puzzles, each person could be assigned 
an entire puzzle without concern about indirect collaborative effects either positive 
or negative. Thus, in the non-collaborative mode, Luca would build one puzzle and 
Eva would build the other. We would then record their summed completion times. 
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In the collaborative mode, Luca and Eva would work jointly on both puzzles, and 
we would again sum the completion times for both puzzles. Taking this approach, if 
completing both puzzles took less time in the collaborative mode than in the indi-
vidual assignment mode, we would have strong evidence of a synergistic effect.

With this context in mind, we will consider next why unbounded group efficacy, 
as well as synergy, is possible, how it might be achieved through HC, and report 
briefly on a recent study that supports its plausibility.

 Relationships

Group intelligence is sometimes defined as a group’s ability to solve problems col-
laboratively. One might expect that such forms of group intelligence would be 
highly dependent upon the intelligence of its constituent members. It turns out, 
however, that a small group’s collective intelligence is actually not closely related to 
the distribution of intelligence among its individual members. Instead, a better pre-
dictor of group intelligence seems to be social perceptiveness and cooperative 
behavior (See Woolley and Hashmi 2014). This seminal finding (Woolley et al. 
2010) supports the view that group efficacy may by highly dependent upon both the 
quantity and quality of relationships that exist in a group.

An interesting example of this idea exists in neurobiology. Neurons, information 
processing nodes in the brain, accept input from other neurons, and on the basis of 
those inputs compute an output (see Koch and Segev 2000). Collectively, the dynamic 
activation of neurons in the brain gives rise to behavior. As such, one might expect that 
intelligence in the animal kingdom is associated with the number of neurons in an 
organism’s brain. Though a correlation does exist between intelligence and number of 
neurons, it is actually the number and type of connections among these neurons that 
seems to differentiate levels of intelligence among and within species (Bruer 1999). 
This is not entirely surprising given the propensity for the growth of new connections 
among neurons during learning, otherwise known as neuroplasticity. Thus, if we think 
of the brain as a collection of collaborating neurons, we observe a striking parallel 
between group intelligence as a function of connectivity among group members, and 
individual brain intelligence as a function of connectivity among neurons.

A similar reliance on connectivity has been observed in the collective behavior 
of eusocial insects (See Moses, et al., and Pavlic and Pratt 2014, both this volume), 
and in the role of social learning on population fitness (Smaldino & Richerson, this 
volume). Recent evidence (Van Raan 2013) suggests that this effect also applies at 
the scale of cities. The central finding is that larger cities prosper in terms of wealth 
and new ideas due to an increase in the number of social interactions as well as the 
increased likelihood that any given relationship will result in economic specializa-
tion. Indeed this effect is hypothesized to exist across our entire species in the con-
text of a “global brain” (Heylighen 2014). This recapitulation across organizational 
levels and species seems to further implicate the value of relationships in group 
efficacy.
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 Synergy Through Combinatorics

As we shall see, this view may point a way toward increasing the limits of group 
efficacy through HC. A simple intuition for this view derives from the following 
observation. As groups get larger, each additional member added to the group 
allows for increasingly more relationships. For example, a group with only two 
members is defined by a single relationship. Adding one member to form a three- 
person group increases the number of relationships to three. A group of size four has 
six possible relationships. And so on. This relationship between group size and 
possible relationships is depicted in Fig. 1.

This relationship between group size and the number of possible relationships in 
the group can be generalized. For a group of size n, the number of possible pairwise 
relationships in the group is given by the second-order polynomial function:

 
¶ n n n( ) = ( )2 2- /

 

This progression is conveyed in Table 1 for ten different group sizes.
As the number of possible relationships in a group rises, so does the number of 

possible relationships for any single person, which is equal to the number of other 

Fig. 1 Potential relationships for three different group sizes

Table 1 The progression of 
possible relationships as a 
function of group size

Group size Relationships

1 0
2 1
3 3
4 6
5 10
10 45
30 435
100 4,950
1,000 499,500
1,000,000 499,999,500,000
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members in the group. This results in a combinatorial explosion, such that with very 
large groups the number of possible relationships may become intractable. For 
example, when the group has 1,000,000 members, it seems unlikely that any given 
person would interact with every one of the other 999,999 members of the group. 
The first obvious barrier is the physical limitation. Imagine a football stadium full 
of people trying to manifest all possible pairwise interactions—people would be 
tripping over each other. But even if you obviate this physical (spatial) barrier by 
providing a communication infrastructure, we encounter another barrier: time. 
Humans are limited capacity systems. As cognitive load increases, the processing 
time for any individual cognitive task tends to slow down—this has been referred to 
as the “cognitive bottleneck” (Townsend 1990). Furthermore, we tend to be serial 
communicators, processing social interactions one at a time. Indeed, Kristina 
Lerman (this volume) has observed such limitations in the context of idea spread in 
the Twitter medium. “Re-tweeting”, that is, receiving a message and then actively 
rebroadcasting it to one’s network of subscribers, is an indicator of social signal 
processing. Analyzing such retweet data, Lerman found that attentional limitations 
play a role in attenuating the spread of ideas. Thus, even with a technology- mediated 
communication infrastructure, which overcomes physical obstacles to communica-
tion, there is a time-based cognitive constraint on manifesting social interactions.

But perhaps all possible relationships need not come to fruition. It is conceivable 
that certain relationships or interactions would be more useful than others, in which 
case the question of “who should talk to whom, and about what?” becomes central to 
the problem of architecting effective group behavior. Given that humans as individual 
processors of information have a limited capacity, optimizing group efficacy may 
require striking a balance between both number and quality of interactions.1 To better 
understand what such a balance might entail, we can appeal to nature’s most elaborate, 
and perhaps parsimonious (Hingston et al. 2008) model of useful connections: the 
human brain. The product of millions of years of evolutionary engineering, the human 
brain has been referred to (Anderson 2011) as “the most complex object in the known 
universe”. Indeed, a large scale research effort led by the U.S. National Institutes of 
Health (NIH), is underway to map the “Human Connectome”, that is the patterns of 
connection (see Blumberg 2013) that exist in the human brain. It is expected that this 
effort (Van Essen et al. 2012) will shed light on how these connection patterns give rise 
to intelligence and even, perhaps, consciousness (Bassett and Gazzaniga 2011).

Even without the benefit of a detailed human connectome, we can infer some-
thing about the how the brain balances quantity and quality of connections by sim-
ply applying an order-of-magnitude analysis. Linda Larson-Prior (this volume) 
informs us that the human brain has on the order of 100 billion information 
processing units, called neurons, which are interconnected. From our earlier for-
mula, we know that the total theoretical number of connections that could exist 

1 Dunbar’s number (Sutcliffe et al. 2012), represents a cognitive limit to the number of social rela-
tionships that can be maintained, and has been proposed to have a value between 100 and 230 
(Hernando et al. 2009). However, these values may not generalize to non-social relationships or 
social relationships in constrained environments.
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among these neurons is 1021, which is equivalent to about 100 billion connections 
per neuron. In graph theory, the ratio of connections to nodes is referred to as net-
work density. Thus, we can say that the maximum possible network density in the 
human brain is about 100 billion. However, according to Larson-Prior, the actual 
network density in the brain turns out to be closer to 10,000. This is fortunate, 
because if there were indeed 100 billion connections per neuron, either the human 
head would have to be a million times bigger to accommodate them or the neurons 
would have to be a million times smaller, neither of which would be morphologi-
cally tractable. There is evidence to suggest that neuron size varies across species; 
however, this variance is by no more than a factor of 1002 (Herculano-Houzel 2009).

 Evolutionary Tradeoffs

So what can we glean from the observation that, on average, each neuron in the 
human brain is connected to approximately 10,000 other neurons? If the engine of 
evolution is parsimonious, which it is often assumed to be, then it will optimize 
network density to maximize fitness (i.e. survival ability). This fitness function 
might reasonably involve a tradeoff between intelligence and SWaP (Size, Weight, 
and Power requirement). For context, the SWaP for the human brain is generally 
given as “the size of a large grapefruit”, 1.5 kg, and 20 W, respectively. Perhaps 
evolutionary forces decided that this was the maximum SWaP that allowed humans 
to be smart enough to build spears and use fire, but not waste too many precious 
calories on brain support.

But what if SWaP were not a factor. By ignoring SWaP, we can engage in a 
couple of potentially illuminating thought experiments. So for the sake of argument, 
let’s begin by stipulating only that the human brain, as we know it, is sized opti-
mally. Knowing that the number of dendritic connections that will fit in such a brain 
is 1015 (Larson, this volume), we can then ask, why does the human brain have 100 
billion neurons with 10,000 connections each instead of one billion neurons with a 
million connections each? In other words, how did the brain evolve to favor a par-
ticular network density? Since intelligence is believed to correlate to network den-
sity (Bruer 1999), neuron count, and transmission speed (Herculano-Houzel 2009), 
all three of these factors were likely at play in the evolutionary process,3 yet 
 somehow the present configuration is the one that resulted ultimately in the kind of 
intelligence that maximized evolutionary fitness.

2 As an interesting digression, this degree of variance in neuron size across species does explain 
how elephant brains can be twice as large as human brains but contain only a quarter as many 
neurons.
3 It turns out to be even a bit more complicated than that, as it has also been observed that pro-
teomics may be a factor in intelligence. That is, the number and complexity of proteins in the 
synapse (the junction between neurons) tends to be greater in more intelligence species  
(Emes et al. 2008).
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Next let us consider what would happen if we removed the size constraint. What 
if the human brain could be 46 ft in diameter and consume 20 million Watts of 
power to allow each of the 100 billion neurons to be maximally connected to each 
other? What kind of performance could one expect from such a brain? Stimulating 
a single neuron in this connection-saturated brain would result in the instantaneous 
activation of all 100 billion neurons. In fact, stimulating any neuron in such a brain 
would produce the same result (though perhaps with slightly different activation 
offsets due to proximity-based latencies). In practical terms, this means any signal 
coming into the brain, whether through visual, auditory, or other sensory channels, 
would give rise to the same brain state: all neurons activated. There would be no 
way to differentiate one experience from another, or one thought from another.4 
Indeed there is a clinical term for such a state of synchronous and excessive neuro-
nal activity: seizure. This observation, that hyper-connectivity reduces information 
processing ability, speaks to an evolutionary rationale for network density that tran-
scends physical considerations such as SWaP: a maximally connected brain is as 
useless as a completely disconnected brain. Therefore, a sparsely connected brain is 
required for cognition. This observation could be instructive for the design of 
human-based systems, suggesting that they might also be best served by limiting 
interconnectivity among collaborators.

 Cognitive Architecture

As soon as one realizes that not all nodes in a network should be connected to each 
other, then a decision needs to be made. Which nodes should be connected to which 
other nodes, and to what effect? The form this answer takes is often referred to as a 
“cognitive architecture”. Cognitive architectures specify representational structures 
and the flow of information in thinking systems.

A common distinction that arises in the design of cognitive architectures, is 
between associative and procedural knowledge (Bever 1992). Consider the act of 
learning someone’s name. The light reflected off of a person’s face stimulates the 
retina, which results in a representation of that face in the visual cortex—the part of 
the brain that decodes images. At the same time, the person’s spoken name vibrates 
the tympanic membrane, stimulating the auditory cortex—the part of the brain that 
decodes sounds. The simultaneous stimulation of these visual and auditory patterns 
in those two regions of the brain causes a connection between them to be formed. 
The result of this connection is that, in the future, stimulating the same pattern in 
one of these regions will, using this newly formed connection, activate the other. For 
example, hearing the name will conjure a mental image, and seeing the person’s 

4 Due to the existence of different types of neuronal connections (e.g., inhibitory and excitatory), 
this characterization of the underlying activation dynamics may not be entirely accurate, but the 
effective outcome still holds.
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face will remind of the name. This is called forming an association, and is explained 
easily in the context of neurons and connections.

However, there is another type of information processing that does not lend itself 
so well to association-based explanation. Consider the following puzzle. I line up 
seven balls in a row and ask you how many there are. You count them and tell me 
there are seven. Now I move the balls into a circular configuration and ask you 
again: how many balls are there. This time you answer “seven” without even count-
ing. You’ve never seen this puzzle before. How did you know that there were still 
seven balls? You inferred that since no balls have been removed there must still be 
the same number of balls. In other words, you reasoned symbolically using discrete, 
logical steps. Reasoning is more difficult to explain using only the concept of 
learned associations. At some level, of course, since a biological associative net-
work (the brain) ultimately performs the reasoning, associations must underlie sym-
bolic reasoning. But it is both associations and processes and the manner in which 
they are combined that gives rise to the myriad complex behaviors observed in 
human cognition. If we can duplicate this in a human computation system, perhaps 
we can kindle collective reasoning.

So far, we have considered evidence that group efficacy is related not so much to 
the intelligence of individual group members, but rather to the quality of interaction 
among group members. We then appealed to the simple observation that with more 
people in a group comes many more possible relationships, and that this effect 
increases with group size. This gives us hope that, under the right conditions, syn-
ergy would be possible. We also realize that very large groups have so many poten-
tial relationships that they cannot all possibly be realized. But we learn that this is 
not necessarily a bad thing, because in some information processing systems, such 
as animal brains, it would actually be detrimental to form all possible connections. 
We have also considered that knowledge, and indeed information processing capac-
ity, may be stored in the patterns of connections that are formed. This suggests that 
in exploring methods for achieving synergy in large groups of people it may be 
advantageous to engineer social structures, such as hierarchy, that are designed to 
achieve specific information processing functionality, and more generally, to experi-
ment with different patterns of relationships among collaborators.

 Organismic Computing

Inspired by the successes of systems evolved at both the cellular (brain) and organ-
ismal (eusocial insects) grades of organization and compelled by an understanding 
of the factors that might influence collaboration efficacy, we now turn our attention 
to how one might engineer the synergies observed in these natural systems and 
maximize the value of each relationship. Toward that end, we propose a human 
computation paradigm that that seeks to use technology to enable a group of human 
collaborators to function simultaneously as independent agents and as tightly inte-
grated parts of a collective “superorganism” (see Pavlic and Pratt 2014, this 
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volume). Such an “organismic computing” system would necessarily apply tightly 
coupled shared sensing (see Lin et al. 2013 and Meier 2013), collective reasoning 
(see Blumberg 2013, Greene and Young 2013), and coordinated action (see Novak 
2013) toward collective goals.

 Shared Sensing

The notion of shared sensing is that the sensory experience of one member of the 
group is available to other members of the group. The challenge here is to avoid 
information overload. People accomplish this with attentional mechanisms, that is, 
by attending only to environmental inputs that are most relevant. However, there are 
times when even humans who are not being fed sensory data from their collabora-
tors are still prone to information overload. Consider the difficulty of trying to 
attend simultaneously to a radio talk show and a person who is talking to you. So the 
key seems to be to increase the percentage of relevant information in the environ-
ment without increasing the overall amount of information. Information load can be 
managed in several ways: (1) information channels could be selectively turned on 
and off by individuals, (2) information access could be driven automatically by 
context, (3) sensory sharing could be confined only to subgroups that are defined 
functionally or hierarchically, with the interesting possibility that certain individu-
als could have membership in more than one subgroup, and furthermore, that sub-
group membership could shift dynamically.

 Collective Reasoning

Collective reasoning is intended here to mean something subtly different than dis-
tributed thinking. Distributed thinking is a direct analog to distributed computing. It 
means simply that an information-processing load is spread across human compu-
tational agents. Collective reasoning is more specific. It requires that information 
processing occurs not only within individual agents, but is encoded somehow in the 
interactions that occur among those agents.

 Coordinated Action

Coordinated action is the notion that the product of collective reasoning, that is, the 
information that arises from interactive processes, exerts an influence on individual 
behavior toward collective goals. To develop an intuition, consider a football coach 
who observes patterns of interaction on the field and then uses those observations to 
inform the design of more effective tactics, which are used to coordinate the actions 

Organismic Computing



484

of her players. Keep in mind that in order to execute such tactical plans, each player 
need only be aware of the portion of the plan that concerns his own interactions with 
other players and, specifically, the rules that govern his behavior within those 
exchanges. The key concept here is that knowledge arising from interaction feeds 
back into individual behavior to improve it.

 A Recipe for Life

It has been suggested (see Walker and Davies 2012) that a distinguishing feature of 
life is that, at a biologic level, the information that arises from interactions bears 
causal influence on the interacting elements themselves. This bears an interesting 
parallel to the motivation underlying organismic computing, which is that synergy 
arises from the influence of “higher order” information—that is, information derived 
from social interactions—on individual behaviors.

In a sense, higher-level information is a free lunch, because it arises without the 
expenditure of any additional energy, yet under the right circumstances could mate-
rially increase organismic efficacy. Indeed the rational for including collective rea-
soning and coordinated action in organismic computing is to leverage interactional 
effects to the benefit of the group so that it can function more effectively than the 
summed capabilities of its individual members would suggest.

Therefore, perhaps it is precisely because interactional influence affords syn-
ergy that it is a precursor for life. In other words, by drawing this parallel 
between organismic computing and life, we may gain insight into the sustaining 
role of interactional influence on life. Conversely, we may wonder if the mani-
festation of such interactional influence in human groups is, in turn, suggestive 
of superorganismic life.

 An Ecological Approach to Collective Perception

In organismic computing, time scale becomes relevant. When there is an introduced 
latency between sensing and acting, then some tasks may become prohibitive. 
Imagine being blindfolded and then verbally guided by another person to reach out 
and grasp a glass of water on a table: “Reach forward. Slow down. Left. Nope, you 
went too far. Come back to the right. Forward slowly. Too fast! Oops. That’s okay, 
we have paper towels.”

Humans are active learners (Gibson and Pick 2000). That is, by simultaneously 
acting and perceiving in the world we develop dynamic expectation models that 
guide our interactions with objects. Such models describe qualities of object, called 
affordances (Gibson 1986), that govern how we can act upon them. Indeed, it is this 
tight coupling between action and perception that endows us with such models as 
well as the ability to use them to guide our behaviors effectively in real time. When 
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the sense-act cycle is too slow, as in the example above, such learned models cannot 
be applied so we become effectively crippled.

Imagine that you are still blindfolded, but that your confederate is now using a 
beacon to guide you to the glass of water. He is shining a bright flashlight toward 
your eyes through the glass of water, which you can see as a blurry spot of light 
through your blindfold. Indeed that blurry spot is the only thing you can see. As you 
begin to reach out with your hand, your head shifts position slightly. The resultant 
motion parallax gives you an immediate and visceral sense of distance to the glass. 
As your hand gets closer to the water glass, it momentarily passes in front of it, 
eclipsing the spot of light perceptibly from one side to the other. You autocorrect 
your position and grasp the glass in the first try.

There are two remarkable aspects to this experiment. One is that it really works 
(try it—all you need is a glass of water, a dishtowel to serve as a blindfold, a flash-
light, and a dark room with a table). And the other is that the mechanism of tightly 
coupling perception and action in the environment is so powerful, that a stimulus as 
impoverished as a blurry spot of light succeeds easily where a high-latency albeit 
precise natural language exchange fails miserably. Conducting such an informal 
experiment leads to a visceral appreciation of ecological perception, for which natu-
ral language, such as this paragraph, is similarly inadequate.

 Varieties of Latency

When this ecological model is applied to collective perception, we observe that 
latency can now manifest in three ways instead of one.

•	 Feedback latency: latency in the action-perception feedback loop (previously 
discussed)

•	 Sensory latency: latency in the sharing of sensory information among group 
members (e.g., mailing a DVD vs. streaming live video)

•	 Action latency: latency that disrupts the synchronization of coordinated actions 
(e.g., sending instructions by courier pigeon, such that the furthest recipient is 
the last to act)

Without delving deeply into the implications of each of these latency types, it 
seems evident that only when all forms of latency are minimized can certain dynamic 
causal relationships be perceived and learned collectively. Consider, for example, the 
goal of learning invariant response behaviors in a population. Such invariances may 
be more or less accessible depending upon the time scale associated with coordinating 
probe actions, coalescing distributed sensory experiences, and/or identifying collec-
tively observable (not individually observable) cause-and- effect relationships.

On this basis, the notion of organismic computing, insofar as it is intended to 
optimize group performance by maximally leveraging relationships, entails mini-
mizing communication latencies of all varieties, or at least sustaining a pace that 
enables the collective to maintain currency.

Organismic Computing



486

 Minimizing Latency

Even if one accepts the validity of the ecological model of distributed perception 
described above, which implicates the role of communication latency in group effi-
cacy, the practical matter of minimizing latency is another issue entirely. How does 
one enable low-latency communication on a massive scale in a manner consistent 
with the tenets of organismic computing (i.e., shared sensing, collective reasoning, 
and coordinated action)?

One avenue of recourse is to use a shared state space—a globally accessible data 
layer to which sensory information, directives, and high-level “processed” informa-
tion can be pushed to and pulled from. Such a data layer disentangles the data avail-
ability problem from the information overload problem.

With such a data layer in place, the problem reduces to interface design. In the case 
of a problem space that manifests in the physical environment (e.g., capturing a fugi-
tive), one simple approach would be to implement a heads-up display, such as Google 
Glass (see Fig. 2). With such an interface, textual information from the shared state 
space could be transmitted wirelessly and instantaneously to the wearer. Such infor-
mation could be provided as needed (based upon context) or as requested, in order to 
minimize interference and maximize actionable information. For example, if I sent 
information to the shared state space indicating that a vehicle is moving north on Elm 
Street, automated processes could push that information only to collaborators cur-
rently situated on the north end of Elm Street. Such information might be irrelevant to 

Fig. 2 Google Glass projects text and images onto the retina so the wearer can see them overlaid 
in the visual field
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other collaborators. In addition, aggregating information from multiple sources or 
even recasting it into different forms (e.g., graphical) by either a human or automated 
system could substantially improve its utility and reduce the cognitive load.

Such an interface to a shared data layer might substantially reduce latencies, but an 
information-processing bottleneck remains. Any abstraction of sensory experience 
entails a processing load for both the producer and the consumer. For example, the com-
munication of textual information via the shared data layer is slowed by processes of 
language production and perception. Even visual abstractions that seek to aggregate 
information require high-level cognitive processing for interpretation. For example, 
consider the cognitive load associated with using a street map to orient oneself to a local 
context. To address this, one seeks to shift from the high-latencies associated with overt 
cognitive translation to lower-latencies that result from the direct use of perceptual pro-
cesses. Such a result can be achieved through the use of a shared augmented reality.

Augmented Reality (AR) combines virtual reality (e.g., simulation) with sensate 
reality (i.e. our perception of the physical world). It is a technique by which visual 
data is overlaid directly onto the visual environment using heads-up displays, such 
as Google Glass, or even smart phones that have cameras (see Fig. 3). The use of 
AR allows communication to occur directly within the perceptual medium of visual 
experience, which avoids the cognitive bottleneck. Consider the following sce-
nario. A “smart camera” that can detect people and recognize human action  

Fig. 3 Screenshot of an 
augmented reality application 
that overlays the location of 
real objects in the 
environment, such as 
airliners, in the parts of the 
image that correspond to their 
real-world locations
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(see Oltramari and Lebiere 2012) is strapped to my head, monitoring everything 
within my field of view. This camera happens to register a person running across 
the field in front of me. Because it is equipped with GPS and has access to topo-
graphic datasets corresponding to my locale, it is able to determine the location of 
the running person and transmit his dynamic spatial coordinates to the shared data 
layer. Even though my collaborators are not within line of sight of the runner, their 
augmented reality “smart glasses” (see Moses 2012) allow them to “see” the runner 
as a beacon moving across their own field of view in the actual direction of the run-
ner. From this perceptual information, they can easily converge on the location of 
the runner by simply moving toward the beacon.

While communicating overtly using a heads-up display reduces communication 
latencies between members of a collaborative group, sharing sensory experience, 
action directives, and information processing products through an augmented real-
ity interface reduces latencies that derive from the cognitive bottleneck that exists 
within members of the group. Thus, the use of an AR interface and supportive inter-
action paradigm would go along way toward meeting the low-latency requirement 
of organismic computing.

 Recap

Given the expansive conceptual terrain that has been covered so far in this chapter, 
it may be worthwhile to recapitulate that briefly before describing the empirical 
work. The premise of this approach is that because group efficacy stems primarily 
from relationships, and because the ratio of possible relationships to individuals is 
higher in larger groups than in smaller groups, the potential for synergy seems 
higher in larger groups. For the most part, however, that potential does not seem to 
be realized in human collaboration, perhaps due to a relationship cost function that 
increases with group size (e.g., the coordination cost increases with group size). 
Thus, the thesis of this chapter is that the prospect of synergy ultimately boils down 
to considering both the additive value of each relationship and the cost of each rela-
tionship. On this basis, we have advanced a collaboration paradigm called “organis-
mic computing”, modeled on natural systems, that seeks to both maximize the value 
and minimize the cost of each relationship.

The next section reports on a pilot study that seeks to assess the relative impact 
of organismic computing on group efficacy.

 Experiment

To explore this thesis, a pilot study was conducted to compare three collaboration para-
digms in terms of their relative impact on group efficacy in a tactical “hide-and- seek” 
game. Each of the three paradigms utilizes a different communication modality:
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 1. Radio—uses multi-channel radio communication to permit instantaneous 
 transfer of spoken information from one group member to one or more other 
group members; this is modeled loosely on standard tactical methods, such as 
those used by small military units

 2. Social—uses textual and visual updates to share information that is processed 
cognitively via a wireless heads-up display, which minimize latencies between 
group members

 3. Organismic—uses wireless communication via an augmented reality interface 
to enable direct perceptual sharing of information, which minimize latencies 
both between and within group members

 Methods

The goal of this study was to produce an existence demonstration that, with the right 
technology-mediated collaboration paradigm, larger groups can exhibit greater syn-
ergy than smaller groups—that indeed, the more cooks there are in the kitchen, the 
better. Toward that we evaluated a 3D multi-user simulation environment to assess 
its suitability to future work and to compare tactical group performance across dif-
ferent levels of augmentation in a hide-and-seek game.

 Testers

In order to conduct a study that is reliant on the simultaneous availability of a pre-
determined population of players we employed in an unconventional manner the 
services of uTest. uTest, Inc. is a software testing company that employs a mature 
process and scalable infrastructure to crowdsource software testing to a pool of over 
80,000 prescreened testers from 190 countries. Because the interface used in the 
study software relies upon comprehension of both spoken and written English, the 
study population was limited to literate, native speakers of English. A significant 
advantage of using a service like uTest, was the ability to schedule synchronous 
 testing to ensure the collaborative participation of groups of predetermined sizes. 
Additionally, the testers were accustomed to being exposed to new interfaces and 
also in providing useful feedback about their user experiences.

 Materials

As discussed previously, smart cameras and smart glasses are emerging technolo-
gies, but not yet mature technologies. In order to inexpensively conduct this study, 
we developed a massively multiplayer online role-playing game (MMORPG) using 
a “first person shooter” (FPS) style 3D virtual environment (see Fig. 4). In this con-
text, we simulated both heads-up displays and augmented reality. Thus, we used 
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virtual reality to simulate augmented reality, in what we expect will become a useful 
technique for conducting future related experiments.

 Design

Domain

The application domain used in this study was tactical operations—specifically, 
hide and seek. Testers played the role of seekers, moving through the virtual world 
as avatars. Infiltrators (hiders) and citizens were, in gaming parlance, “non player 
characters” (NPCs). In other words, the computer used role-specific heuristics to 
determine their behaviors.

Goal

Each group of players formed a single team that played against the clock in its own 
instantiation of the virtual world. The goal for each team was to identify the leader 
of the hiders, on the basis of his distinctive behavior and the behaviors of those 
around him, in the least amount of time.

Avatar Roles

Each player was assigned to one of three possible roles, listed below with the cor-
responding functional assignments:

Fig. 4 Screenshot of the organismic interface in the immersive 3D gaming environment that was 
used to conduct the study. The “floating” dots are proxies for informational beacons that might 
appear in an real world AR interface
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Scout—Note Behaviors & Suspicion
Analyst—Lead Scouts, Label NPCs
Director—Lead Analysts, Capture

NPC Roles

As described above, each NPC was also assigned one of three roles, each of which 
had a distinct behavioral profile.5 Each NPC type is listed below with the corre-
sponding game-based purpose:

Citizen—serves to distract the seekers from finding the Leader
Infiltrator—tends to stay near the Leader; serves as a “noisy” clue
Leader—there is only one leader, who is the target of the seekers

Modalities

There were three experimental modalities: Radio, Social, and Organismic, as 
described above.

Radio groups (see Fig. 5) served as a control. They used headsets connected to 
their computers to talk with each other over separate channels that were selectively 
available according to their membership in hierarchical sub-units. They were also 
given access to a static map, which they could annotate manually. Though they were 

5 Details concerning behavioral profiles and associated heuristics, as well as other game mechanics and 
design elements will be reported in a forthcoming paper that is geared more specifically experimenta-
tion platform, the empirical methods, and the repeatability of reported techniques. The present exposi-
tion is intended primarily to exemplify the core theoretical concepts and summarize key results.

Fig. 5 Screenshot of the analyst interface in the Radio group
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each assigned specific roles and associated instructions, as were players in other 
groups, they were mostly left to their own devices to implement a hierarchy and 
adhere to their roles. The only constraint on behavior in members of the Radio 
group pertained to radio channel accessibility.

Social groups communicated via textual inputs and heads-up displays (see Fig. 6). 
In addition, Social groups were assumed to broadcast their own positions via GPS 
but not possess smart cameras, so they had to manually input NPC observations 
through a textual interface, which simply recorded the last known location of the 
NPC as being the transmission location of the Avatar who reported him.

Organismic groups annotated objects directly in their environment (via point-and- 
click with a mouse or touchpad). These annotations were shared immersively via 
the AR interface elements (see Fig. 7). Unlike the Social group, members of the 
Organismic group were assumed to be equipped with smart cameras that would 
automatically geolocate and report the location of any NPCs in line of sight.

Aggregation: The Social and Organismic groups both benefitted from machine- based 
aggregation of the collective sensory information and both benefitted from the presenta-
tion of textual and map-based information in a simulated heads-up display. Both groups 
employed the same, shared state space. The key and only differences were the use smart 
cameras (as explained above) and augmented reality in the Organismic group.

Group Size

Performance was compared across three different group sizes, each three times 
larger than the next smallest size. The total population of each group as well as the 
distribution of roles and number of possible pairwise relationships is indicated in 
Table 2.

Fig. 6 Screenshot of the analyst interface in the Social group
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Conditions

This study employed a 3 × 3 design, in which the independent variables were group size 
and collaboration modality. Two additional variables, game world size and NPC popula-
tion, were made to co-vary with group size to support playable game dynamics.

 Procedure

Each tester played in a single game to avoid learning effects. Each game was 
assigned a specific start time. Players received instructions in advance of the game 
based upon their assigned roles and collaboration modality (see Fig. 8).

The game was played until either a maximum game time was reached or the team 
correctly identified the Leader. In the case of a misidentification, the role of the 
Leader was reassigned to a new NPC.

The game server recorded event-driven client telemetry consisting of Avatar and 
NPC locations as well as other key events such as entering and exiting the game and 
making a capture.

Fig. 7 Screenshot of the analyst interface in the Organismic group

Table 2 Team sizes and corresponding demographics

Size Scouts Analysts Directors Total Pairwise relationships

Small  9  3 1  13   78
Medium 27  9 3  39  741
Large 81 27 9 117 6,786
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 Predictions

The central hypothesis was that performance in the two experimental collaboration 
modalities (Social and Organismic) would improve more in larger groups than in 
smaller groups relative to the control modality (Radio). This and a number of related 
hypotheses are captured succinctly by a series of three ordinal graphs of predicted 
performance shown in Fig. 9 with respect to a “convergence rate” metric, which 
represents the mean rate at which the average distance between each team member 
and the leader decreased over the course of the game. This metric was selected 

Fig. 8 Screenshot of the instructions for analysts in the Organismic group

Fig. 9 Predicted ordering of convergence rate as a function of collaboration modality within each 
group size
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instead of completion time to overcome limitations such as serendipitous discovery, 
which are associated with a small sample size (i.e., one game per cell).

These ordinal predictions represent crossover effects, in which the experimental 
modalities (Social and Organismic) give rise to improved efficacy as group size 
increases. We expected a steeper learning curve for the Organismic modality than 
for the Social modality due to the added complexity of a visual symbology, which 
was used in the AR elements in the Organismic group. Thus, we anticipated the first 
crossover effect to occur between the Radio and Social groups when moving from a 
small to medium sized group. But since the synergistic effects were expected to be 
strongest in the Organismic group, we expected Organismic to overtake Social in 
the context of Large group sizes, when those effects would benefit most by mani-
festing within a larger number of potential interactions. In addition, relative to the 
Social and Organismic groups, we expected Radio performance to decrease as 
groups got bigger due to increasing coordination costs.

 Results

Observed results are conveyed in Fig. 10, below the original predictions. The observed 
orderings of the convergence rates are consistent with the expected orderings described 
above. In particular, performance in the Radio group was strongest among small 
groups, performance in the Social group was strongest in the medium sized group, 
and Organismic performance was strongest in the large group. The latter finding lends 
support to the ecological model of distributed perception proposed above.

Fig. 10 Predicted ordering of convergence rate as a function of collaboration modality within 
each group size
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 Qualitative Analysis

In addition to these quantitative results and analysis, we consider briefly a qualitative 
view of the data. Figs. 11, 12 and 13 depict raw leader proximity data for each of the 
three large groups. It is worth noting here that leader movements in the game were 
cyclical. In other words, the leader would pace back and forth throughout the game, 
which introduces a cyclical element to the distance/time data reported here. It is 
important to avoid misattributing those cyclical characteristics to seeker behavior.

In order to makes sense of these graphs, three visual indicators are proposed as 
useful methods for qualitative analysis.

Coordination is pointed out in two of the three graphs by an arrow (no coordination 
behavior was observed in the Radio group). This corresponds visually to the emer-
gence of a coherent “signal”, in which there may be a cyclical trend (as explained 
above), but there is reduced variance. Coordination reflects a constancy of distance 

Fig. 11 Raw proximity data 
for the large Radio group

Fig. 12 Raw proximity data 
for the large Social group
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Fig. 13 Raw proximity data 
for the large Organismic 
group

among members of the Seeker group, suggesting that either their movements are 
coordinated or, in the absence of other indicators, that they are all stationary.

Convergence, indicated by the thick, black line, conveys the linear trend correspond-
ing to the mean distance over time of the Seekers to the Leader. The slope of this line 
corresponds to the data used in the quantitative analysis above. In general, conver-
gence indicates how quickly the Seekers converged on the Leader. The coincidence 
of coordination and convergence rules out the possibility that the team is stationary.

Tracking behavior manifests visually as signal amplitude. The two white lines, 
which form upper and lower bounds on the observed proximity data, indicate the 
degree to which mean distance to the leader varies over time. When the two lines are 
convergent (from left to right), that indicates that the distance to the leader is fluctu-
ating less and less over time. One plausible explanation for such a trend is that more 
and more Seekers, irrespective of their proximity, are coordinating their movements 
to the Leader. An observed trend in leader-centric coordination could be construed 
as being indicative of knowledge spread.

With a ready understanding of these three qualitative indicators, we can proceed 
to analyze the raw proximity data.

 Radio Analysis

In the Radio group (see Fig. 11), we observe the absence of coordination—at no 
point does a coherent “signal” become apparent. This suggests that in the absence 
of special augmentations, it is very difficult to coordinate a very large group. A flat 
trend line suggests that there is no change in mean proximity to the leader—in other 
words, no apparent progress has been made. Finally, the absence of a discernable 
tracking signature further supports the interpretation that the Radio team is no better 
off at the end of the game than at the beginning.
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 Social Analysis

In the Social group of seekers, we observe the distinct emergence of a “signal”, 
 suggesting the possibility of overt synchronization of team movements. This is sup-
ported by the presence of a gradual but consistent convergence trend. Additionally, 
the indisputable tracking signature suggests that at least some team members are 
stalking the Leader.

 Organismic Analysis

We observe coordination of team movements in the Organismic group earlier than 
in the Social group. In the Organismic group of seekers, we observe the distinct 
emergence of a “signal”, suggesting the possibility of overt synchronization of team 
movements. Rapid convergence is indisputable, even without the benefit of a linear 
fit. And tracking boundaries seem to indicate a rapid spread of knowledge about the 
identity and position of the Hider Leader for this group.

 Discussion

This study was originally motivated by the goal of demonstrating, through the use 
of human computation, that it is possible to reverse the trend of diminishing returns 
in human collaboration. There was also the ancillary goal of evaluating organismic 
computing as a collaboration paradigm that can lead to such synergy.

Though the results are certainly tantalizing, without further investigation we can-
not make any strong claims. There were methodological issues, such as a small 
sample size, though this was somewhat mitigated because each datum within a cell 
represented many samples across many seekers. And although it was valid to com-
pare performance orderings across group size, and absolute performance numbers 
across modalities within a group size, it was not possible to make meaningful com-
parisons of absolute performance across group size because (as noted earlier) the 
size of the game world and NPC population co-varies with group size, which intro-
duces a confound.

Furthermore, in the interest of meeting the stated objective we took a shotgun 
approach, by combining many collaborative enhancements within a single experi-
mental condition. With so many variables at play, it would be almost impossible to 
establish with high confidence which augmentation(s) were responsible for the 
observed results.

These concerns notwithstanding, we can make several weak claims:

•	 We have observed a quantifiable difference in efficacy between the Social modal-
ity and Organismic modality within large groups, which could be construed as 
support for an ecological model of distributed perception.
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•	 We have observed an interaction between group size and the degree of organis-
mic augmentation (considering the discrete continuum of Radio → Social → 
Organismic), suggesting that as groups become larger, the collaboration benefits 
of such augmentation are greater.

The second claim raises the interesting possibility that if the observed trend con-
tinues indefinitely, then achieving synergy in the context of organismic computing 
may simply be a matter of employing a large enough group.

 Future Work

The significant practical value of this empirical work was to motivate a deep list of 
desiderata. A first order of business would be to perform a more extensive analysis 
on the extant study data:

•	 Use the play logs to compare how much time seekers spent on overt communica-
tion between the Social and Organismic groups. This may reveal primary effects 
of communication latency on overall performance.

•	 Also compare how much information each group communicated. Perhaps both 
groups spent the same amount of time communicating, but the Organismic group 
communicated much more information in the same amount of time.

•	 Consider any methods that might help disentangle the effects of machine-based 
aggregation or collective reasoning from the effects of shared sensing and coor-
dinated action.

•	 Explore methods for measuring the effects of collective reasoning on individual 
cognition.

A second order of business would be to repeat the study, but with a number of 
improvements:

•	 Make interface improvements that would likely further reduce the cognitive 
load, thereby freeing up reasoning resources.

•	 Implement better controls: e.g., use the same size game world and NPC popula-
tions across group sizes.

•	 Employ an asynchronous participation model with collective memory, such as 
Crowd Agents (Lasecki & Bigham 2014), which would make data collection 
robust to player attrition.

•	 Further develop the experimentation software into a reusable, generalized plat-
form for studying organismic computing.

It is of additional interest to explore alternate approaches to enhancing collabora-
tion in the context of many different application domains. Investigations of this type 
would improve our understanding of collaboration dynamics and the suitability of 
various human computation methods to specific applications. Indeed, such efforts 
may ultimately lead to generative or even adaptive models of collaboration.
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        The idea behind the traditional conception of human computation 1  has been 
intensely reductionist—it seeks to identify aspects of human capability that are use-
ful in isolation, to wrap those capabilities in abstractions that allow their utility and 
applicability to be assessed independent of the identity of the human involved (or, 
indeed, of the very fact that a human is involved), and to design systems that main-
tain these abstractions suffi ciently well for the desired computation to be performed 
in a way that satisfi es the purposes of its consumer. 

 On the face of it, this description might suggest that Human Computation is anti- 
human—the value of humans  qua  people is sacrifi ced to the goal of computational 
effectiveness within a computation system as rigid and mechanical as, say, an 
accounting or airline reservation system. But this view ignores the full possibility of 
human computation, in which such computation takes place in the context of 
human-computer collaboration, in which a variety of computational agents collab-
oratively complete their joint goals, including both task goals and personal goals. 
Such a collaboration can include the complete range of computational techniques, 
including learning on the part of both human and non-human computational agents, 
and can be directed in a way that makes the tasks directed at each kind of agent both 
increasingly suited and increasingly satisfactory to the agent involved. This sug-
gests, perhaps, adding to Lawhead & Estrada’s characterisation of HC tasks, found 
elsewhere in this volume, an additional axis representing actualization c.f. disem-
powerment, with the latter kind of task perhaps best evoked by the vision of prole-
tarian workers labouring in the city bowels in Fritz Lang’s “Metropolis”. 

1   Disruptive, Engineered Human Computation, in the Lawhead and Estrada formulation elsewhere 
in this volume. 
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 Most probably, many human-computer collaboration systems will fall some-
where along a dystopian/utopian axis for the human components, but an inclination 
towards the utopian seems easily practical, and worth encouraging. And one possi-
ble means of encouragement is to engineer the infrastructure of HC in ways that 
facilitate computational behaviours that are as satisfying as possible for the agents 
engaging in them. 

 This chapter encompasses two major research themes that can enrich the archi-
tectural capabilities of HC systems. In one theme, the basic computational architec-
ture is enhanced with structures like shared memory, analogues of device drivers, 
and reward-structure programmability that enrich the sort of tasks that can be per-
formed by HC-based systems in a fundamental way. In the other theme, improve-
ments to modelling (of users, of the state or results of joint human- computer 
computations, or both) serve to support interactions that are more natural, more 
appealing to human participants, or provide for the more effective reuse of (and 
therefore value creation from) the results of human effort. 

 Dominic DiFranzo and James Hendler open the section within the second theme, 
advocating the use of Linked Open Data (LOD) methodologies to support the cre-
ation, via Human Computation, of content that is more persistent, reusable, and 
reused, and therefore more valuable. In the other direction, they advocate the 
increased and more widespread use of curation in an HC framework in efforts to 
mitigate the severe data-quality issues in current LOD datasets. The section editor 
then expands on this theme, illustrating how the sophisticated knowledge represen-
tation capabilities of the Cyc knowledge-representation and reasoning system can 
be applied in a practical setting to drive machine interactions with human contribu-
tors that are more natural and conversational, and less like data entry and curation. 
In a broad sense, both these chapters envision using richer formal knowledge repre-
sentations to bring the underlying computational system closer to the ability of the 
human “workers” (who may also be users), enabling the computer to support more 
sophisticated and sustained human computations. 

 Schall uses formal descriptions of HC processes for an orthogonal purpose that 
moves HC software towards industrial reliability, showing how both human and 
machine computation can be formalised within a service description framework 
enabling integration into service-description-based Business Process Management 
(BMP) systems. The chapter describes how characteristics that might seem unique 
to Human Computation, such as matching tasks with qualifi ed performers, and deal-
ing with intermittent availability of both tasks and human workers, can be readily 
mapped onto formal service description concepts such as task descriptions and ser-
vice delegation. 

 The other major theme: fundamental architectural enhancement of HC systems, 
is represented in (Lasecki et al.  2012 ) Chorus system. In Chorus, simple agents 
provide temporary unplanned teams of human Mechanical Turk workers with the 
connectivity and memory infrastructure required to allow them to collaboratively 
produce a coherent, useful conversation. The agents also manage worker staging, to 
ensure that the system is highly responsive. These fundamental architectural 
enhancements of the HC system (latency control and shared memory) support a 
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qualitatively different kind of HC application, assembling a responsive, conversa-
tional, unitary agent (in this case, a location-based information agent) out of con-
stantly forming and re-forming teams of workers. 

 The observation that these spontaneous teams often volunteer useful information 
beyond what is asked for is at least suggestive that the team members fi nd it a satis-
fying process at an individual level. We might, then, imagine extending this system 
to one in which collaborating teams of human and computer agents perform the task 
while simultaneously trying to increase the performance and satisfaction of other 
agents. For example, human agents could be offered the choice of contributing 
directly to a particular conversational interaction or of providing training input to a 
software agent that produced a near-miss response. Similarly, software agents could 
be offered a choice of offering a potential interaction response, or of offering input 
(from, for example, a tedious interaction on the web, or a mathematical or otherwise 
involved computation such as image transcoding, or from the interaction history of 
the user) to a human agent to inform the human’s contribution. As such a collabora-
tive system evolved, we might expect that the interactions it could support would 
become richer and richer, while becoming increasingly interesting to the human 
computation components. 

 Sun and Dance, in their chapter, consider the division of labour between humans 
and computers in human-computer collaborative systems, and more broadly con-
sider humans as components in computational systems. They discuss both the 
advantages of humans (ability to partially solve NP-complete problems, and to 
solve AI complete problems) and their weaknesses as computational resources 
(cognitive biases, memory limitations). Finally they outline how use of humans as 
computational resources might be improved, by understanding more clearly how 
the API should be addressed (i.e. how the instructions should be formulated), by 
formulating a coherent notion of intuitiveness, and by beginning to characterise 
computational complexity with respect to HC implementations. 

 Lathia broadens the section’s view of HC by considering humans as distributed 
sensing and computing platforms, both with on-board sensing and computation, and 
with “peripheral systems” such as telephones, activity trackers and smartcards. The 
chapter characterises sensing both in terms of its effect on the user (e.g. obtrusive-
ness) and the nature of the data produced (e.g. the granularity of the spatial region 
over which it is gathered). The issues and potential benefi ts of sensing-at-the-human 
are illustrated by the use of smart-card (Transport for London “Oyster” cards) data 
to identify a need for fare selection optimisation and possible means to achieve it. 

 Pulling back to the abstract level a little, Morishima adds to Schall’s work on 
process representation and Laesecki’s introduction of persistent storage and inter- 
human communication, both of which add to the programming methodology of HC 
systems. Morishima’s work revolves around developing a programming language 
(CyLog) that abstracts humans as data sources, and HC operations, formalised as 
rules, as partial means to satisfy database queries. As an admittedly imperfect but 
useful abstraction, CyLog models humans as rational agents, and uses the Aspect 
Oriented Programming paradigm (Kiczales et al. 1997) to cleanly compartmentalise 
the reward structure of the HC system from the task formalisation itself. Morishima 
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also introduces Crowd4U, a platform based on CyLog, which enables researchers to 
experiment with HC. Finally, Castelli, Mamei, Rosi & Zambonelli increase the 
scope of abstraction one level further, by introducing SAPERE, which considers 
HC as an element in a self-aware pervasive computational ecosystem which 
describes all of its agent elements uniformly using semantic annotations. SAPERE 
uses ecological abstractions, such as spread and decay, to combine agent semantic 
annotations with topographic and other environmental criteria to model agent inter-
actions. The SAPERE abstraction is illustrated by using it to model a HC task of 
activity recognition based on closed-circuit camera sensing. 

 All the work in this section represents exciting progress in extending from the 
very limited “systems level” design facilities of “micro-task” platforms such as 
Mechanical Turk or CrowdFlower, or “macro-task” platforms such as Task Rabbit, 
eLance, 99 Designs and VoiceBunny by adding what are, in effect, higher level 
programming abstractions designed around the capabilities of humans. These richer 
models, in turn enable the creation of systems offering HC tasks with far more com-
plex structure than those—perhaps problematic with respect to worker satisfac-
tion—tasks that are currently widespread (such as “Captchas”, sentiment analysis, 
or photograph content fi ltering). This evolution offers the very real possibility of 
building systems that are highly effective and effi cient, that can produce complex 
results of enduring value, and that provide an enjoyable and fulfi lling experience for 
the agents involved.       
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           Introduction 

 People can now connect instantly via nearly ubiquitous broadband connections, 
enabling interactive computational systems that are no longer constrained to 
machine-based automation alone. Instead, they can work in concert with the on- 
demand labor of people available on the web (the crowd), recruited on-demand and 
working synchronously together to complete tasks in real-time. The resulting model 
resembles a Distributed AI (discussed in Chapter <Dist AI>), but with a mix of 
human and machine agents composing the network. 

 Crowdsourcing workfl ows typically involve dividing tasks into smaller, separa-
ble tasks (Little et al.  2010 ; Dai et al.  2010 ). Using independent tasks provides an 
effective means of leveraging human intelligence to solve discretized problems, 
such as image labeling, offl ine transcription, handwriting recognition, and more. 
However, this model cannot handle acquiring consistent input for an ongoing task 
from workers. In order to expand the power of crowd algorithms, new models have 
been introduced that present approaches for continuous real-time crowdsourcing. 
This allows the crowd to be used to generate responses within the few-second time 
window needed for interactive tasks (Nielsen  1993 ). In these workfl ows, workers 
are engaged for longer periods of time, allowing them to receive feedback from the 
system as the task evolves due to their own input, as well as the input of others. 
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 We describe how models of continuous crowdsourcing can be used to enable task 
completion using both synchronous and asynchronous groups of workers. We then 
explore a new model of continuous real-time crowdsourcing called a “crowd agent” 
that allows groups of workers to interact with both users of crowd-powered systems 
and their environment, as if they were a single individual. This model provides a 
means of abstracting away the collective in crowdsourcing by making the crowd 
appear as a single intelligent entity. 

 Next, we discuss a set of crowd agents that have been developed based on this 
new model that are capable of a variety of different functions and actions that were 
not previously possible to complete using the crowd. Finally, we conclude with a 
discussion of the potential future advances that this approach enables. 

    Background 

 Human computation was introduced to integrate people into computational pro-
cesses to solve problems too diffi cult for computers to solve alone, but has not been 
applied to real-time control problems. Human computation has been shown useful 
in writing and editing (Bernstein et al.  2010 ), image description and interpretation 
(Bigham et al.  2010 ; von Ahn and Dabbish  2004 ), and protein folding (Cooper et al. 
 2010 ), among many other areas. 

 Most abstractions for human computation focus on increasing quality, and gener-
ally introduce redundancy into tasks so that multiple workers contribute and verify 
the results at each stage. For instance, guaranteeing reliability through answer 
agreement (von Ahn and Dabbish  2004 ) or the fi nd-fi x-verify pattern of Soylent 
(Bernstein et al.  2010 ). Unfortunately, this takes time, making these approaches 
poorly suited for real-time domains. For a more in-depth discussion of several of the 
most widely used crowdsourcing workfl ows, see Chapter <Workfl ows>. 

 Several systems have previously explored how to make human computation 
interactive. For example, VizWiz (Bigham et al.  2010 ) answers visual questions for 
blind people quickly. It uses quikTurkit to pre-queue workers on Amazon’s 
Mechanical Turk so that they will be available when needed. Crowd agents need 
multiple users to be available at the same time in order for its input mediators to 
work correctly. Prior systems have also needed multiple workers to be available. For 
instance, the ESP Game encouraged accurate image labels by pairing players 
together and requiring them both to enter the same label, although ESP Game play-
ers could also be paired with simulated players (von Ahn and Dabbish  2004 ). 
Seaweed reliably got Mechanical Turk workers to be available at the same time to 
play economic games by requiring the fi rst worker to arrive to wait (generally for a 
few seconds) (Chilton  2009 ). Crowd agents similarly utilize the input of multiple 
workers and ask workers to wait until other workers have arrived, but engages them 
for longer control tasks. Specialized remote control systems even allow aircraft to 
be piloted remotely. The main difference between these prior systems and general 
real-time crowd control systems such as Legion, which allows multiple workers to 
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control a single interface, is the idea that multiple workers can collectively solve a 
problem as a single, more reliable worker. 

    Assistive Crowds 

 Prior work has shown how crowds can be used to assist users in their daily lives. 
Systems such as VizWiz (Bigham et al.  2010 ), which provides blind users with 
answers to visual questions in nearly real-time, shows that crowds can provide vital 
aid to users. Soylent (Bernstein et al.  2010 ) introduced the idea that crowd work 
could be made accessible from inside our existing applications—in that case, inside 
an existing word processor. Similarly, EmailValet (Kokkalis et al.  2013 ) uses the 
crowd to generate to-do lists from a partial view of a user’s inbox. Mobi (Zhang 
et al.  2012 ) helps a user by generating a travel itinerary offl ine. But to truly work 
 with  the crowd, these systems need to be able to be recruited quickly and work syn-
chronously with the end user. Soylent’s reported delays of tens of minutes make the 
difference between collaborative cooperative work and iteration.   

    Overview 

 In this chapter, we present a discussion of the following:

•    Real-time crowdsourcing, which provides responses to users within seconds  
•   Continuous crowdsourcing, which allows workers to engage in longer individual 

sessions to complete tasks which require workers to maintain context  
•   Crowd Agents, which combine the input of multiple workers contributing to con-

tinuous real-time tasks into a single output that retains the properties of a single 
reliable individual    

 Real-time crowdsourcing grew from the need for assistive systems, but allows a 
greater range of capabilities and interaction than was previously possible. These 
crowd-powered systems provide a useful service to end users, as well as insight into 
how users would interact with intelligent systems if they worked robustly.   

    Real-Time Crowdsourcing 

 Crowdsourcing has been shown to be an effective means of leveraging human com-
putation to compute solutions to diffi cult problems; however, existing models only 
support usage in offl ine cases. Enabling systems that are able to use human compu-
tation to quickly and intelligently respond to user input can support a key aspect of 
nearly all systems: interaction, but requires latencies of only a few seconds. Current 
platforms such as Mechanical Turk typically require workers to browse large lists of 
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tasks, making it diffi cult to recruit workers within such a small time window. To 
recruit crowd workers to answer immediately, work on real-time and nearly real- 
time crowdsourcing has looked at pre-recruiting workers for a given task, then hav-
ing them remain partially engaged with a task until they are prompted to switch to a 
new one (Bigham et al.  2010 ; Bernstein et al.  2011 ). Using this approach, it is pos-
sible to get workers to join a task in less than 1 s (Bernstein et al.  2012 ). 

    Applications 

 With such low response times possible, we can begin to think of interactive systems 
powered by the crowd. Bernstein et al. used these quick-acting crowds to enable a 
camera application that fi lters a short video down to a single best frame within sec-
onds. Unlike Soylent, real-time crowds allow Adrenaline (Bernstein et al.  2011 ) to 
work behind the scenes the same way an automated would, without an explicit 
request step by the user, and VizWiz allows users to ask time-relevant questions and 
get responses within a minute. This responsiveness enables a new style of interac-
tion with the crowd: seamless integration of new functions within the paradigm of 
traditional interfaces.   

    Continuous Crowdsourcing 

 Even with synchronous real-time systems, there are tasks that cannot be completed 
using one-off responses. For instance: instead of selecting a video frame, what if we 
wanted workers to help caption the video in real-time? Traditional approaches 
would divide the task into multiple pieces, and ask workers to accept a short task 
transcribing one of them. However, this means these approaches do not allow work-
ers to maintain context of the topic or the terms being used, often divide words over 
two different pieces, and require workers to immediately recognize their place in the 
task and begin working from there in order to work properly. All of these factors 
reduce workers’ ability to complete the task quickly and correctly. 

 Furthermore, issuing discrete tasks presents a model in which workers are fre-
quently interrupted by either being asked to change topics or delayed before con-
tinuing to a subsequent task. Industrial and organizational psychology and cognitive 
science have looked at modeling the effects of these interruptions. For instance, 
prospective memory measures the ability to remember an ongoing task when inter-
rupted by another. This ability to remember context is most strongly affected by the 
length and magnitude of the topic difference in the interrupting task. Unfortunately, 
on many crowd platforms, it would not be surprising to have a multi-part college 
course transcription task interleaved with a fl ower-labeling task. 

 In order to maintain context and allow workers to interact more robustly with the 
task at hand (for instance, learning new words that are used later in a conversation, 
or reacting to an object falling in the path of a robot being driven by the crowd), 
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Lasecki et al. introduced the idea of continuous crowdsourcing (Lasecki et al.  2011 ). 
In continuous crowdsourcing tasks, workers are engaged for longer periods of time 
in order to allow them to maintain this context. In the most general case, they are 
asked to connect to a task for as long as they choose, and will be able to seamlessly 
continue working on the same job until they choose to leave. In this model, workers 
must be compensated for their input on the fl y in order to make the payments scale 
with the size of the task. In the next section, we will see how the idea of continuous 
crowdsourcing can be combined with real-time and synchronous tasks to enable the 
crowd to provide accurate, highly generalizable feedback.  

    Crowd Agent Model 

 Real-time, synchronous, and continuous tasks each individually present means of 
providing functionality in a fundamentally different way. However, in order to lever-
age human computation in this way, we are forced to develop one-off systems that 
use this collective input to accomplish some task. For instance, continuous crowd-
sourcing offers many advantages, but presents issues with how to provide users or 
systems with reliable responses (those verifi ed by agreement between workers) in 
real-time. Allowing for repeated or multi-stage interaction, using the crowd requires 
a framework for merging collective input in real-time. 

 To address these issues, Lasecki et al. ( 2011 ) introduced the Crowd Agent model 
of crowdsourcing. This model recruits workers to complete synchronous continu-
ous tasks in real-time, then uses a task-specifi c input mediator to merge their results 
into a single output. This allows the system to harness the power of collective intel-
ligence, while abstracting away the multitude of responses and allowing the user or 
system to interact with a single, highly skilled, intelligent agent. Furthermore, using 
this model presents the ability to easily partially automate tasks by using existing 
automated systems as individual contributors, allowing systems to benefi t from a 
synthesis of human and machine intelligence, and to scale gracefully towards 
becoming fully automated in the future. 

    Advantages 

 This method not only allows for new types of repeated-interaction tasks to be com-
pleted, but also strives to enable the crowd to retain many of the benefi cial aspects 
of a single human user. Some of these properties that endow the crowd with a sense 
of agency include:

•     Unifi ed Output : By merging the input of workers in real-time, these systems 
create a single output stream, similar to that of a single skilled user. This is a 
critical aspect for combining crowd-powered systems with existing single-user 
systems (i.e. GUIs).  
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•    Collective Memory : Organizational memory refers to a process in which groups 
of individuals collectively remember and pass down information from one 
 generation to the next. In the context of crowdsourcing, part actions and deci-
sions can be passed down to the current set of workers both explicitly via mes-
sages or labels (Lasecki et al.  2013b ) and implicitly via behaviors (Lasecki et al. 
 2012b ), even when no workers from the current session were present when the 
memory was created.  

•    Consistent Output : We can leverage the idea of collective memory to support 
consistent actions by the crowd. That is, actions or behaviors that are in line with 
the crowd’s previous actions. This is important in systems that users engage in 
repeated interactions with, such as intelligent assistants (Lasecki    et al. 2012c), 
where the prior interactions must be reliably recalled to facilitate the interaction.      

    Crowd Agents 

 In this section, we briefl y describe a few recent systems that have been developed 
using the crowd agent model, and explore how they each demonstrate new potential 
uses for and capabilities of the crowd (Fig   .  1 ).

      Legion 

 Legion (Lasecki et al.  2011 ) is a system that enables the crowd to control existing 
single-user interfaces. It was the fi rst work to introduce the idea of crowd agents. 
It leveraged the ability of this model to create a single combined output using an 
input mediator to control existing interfaces without the need to modify them. 
Legion’s input mediator selected a single ‘leader’ at any given time step (usually 

  Fig. 1    Legion system architecture. In this example, a user has outsourced a spreadsheet text-entry 
task. The Legion client allows end users to choose a portion of their screen to send to crowd work-
ers (outlined in  red  on the  left ), sends a video stream of the interface to the server, and simulates 
key presses and mouse clicks when instructed by the server. The server recruits workers, aggre-
gates the input of multiple workers using fl exible input mediators, and forwards the video stream 
from the client to the crowd workers. The web interface presents the streaming video, collects 
worker input (key presses and mouse clicks), and gives workers feedback       
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~1 s in length) to control the system, instead of averaging inputs, taking a vote, or 
letting a single individual or series of individuals control an interface. This leader is 
selected from the set of workers based on their past agreement with the collective as 
a whole, and at each time step workers are re-ranked, and the best leader at that 
point is selected. 

 Legion was demonstrated effective on a variety of tasks that ranged from robot 
navigation to controlling word processing applications, performing OCR, and 
enabling assistive keyboards. Further work demonstrated the crowd’s ability to 
remember information over time, even in the presence of complete worker turnover, 
on a virtual navigation task (Lasecki et al.  2012b ).  

    Legion:Scribe 

 Legion:Scribe (aka ‘Scribe’) (Lasecki et al.  2012a ) is a system that enables groups 
of non-expert typists, such as those available from the crowd, to caption audio in 
real-time. To accomplish this, Scribe extended the underlying input mediator used 
in Legion to synthesis inputs from the whole set of workers instead of deciding on 
a single worker to listen to at any given time. This merger is performed using 
Multiple Sequence Alignment (MSA), a process most commonly associated with 
genome sequencing in computational biology (Naim et al.  2013 ). Using this 
approach, Scribe is able to use the partial captions of multiple workers to generate a 
single complete fi nal transcript (Fig.  2 ).

   Real-time captioning converts speech into text with a per-word latency of less 
than 5 s. Real-time captions are a vital accommodation for deaf and hard of hearing 
people that provides access to spoken language. Prior to Scribe, the only viable 
option for providing real-time captions were expensive and hard-to-schedule pro-
fessionals who required 2–3 years of training and cost $100–$300 per hour or more 
(depending on skill set). Since Scribe is able to use anyone who can hear and type, 

  Fig. 2    Legion:Scribe system. Audio is sent to multiple non-expert captionists who use Scribe’s 
web-based interface to caption as much of the audio as they can in real-time. These partial captions 
are sent to a server to be merged into a fi nal output stream, which is then forwarded back to the 
user’s mobile device       
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without the need for prior training, workers can easily be recruited for $8–10 per 
hour. Scribe can use as few as 3–6 workers to reach professional-level quality, 
meaning the same accommodation can be provided for a fraction of the cost. 
Furthermore, by recruiting crowd workers on-demand, the captioning services can 
be made far more available than is possible using professionals.  

    Legion:AR 

 Legion:AR (Lasecki et al.  2013b ) is a system that uses the crowd to generate activ-
ity recognition labels in real-time. Activity recognition is important because it 
allows systems to provide context-relevant responses to users. Legion:AR focuses 
primarily on two domains: (i) an assistive living domain in which prompting and 
monitoring systems help cognitively impaired and older users live more indepen-
dently for longer, and (ii) a public monitoring domain in which systems provide 
timely assistance by observing actions in a public space, such as calling an ambu-
lance when a car accident is observed, or calling the police when an armed robbery 
or other crime is observed (Fig.  3 ).

   Automated systems have struggled with these types of tasks because people per-
form actions in very different ways and in very different settings. In most cases 
these variations require explicit training in advance, meaning that systems are brittle 
and unable to handle change or new actions well. Legion:AR allows an automated 
system to call on the crowd in real-time to provide labels and training data. Unlike 
even experienced labelers, Legion:AR is able to produce these labels with extremely 
low latency, and keep up with live video. To do this, it uses an input merging 
approach similar to Legion:Scribe, in which labels are aligned and merged into a 
single stream. In order to provide consistent labels, it also presents workers with a 
display of what the other workers are currently suggesting, and labels those that 
have previously been used for similar activities (Fig.  4 ).

   Once these labels are generated, they are used to train an automatic system. This 
means that over time, the system is able to gracefully transition from being fully 
crowd-powered to being fully automated.  

  Fig. 3    Example of the video steam (with automatically generated privacy veils) that Legion:AR 
presents to workers during the activity labeling process. Each actor in the scene is color-coded to 
allow workers to identify which person’s actions are being labeled       
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    Chorus 

 Chorus (Lasecki et al.  2013c ) is a system that provides a conversational interface to 
a crowd-powered personal assistant. Conversational interaction has been a goal of 
natural language processing (NLP) researchers for several decades because it 
enables fl uid interactions that more closely resemble those between people. Chorus 
leverages people’s understanding of the state of the conversation, the context it 
occurs in, and common knowledge facts, to complete a requested information- 
fi nding task (Fig.  5 ).

  Fig. 4    Legion:AR system. Workers submit labels to Legion:AR, which forwards a fi nal label and 
segment to train the HMM. The HMM can then add this to a database and use the information to 
identify the activity later and forward that prediction back to the crowd       

  Fig. 5    Chorus system. Chorus is a framework for conversational assistance that combines human 
and machine intelligence. To end users, Chorus operates like a typical instant messaging client—
workers type or speak messages, and receive responses in natural language. Crowd workers propose 
and vote on candidate responses, and are motivated to contribute via the incentive mechanism       
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   In order to respond with the same consistency as a single assistant would, the 
Chorus uses an explicit propose-and-vote scheme combined with an incentive 
mechanism that encourages workers to contribute useful information, and then 
agree with others if their response would be more appropriate. It also provides a 
‘notes’ window to explicitly allow a second synchronous crowd to curate memories 
from throughout the conversation. This allows workers to not only be consistent 
within a given discourse, but also between multiple sessions in which different 
workers may be present. Experiments showed that the crowd was able to answer 
over 84 % of user questions (including follow-up and clarifi cation questions) accu-
rately, and successfully remember information from prior interactions.  

    Chorus:View 

 Chorus:View (Zhong et al.  2012 ) combines the ability to hold conversations with the 
crowd with a visual question answering service similar to VizWiz. By using stream-
ing video instead of single images, and allowing users to engage in an ongoing con-
versation with the crowd about what is shown, View enables a much more fl uid 
support of visual tasks, similar to how a single person assist if they were collocated 
with the user. This is particularly benefi cial for tasks that involve consecutive ques-
tions, such as fi nding a given type of food, locating the instructions, then fi nding the 
cook time, or even just framing an item in the camera’s view. All of which turn out 
to be very common tasks that blind users need answers to (Brady et al.  2013 ) (Fig.  6 ).

        Future Directions 

 Using the models of crowd work discussed here allows for a class of systems which 
can interact with users in a natural way, understand the context of the surroundings, 
and respond in a manner consistent with prior interactions. In the future, we expect 

     Fig. 6    An example of a multi-part question that required accurate framing in the image. This task 
took over 10 min to complete using VizWiz, while similar tasks take less than a minute using 
Chorus:View because workers can help the user iteratively refi ne the framing and use prior knowl-
edge to answer questions       
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to be able to expand the scope of the human intellect that such systems are able to 
harness in order to understand longer term collective beliefs, desires, and intents. 
We can also use these crowds as a means of training existing artifi cial intelligence 
systems on-demand. 

    Novel Workfl ows 

 Using multiple synchronous workers instead of just one allows for novel workfl ows 
that would not otherwise be feasible using a single individual. For example, Lasecki 
et al. ( 2013a ) showed that using multiple automatically coordinated workers, it is 
possible to slow down the playback rate of audio to make the captioning task in 
Scribe easier, while reducing the per-word latency. Slowing down the audio to be 
captioned presents workers with an easier motor task, resulting in increased perfor-
mance. This also allows workers to keep up with each word as they hear it instead 
of fi rst listening to a segment of audio, memorizing it, and then typing it, meaning 
latency is also reduced. However, while effective, this approach is not possible to 
use in real-time with a single worker, who would necessarily fall behind. In contrast, 
by using the crowd, it is possible to automatically interleave workers so that some-
one is always captioning live content. In the future we expect to see more such 
workfl ows that improve on what is possible for a single user to accomplish alone.  

    Improved Synthesis with Automatic Approaches 

 For many of the problem domains presented above, automated systems exist that try 
to generate solutions with varying degrees of success. One of the greatest benefi ts to 
the crowd agent model is that it treats each contributor as a noisy input, while being 
agnostic to exactly how it has generated its answer. This allows automated systems 
to be used as individual contributors that can learn and grow over time, just as 
human workers do. Using multiple inputs simultaneously also presents new oppor-
tunities to train systems which are still being explored. As seen above in Legion:AR, 
it also provides a means of smoothly transitioning between a system that is fully 
crowd powered to one that is fully automated, all without ever needing to expose 
end-users to an unreliable system during training.   

    Conclusion 

 In this chapter, we have presented an overview of the current work in interactive 
crowd systems, as well as some possible directions of future work. Work on con-
tinuous real-time crowdsourcing systems promises to enable interactive intelligent 
systems that can both operate using human intelligence and train automated systems 
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in novel ways. They also allow human workers to work jointly on tasks in novel and 
effi cient ways. The potential of these models is just beginning to be explored, but 
these systems lay the groundwork for interactive intelligent systems, powered by 
the crowd.     
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           Introduction 

 Human computation has come a long way in the pursuit of joining the abilities of 
humans and machines to solve interesting problems that neither could have done 
alone. While we have seen great success in human computation in everything from 
annotating images (Von Ahn  2006 ) to building global knowledge repositories (Yuen 
et al.  2009 ), these systems are still confi ded to the platforms and data models they 
were built from. They are silos of services and data, disconnected from each other 
at both the data and application level. These systems are usually single purpose, and 
not general enough to be used with new or different data, or in situations different 
than they were built for. The datasets and data models these systems produce and 
use can also be diffi cult to repurpose or reuse. Users of these systems also can’t eas-
ily move from one system to the next, instead having to create completely new 
accounts, having a new identity and different reputation. Their past work and repu-
tation do not transfer over to different human computation systems.  

    Semantic Web and Linked Data 

 In the past decade, Semantic Web technologies and linked open data have worked to 
solve many of the challenges of linking heterogeneous data and services together 
(Shadbolt et al.  2006 ). The World Wide Web Consortium (W3C) defi nes the Semantic 
Web as “a common framework that allows data to be shared and reused across 
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application, enterprise, and community boundaries”. Where as the World Wide Web 
is a collection of documents linked together, the Semantic Web is a web of data, 
concepts, ideas and the relationships that connect them together. This technology 
allows for data to be integrated in a seamless and schema-less fashion and moves us 
beyond the unstructured “throw-away” data, often produced by human computation 
systems, to a more sophisticated system that attempts to bridge the worlds of knowl-
edge representation (the study of how best to represent and encode knowledge) and 
information presentation (how that information should be displayed) (van 
Ossenbruggen and Hardman  2002 ). This structuring and connecting of raw data 
allows the implicit semantics to become more explicit, allowing for both machines 
and humans to gain real and new information that may have been hidden before. 

 The Linked Open Data Cloud is a realization of this web of data. It is a network 
of over 295 different heterogeneous datasets (covering domains in Life Science and 
Health Care, Government, Finance, Academic Publications, Geographic, Media 
and User-generated Content) linked together. A visualization of this data cloud 
along with statistics can be seen at   http://lod-cloud.net/    . 

 While the LOD cloud has grown and expanded greatly in recent years due to the 
‘publish fi rst, refi ne later’ philosophy of the Linking Open Data movement, groups 
like the Pedantic Web 1  have revealed issues in data quality and consistence in 
Linked Open Data (Simperl et al.  2011 ). 

 Take for example DBPedia, a semantic version of information found in Wikipedia 
articles and one of the central nodes in the Linked Open Data Cloud (Auer et al. 
 2007 ). DBPedia has an entry for every county in the US, but it is impossible to 
automatically query or lists all of these entries as the labeling of these US counties 
are not consistent, or in many cases even exist. This makes the data diffi cult if not 
impossible to use. These data errors are diffi cult to fi nd using automated methods 
and is often left for the community at large to resolve (Simperl et al.  2011 ). However 
the incentive structures for this community to help improve the quality and consis-
tence of Linked Data (assuming there even exists procedures and interfaces that 
allow this) are usually fl awed as there is a disconnect between the effort involved, 
and the benefi t received. Human computation may be able to fi x the broken incen-
tive scheme of Linked Open Data (Siorpaes and Hepp  2008a ). 

 It’s also not just in data curation that human computation can be used in Linked 
Data, but in all parts of the Linked Data life cycle. Link Data creation, alignment 
and annotation all refl ect the interest and expertise of many people, and as such are 
community efforts that can be facilitated by human computation (Siorpaes and 
Hepp  2008a ). Linked Data also needs better ways to create and manage meta-data 
and provenance, which is currently missing in many important Linked Datasets. In 
all of these areas, human abilities are indispensable for the resolution of those par-
ticular tasks that are acknowledged to be hardly approachable in a systematic, 
automated fashion. Human computation can help provide, at scale, these human 
abilities needed to improve and expand Linked Data (Simperl et al.  2011 ). 

1   http://pedantic-web.org/ 
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 By combining Semantic Web and Human Computation, we get the best of both 
worlds. We can build the next generation human computation system that reach 
beyond the platform they were built upon. Their data can be reused repurposed in 
ways never intended by their creators (thereby answering the call of the Long Tail, 
in that a large percentage of requests made to a web system are new, or unintended 
(Anderson  2007 )). Likewise, Linked Open Data can be improved by using human 
computation strategies to help curate and improve data quality, data linking, vocab-
ulary creation, meta-data (data that defi nes and explains data) and provenance (his-
tory of how data has been created, modifi ed and used). In other words, Human 
Computation can be used to help curate Semantic Web data in the Linked Open 
Data cloud while the Semantic Web can be used to provide better user continuity 
and platform consistency across Human Computation systems. 

 In rest of this chapter, we will consider how Human Computation systems have 
been used to curate Linked Open Data. We will then discuss some of the large ques-
tions and challenges facing promise of Semantic Web technologies being used to 
connect and expand Human Computation systems.  

    Examples of Semantic Web Curation Using Human 
Computation Systems 

 Many researchers have already explored combining human computation strategies 
with Semantic Web technologies with the purpose of improving and curating Linked 
Data. The OntoGames series covers what they list as the complete Semantic Web 
life cycle in their series of games (Siorpaes and Hepp  2008b ). They list this life 
cycle to be ontology creation, entity linking, and semantic annotation of data. In this 
section we list the games that fi t into these categories (both in and out of the 
OntoGames series) along with some semantic human computation systems that fall 
into categories outside these three. 

    Ontology Creation 

 This fi rst section deals with applications that use human computation to help col-
laboratively build ontologies. OntoPronto (a part of the OntoGame Series) is a 
“Game with a Purpose” to help build the Proto ontology (general interest ontology). 
In it, two players try to map randomly chosen Wikipedia articles to the most specifi c 
class of the Proton ontology. If they agree on a Proton class for their article, they get 
points and proceed with to next specifi c level (Siorpaes and Hepp  2008b ). 

 Conceptnet is another system in ontology building. Conceptnet is a semantic 
network of common knowledge from it’s users. The system works by having users 
ask other users questions related to interesting topics. The answers from these other 
users are then evaluated by a majority of the users and taken as basis for construct-
ing the ontology (Havasi et al.  2007 ).  
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    Entity Linking 

 One of the most important and diffi cult parts of Linked Data is linking similar enti-
ties together to create the connections between datasets. Different games and human 
computation system have been built to try to address this issue, allowing from better 
linking in the Linked Open Data cloud. One of the fi rst of these systems was 
SpotTheLink (a game in the OntoGames Series). SpotTheLink is a collaborative 
game to link DBPeida to the Pronto Ontology (as created in the OntoPronto game). 
In the game, players have to agree on which Pronto ontology class fi ts best with a 
randomly selected DBPedia entity. This agreement creates a mapping between 
these concepts, which is encoded in SKOS (Simple Knowledge Organization 
System). While the sample size was small, the users that did play the game would 
play a second or third round over 40 % of the time, showing the potential for replay 
value and more work done (Thaler et al.  2011 ). 

 ZenCrowd is another system that uses both automated techniques and crowd-
sourcing to link entities in unstructured text to the Linked Open Data cloud. It uses 
a probabilistic framework to create a list of candidate links from entities it mines 
out of unstructured text. It then dynamically generates micro-tasks from these enti-
ties and candidate link list for use in a mechanical Turk platform, where users 
complete these tasks to make or rate the links. This unique system allowed for 
larger amount of links to be created and verifi ed than non semi-automated systems. 
Issues arose though with payment incentives for the mechanical Turk platform 
(Demartini et al.  2012 ). 

 UrbanMatch is a game used to help link photos on the web to the geographic 
points of interest they are from. It’s a mobile game, played from a smartphone, that 
makes players actually visit these points of interest and verify that photos found 
online actual depict the landmark. The more links a player creates, the more points 
they gain. While accuracy and completeness of linking data using this game 
improved, it has yet to be seen if the game mechanics can motivate players to 
 continue play, or invite other to play with them (Celino et al.  2012 ).  

    Data Annotation 

 A lot of the data and information on the web is in an unstructured format (free-text, 
images, videos, audio fi les, etc.). Lots of work on systems to bring semantic annota-
tion and structure to this data has been taking place to help make this data more 
easily available and useable. OntoTube and OntoBay are two such systems that 
attempt to do this by allowing users to semantically annotate data in YouTube and 
eBay. In OntoTube, users are shown videos from YouTube, and asked from ques-
tions about the video. The answers to these questions correspond to semantic anno-
tations that will be attached to the video, provided that a majority of the users agree 
in their answers. OntoBay works the same way, with a very similar interface, but 
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instead of videos on YouTube, it works with listings on eBay. These simple games 
allow for the creation and annotation of new data into the Linked Open Data Cloud, 
and make the data in YouTube and eBay available to the greater Semantic Web com-
munity (Siorpaes and Hepp  2008a ).  

    Data Quality 

 As stated before, data quality and consistency is a huge issue for Linked Data. 
Finding and correcting these errors are hard if not impossible to do in a completely 
automated way. Some researchers have looking into building games to try to incen-
tivize people to help curate Linked Data. WhoKnows? is a quiz game styled after 
the “Who Want to Be a Millionaire?” game. While playing this game, users can 
report errors in the answers they get from the quiz. If enough player agree on these 
errors, a correction, or patch, to this dataset is created, using a patch ontology cre-
ated by the developers. This allows the correction of the data to be taken in not only 
by the original publisher of the data, but also by other data consumers who may 
have their own local copy of the published Linked Data (Waitelonis et al.  2011 ).   

    Challenges 

 Although we have seen some of the current work in using Semantic Web technology 
with human computation strategies, there is still a lot of work to be done to bring out 
the full potential. As we discussed before, one of the hopes of merging Semantic 
Web technology with human computation is the ability to create new cross platform, 
linked and general-purpose human computation systems. To be able to build sys-
tems where the applications and not just the data could be linked together. The 
systems we reviewed used and contributed back to Linked Data, thus allowing their 
data to be linked, reused and repurposed by others. However, the applications them-
selves were standalone and usually single purpose. New work in semantic integra-
tion of services, like the RDFAgents protocol (Shinavier  2011 ) and SADI (Semantic 
Automated Discovery and Integration) services (Wilkinson et al.  2009 ) can help 
bring this along. Efforts to experiment with this technology in human computation 
systems are greatly needed. 

 The services we explored all had a wide array of interfaces presented to users. In 
fact many of the papers reported that developing an interface for their system to be 
one of the biggest challenges they faced (Siorpaes and Hepp  2008a ; Simperl et al. 
 2011 ; Kochhar et al.  2010 ). Semantic Web applications are still very new and exper-
imental, and designing user interfaces that best represent and produce semantic data 
need to be explored and tested more. How exactly a layperson will read and write to 
the Semantic Web is still poorly understood. New visualizations and useable designs 
will be needed. 
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 Building interfaces to semantic systems is not the only challenge to their 
 development. Many issues exist for building systems on top of services and datasets 
that are constantly in fl ux, have up-time and reliability constraints, issues in latency, 
and problems with data quality and consistency (Knuth et al.  2012 ). Some of these 
issues will dissipate as these technologies grow and mature, but some are inherent 
to the very nature of the Semantic Web. New methods in application development 
to address these challenges must be better researched and explored. 

 Inline with this challenge, but deserving of it’s own mention, is scalability. 
Human computation on the Semantic Web will require scalability in both reading 
and writing semantic data. None of the services previously mentioned attained any-
thing close to web scale (most had number of users in the hundreds). It is yet to be 
seen what a truly web scale semantic human computation system will look like, and 
what parts of it architecture will serve as the bottleneck. 

 New ontologies and vocabularies will need to be developed to help manage and 
link these human computation systems together. Some of the projects experimented 
a little with building some ontologies to help patch data corrections to Linked Data 
(Knuth et al.  2012 ), but more needs to be explored. 

 Semantic user management was something that was largely ignored in these 
examples. One of the hopes of using semantic web technologies in these systems is 
that users can easily sign on into new systems, and have their points and reputation 
follow them. There exist protocols in place to handle these use cases, like WebID. 2  
This could create new avenues in linking these systems together. These technologies 
must be integrated and explored more. 

 Although the Linked Open Data Cloud is a collection of datasets that are linked 
together as one big graph, querying or building applications on top of it as if it were one 
connected graph is incredibly diffi cult if not impossible. Technologies like SPARQL 
Federated Query 3  and LinkedDataSail (Shinavier  2007 ) have come about as a response 
to this challenge. Semantic human computation system need to explore this space 
more to pull from all of the Linked Open Data Cloud, and not just a node inside it. 

 As stated before, the Linked Open Data Cloud suffers from a lack of meta-data and 
provenance information. According to   http://lod-cloud.net/    , over 63 % of the datasets 
in the LOD Cloud do not provide provenance meta-data. While many of the systems 
explored in this chapter worked on increasing accuracy and consistency in Linked 
Data, none of them had a focus on meta-data and provenance. This is a big gap in the 
LOD Cloud and human computation methods should be leveraged to help address it. 

 Many different types of human computation systems have been explored in the 
past (Yuen et al.  2009 ). It has yet to be seen what type of incentives, platform, 
games, rules, systems and architectures will work best for human computation on 
the Semantic Web (Siorpaes and Hepp  2008a ). More experiments and tests must be 
done to explore this further. 

2   http://www.w3.org/2005/Incubator/webid/spec/ 
3   http://www.w3.org/TR/2013/REC-sparql11-federated-query-20130321/ 
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 Finally, another area that the Semantic Web could be explored to improve Human 
Computation systems is by providing a more global, consistent “State Space”. State 
Space in a Human Computation system is the collection of knowledge, artifacts and 
skills of both the human users and the computer system that help defi ne the state, or 
current stage at a given time, of the Human Computation system. This State Space 
can often be very messy, disjointed, incomplete or inconsistent. The Semantic Web 
could provide this common platform and medium for representing knowledge that 
persists despite the asynchronous behaviors of the human participants. More 
research is needed to explore how this could work, how best to represent this knowl-
edge, and what advantages this could bring to future Human Computation systems.  

    Conclusion 

 The future of human computation and the Semantic Web holds great promise. 
Although there have been some great experiments in building human computation 
system for the Semantic Web, there are still many challenges and questions left. 
More work on leveraging the best of semantic web technologies and human compu-
tation is greatly needed to bring forth this next generation.     
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           Introduction 

 Systems that crowdsource data to support everyday human activities such as listening 
to music, watching movies and going out to eat have become ubiquitous. The data-
collection ranges from relatively unobtrusive (thumbs up in Pandora, stars in 
Netfl ix) to relatively intrusive (check-ins, writing reviews on Yelp or eBay or 
Amazon). A common characteristic of these systems, though, is that they use an 
interface that captures either only very simple data (item selections, integer ratings) 
if the data is to be machine understandable or they capture data whose meaning 
is opaque to the machine (e.g. blocks of text constituting a review). A second char-
acteristic, which results in part from this limitation in the complexity of the crowd-
sourced content that is actually understood by the machine, is that the behaviour of 
the interface changes relatively little, if at all, in response to the information the user 
has previously provided. 

 This stands in stark contrast to natural human interaction, in which responses are 
at worst partially understood, and in which both the content and the form of the 
interaction can change very dynamically based on what has happened previously. 

 We are interested in building AI systems that are true companions (see also 
Forbus and Hinrichs  2004 ), who care about the humans they work with, and who 
retain and use detailed information about those humans and their worlds to help 
them build lives that are more enjoyable and more enriching. Such systems will be 
characterised by heterogeneity—it is likely, for example, that knitting, or hang- 
gliding, or telenovelas are as important to some users as restaurants or coffee shops. 
To work, the systems will have to be able to elicit detailed knowledge of the entities, 
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processes and situations involved in these heterogeneous topics, and of the way they 
interact to affect a user’s life, and be able to apply that knowledge appropriately. 
To enrich and improve the experience of information gathering and to connect the 
specifi c data provided with the needs of other users of the system, crowd-taught 
companion systems will need to have a good amount of prior knowledge and intel-
ligence. Only then will they be able to ask the right questions at the right time, 
situate what is learned within existing knowledge, and combined that knowledge to 
deliver the right advice to the right persons when needed (Fig   .  1 ).

   One tempting approach might be to provide this increased intelligence itself 
through human-computation, achieving adaptability either by platform enhance-
ments that support complex tasks (e.g. Lasecki  2013 ) or by using human agents to 
decompose the task (e.g.    Kittue et al.  2011 , and Dai’s chapter in this volume), 
but this is unlikely to scale to supporting systems that can cost-effectively serve 
millions of users, each of whom needs to be understood in detail. Ultimately, 
the fl exibility will have to come from the use of rich knowledge representations that 
can cover complex heterogeneous domains, powerful inference systems that 

  Fig. 1    Curious Cat is an AI 
based application that makes 
specifi c recommendations to 
its users based on detailed 
world knowledge and 
knowledge about the user. 
The recommendations are 
synthesised from a logical 
representation, which, in turn, 
is synthesised from 
knowledge entered 
conversationally by users. 
Uniform, formal knowledge 
representation makes it 
straightforward, e.g. to 
associate the picture of 
devilled eggs in the photo- 
strip with the content of the 
user-specifi c synthetic review       
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can operate over them to combine knowledge to produce personalised content, 
and Natural Language systems that can render these representations into human 
comprehensible form. It is likely that, in the future, probabilistic logics, deep learn-
ing (e.g. Mirowski and LeCun  2010 ) and similar techniques will be able to support 
such operations, but at present, predicate calculus representations, supported by 
effi cient forward inference and natural language generation provide a good balance 
of power and practicality.  

    Curious Cat 

 Curious Cat (CC) is a commercial Android 2.2 (and above) 1  companion application 
that simultaneously learns about the world and about its users by conversational inter-
action based on user activities. Its goal is to use what it learns to produce activity 
suggestions for users that have a high probability of being deemed worth acting on. Its 
reward is acquiring knowledge from those users (who are acting as a source of human 
computation), both conversationally and unobtrusively, as they go about their lives. 

 The underlying operation of Curious Cat is based on representing knowledge 
in a uniform logical representation (CycL—see below for details) allowing back-
ground knowledge, specifi c knowledge about locations, goods and activities, and 
knowledge about the user and his or her context to be combined by inference. 
Recommendations are produced using natural language synthesis from an underlying 
logical representation, and the same representation and NL generation capability is 
used to drive conversational knowledge capture from humans. 

 Curious Cat was in closed Beta at the time of writing, and at that point had been 
used by more than 250 active users from among more than 500 downloads. 
Collectively those users were responsible for more than 200,000 assertions into the 
agent’s knowledge base. 

 Curious Cat is implemented on an AI infrastructure platform that makes heavy 
use of Cyc. The licensed version of Cyc that is being used is substantially similar to 
ResearchCyc, which is available to researchers under a zero cost licence. 2  

    The Cyc Platform 

 Cyc is a common sense artifi cial intelligence project started in 1984 and under con-
tinuous development since (Lenat  1995 ; Matuszek et al.  2006 ; Lenat et al.  2010 ). 
It comprises three main components: a knowledge base, an inference engine, and a 
lexicon and natural language generation system. It also has support for composi-
tional parsing to logic, but that capability is not yet incorporated into CC. 

1   Downloadable at the time of writing from:  https://play.google.com/store/apps/details?id=cc.curiouscat 
2   See  http://research.cyc.com 
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 The Cyc ontology and Knowledge Base (KB) is a formalized representation of a 
vast quantity of fundamental human knowledge: facts, rules of thumb, and heuris-
tics for reasoning about the objects and events of everyday life. It consists of terms 
and assertions which relate those terms. These assertions include both simple facts 
(i.e., ground assertions) and rules. The version of Cyc used by CC consists of more 
than 17 k predicates, 550 k concepts and 6 m assertions. It is divided into many (cur-
rently thousands of) “contexts” (or “micro theories”), each of which is essentially a 
collection of assertions that share a common set of assumptions. This division can 
be based on the domain of knowledge, a particular interval in time, etc, and allows 
the system to independently maintain assertions which would be contradictory 
otherwise. The use of contexts makes it possible to speed inference by focusing it 
on a relevant set of theories, and in the case of CC, to separate possibly contradic-
tory input from multiple users. The KB is under continuous development, with new 
knowledge being added through a combination of automated and manual means. 
Concepts can be expressed as individual logical symbols (e.g. CityOfNewYorkNY 
is a logical term representing New York City) or they can be expressed functionally, 
enabling the compositional creation of terms in much the same way as is permitted 
by a natural language but with a precise, machine-understandable semantics. 
“(LiquidFn Nitrogen)”, for example, applies the logical function, LiquidFn (which 
denotes the liquid form of whatever tangible stuff is its argument) to Nitrogen, and 
this entails,  inter alia , that the represented substance, liquid nitrogen, can fl ow. 

 Cyc can add assertions to the KB autonomously by forward inference, in which 
rule application is trigged by the addition of new knowledge. The added assertions 
may, in turn, trigger other rules, in a cascade. Truth maintenance retracts these 
added assertions if the supports on which they were based become unavailable. This 
forward inference and truth-maintenance mechanism can be used to implement 
agent-like behaviour, and is used extensively by Curious Cat. 

 The Cyc Inference Engine is tightly integrated with the KB and it supports both 
this multi-step forward and goal-driven backward inference over very large rule sets 
(and large data accessed from databases or triple stores). It performs general logical 
deduction (including modus ponens, modus tollens, and universal and existential 
quantifi cation), with specifi c inference mechanisms (such as inheritance, automatic 
classifi cation, etc.) as special cases. It has effectively applied for query answering in 
multiple domains (Panton et al.  2006 ; Deaton et al.  2005 ; Lenat et al.  2010 ), and has 
previously been adapted for lower expressivity reasoning (Ramachandran et al. 
 2005 ). Curious Cat extends on those previous efforts in terms of anticipated scale, 
the degree of user modelling and consequent ability to proactively make sugges-
tions, in the heterogeneity of the covered domains, and in the fact that it is intended 
for completely general audiences with no training whatsoever.   

    Curious Cat Implementation 

 The ability to support human computation via rich interactions relies (inter alia) on 
three AI capabilities: (1) Effi cient inference from knowledge base state and user context 
to knowledge capture goals; (2) Carefully designed interactions that enable the user 
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who is providing the human computation to understand what is being asked of her or 
him; and (3) Suffi ciently natural generation of Natural Language text from logic. 

 The typical knowledge capture process using inference consists of at least four 
steps, which all depend on the specifi c logical vocabulary. These steps consist of (1) 
Deciding when and what to ask, (2) Converting a logical question into a natural 
language, (3) Checking the consistency and existence of the answer, (4) Asserting 
the answer into the ontology and/or creating new concepts supporting it. For the 
ease of understanding in this paper we will explain the process on a simplifi ed 
example of answering a few questions about the imaginary place where CC and its 
user just went to eat. Each element of the operation depends on a combination of 
task independent and task dependent logical vocabulary that is used to describe the 
rules and assertions that control system operation. 

    Interaction Design for Successful Knowledge Capture 

 Although computers have completely reliable means for keeping track of state, 
human computation providers do not. A human-computation-based system like CC 
must, therefore accommodate state-loss and other features of human cognition. One 
form this accommodation can take is providing supplemental information, that is 
not directly relevant to a knowledge capture goal, but which provides a context that 
allow the person satisfying the goal to do so more accurately or with less effort. 

 For example: Curious Cat often wants to capture several similar kinds of knowledge 
about an entity in the world. The knowledge base contains complete knowledge of 
all previously captured facts expressed using a (for example) a particular predicate 3  
and complete knowledge of how the resulting knowledge is embedded in the rest of 
the KB. From the AI system’s point of view, all that is needed to gather more facts 
using that predicate is to repeatedly ask the same question. However, from a human’s 
point of view repeatedly asking e.g. “What kind of venue is the Salty Sow” would 
be irritating and confusing. It is much more helpful to provide context, e.g. “Besides 
being a modern American restaurant, what kind of venue is the Salty Sow?” which 
is far more likely to elicit new information (e.g. “patio bar”).  

    Inference to Knowledge Capture Goals 

 To enable inference to be used to decide when and what to ask, vocabulary is needed 
for storing and reasoning about the user’s context and to specify to the system how 
to formulate questions. For this paper we will describe a representative subset of this 

3   A predicate is a relation between logical terms; for example the predicate typeOfPlace may be 
used to express a relation between particular business venues and their types: (typeOfPlace 
SpiderHouseCafe Coffeehouse-Organization) is true only if Spider House (a café in Austin TX) is 
a coffee house, which it is. 
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vocabulary, excluding the upper ontology 4  and other peripheral concepts. The process 
of conversational knowledge capture will be explained through an example in which 
the user of the system goes to a new place for lunch and Curious Cat asks what type 
of place it is. 5  

    Defi nition of the Vocabulary 

 The salient vocabulary describing the user context is defi ned as follows    (Table  1 ):
   The lastVenue predicate is used to create assertions like: ( lastVenue 

CuriousCatUser0 Venue1 ) representing the most recent location of a user, which 
can be combined by inference with information about that venue to e.g. infer likely 
activities. An important support for such reasoning is, of course, knowledge of what 
kind of place some venue is (Table  2 ):

   With this vocabulary we can describe venues using logical statements like this: 
( typeOfPlace   HoodBurger-TheBurgerPlace FoodTruck-Organization ), i.e. that 
“Hood Burger” is a food truck. 6  

 The second predicate “secondaryTypeOfPlace” allows us to state additional type 
information (e.g. that, in addition to being a food truck, Hood Burger is a Burger 
Joint). This predicate is, from a logical point of view, redundant. One could equally 
well have multiple typeOfPlace assertions with the same fi rst argument and differ-
ent second arguments representing multiple types assigned to and further describing 
the same place. However, as explained above, this second predicate supports an 

4   The upper ontology is Cyc’s basic division of the world into e.g. Abstract and Concrete things, 
and the abstract descriptions of the relationships of those things to, for example, events; this upper 
ontology is very important computationally, but is not generally readily intelligible by users. 
5   This type information is, of course, extremely valuable in setting the future course of the system- 
human conversation, and, since there are many, many types in the world, illustrates a kind of 
interaction that is expansive—it increases the range of information the system may have to deal 
with in the future by introducing new concepts. 
6   This is functionally equivalent to (isa HoodBurger-TheBurgerPlace FoodTruck-Organization). 
The representational choice here is for reasons of effi ciency. 

   Table 1    The    predicate lastVenue allows the system to reason about the users’ most recent location. 
Here it is defi ned as a binary predicate (it relates two concepts) and it is defi ned to be a relationship 
between a particular user of CC and a particular venue that CC knows about. These defi nitions, 
using “isa” and “arg1Isa” and “arg2Isa” are directly analogous to the description of the argument 
signature of a method in a programming language like Java. The important thing to understand, 
though, is that this predicate allows the system to know where its users are or have recently been, 
and to combine that knowledge automatically with other knowledge, using rules   

 Concept:  lastVenue  
 ( isa lastVenue BinaryPredicate ) 
 ( arg1Isa lastVenue CuriousCatUser ) 
 ( arg2Isa lastVenue CuriousCatVenue ) 

M. Witbrock and L. Bradeško



537

interaction design that partially refl ects the agent’s current state of knowledge to the 
user, making that user’s computation substantially easier. We believe that this is an 
important design principle for Human Computation systems: that they should, to the 
extent possible, remove unnecessary cognitive burdens or constraints on the humans 
with whom they are collaborating. The second predicate, by allowing the system to 
talk about two types of places at once, as in (secondaryTypeOfPlace HoodBurger- 
TheBurgerPlace FoodTruck-Organization BurgerJoint-Restaurant) allows the system 
to say “Besides a kind of food truck, Hood Burger is also a burger joint”. Even more 
helpfully, when eliciting knowledge, as in (secondaryTypeOfPlace HoodBurger-
TheBurgerPlace FoodTruck-Organization ?WHAT), where ?WHAT is unknown, 
it enables asking, helpfully “Besides a kind of food truck, what other kind of place 
is Hood Burger”. Some detail on how this NL is generated is given below. 

 The third, and perhaps most interesting, predicate needed for our example is used 
by the system to make it the case that the system intends to ask a particular question 
(which, if nothing intervenes to cause the system to retract the inference, will 
happen). 7  

 Table  3  defi nes vocabulary that represents the system’s intention to ask ques-
tions—an intention that is acted upon by the Android interface. The predicate 
defi ned takes three arguments, where the fi rst one is the user whom to ask, the 

7   The Cyc platform that underlies much of Curious Cat has extensive truth maintenance support for 
forward inference, so if one of the supports of a conclusion (for example a conclusion that the 
system intends to ask a question), is removed, the conclusion will automatically be withdrawn. 
One example of this is when the system changes the (lastVenue  < User >   < Venue > ) assertion for a 
user, which may cause it to reconsider its intention to ask the user a subset of its questions about 
that venue. 

   Table 2    Predicates that describe places in terms of their types. This information 
can be combined with information about the user’s location to infer what sorts of 
questions are relevant. Both predicates take instance of the  Place  as the fi rst 
argument and a subclass of the  Place  as the second (and, in the second case, third 
argument. In Cyc’s logical language, is a relates a particular individual thing (such 
as a café) to a class of which it is a member, so the  arg1Isa  assertion says that the 
fi rst argument of  typeOfPlace  must be some individual place (such as the restaurant 
“the Salty Sow”). On the other hand, genl relates subtypes to supertypes, so the 
 arg2Genl  assertion says that the second argument of  typeOfPlace  must be a kind of 
place (such as “modern American restaurant” or “coffee house”)   

 Concept:  typeOfPlace  
  (  is a typeOfPlace BinaryPredicate  )  
  (  arg1Isa   typeOfPlace   Place  )  
  (  arg2Genl   typeOfPlace   Place  )  
 Concept:  secondaryTypeOfPlace  
  (  is a secondaryTypeOfPlace TernaryPredicate  )  
  (  arg1Isa   secondaryTypeOfPlace   Place  )  
  (  arg2Genl   secondaryTypeOfPlace   Place  )  
  (  arg3Genl   secondaryTypeOfPlace   Place  )  
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second one is the actual logical sentence that it will ask 8  and the third one is 
the list of possible suggested answers which can be either predefi ned or inferred 
from the context. An example of such assertion is ( curiousCatWantsToAsk
User CuriousCatUser0  ( secondaryTypeOfPlace Venue1 FoodTruck-Organization 
?ANSWER ) (( TheList Restaurant-Organization Cafe-Organization Bar- 
DrinkingEstablishment  )) which means that the system intends that CuriousCatUser0 
be asked what, besides a food truck, Venue1 might be. The list “restaurant, café, 
bar” serves both to clarify what is being asked, and to provide a quick means of 
answering for the common cases.

       Rules That Drive Conversation 

 In previous paragraph we defi ned the vocabulary that supports inference to decide 
when to ask specifi c questions. Now we defi ne forward inference rules which will 
actually do the work when the logical statement like ( lastVenue CuriousCatUser0 
HoodBurger-TheBurgerPLace ) appears in the KB (it is asserted by the phone using 
its GPS location and either CC’s own mapping of places to locations, or Factual 
Inc’s open location identifi ers). 

 From Table  4  we can see the rule that is used by forward inference to trigger 
Curious Cat’s desire to ask the question about the user’s venue. 9  This rule states that 
for all users, if the type of their last venue is unknown, the system should ask about 
the type of the venue with a suggestion list that is defi ned for this type of question. 
This suggestion list is defi ned with other rules or direct assertions, but the details are 
beyond the scope of this explanation.

8   Putting the representation outside the range of merely fi rst-order logic. 
9   Whether that desire is acted on depends on the state of the user interface. It is also worth noting 
that this rule is simple for expository purposes—CC desires to ask this question whenever a user is 
in a place  and  it does not already have an answer. In the full system, other information, including 
the number of similar questions the user has asked, their level of enthusiasm for answering, and the 
length of time they have been at the venue, can all readily be used to limit how often the rule 
triggers. 

   Table 3    Defi nition of the predicate that triggers the process of asking a user question in the 
CC system. This predicate includes functional information (the user to ask, and the logical 
sentence defi ning the question they should be asked), but it also includes information that is 
simply intended to improve usability (a list of possible answers that the UI can offer the user)   

 Concept:  curiousCatWantsToAskUser  
  (  isa curiousCatWantsToAskUser TernaryPredicate  )  
  (  arg1Isa curiousCatWantsToAskUser CuriousCatUser  )  
  (  arg2QuotedIsa curiousCatWantsToAskUser CycLOpenExpression  )  
  (  arg3Isa curiousCatWantsToAskUser List  )  
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   In order to get more specifi c knowledge about the place following our assistive 
interaction design we need another rule which takes into consideration the previous 
answer and produces a more detailed question: 

 Once the rule for “typeOfPlace” has furnished some information about a venue, 
this “secondaryTypeOfPlace” rule only triggers if that (or some other) interaction 
has revealed the venue to be an instance of the FoodTruck-Organization and if it is 
part of the user’s venue history. Some kinds of places, and notably food trucks, are 
more defi ned by a secondary type (e.g. more questions are unleashed by the knowl-
edge that a food truck is also a cupcake bakery, than by its identity as a mobile 
food vendor). Forward inference on triggering this rule produces assertions like 
(curiousCatWantsToAskUser CuriousCatUser0  (secondaryTypeOfPlace Hood
Burger- TheBurgerPlace FoodTruck-Organization ?TYPE) (TheList TacoStand 
IceCreamTruck))  which the system understands as an intention to ask the 
CuriousCatUser0 the following question: (secondaryTypeOfPlace HoodBurger- 
TheBurgerPlace FoodTruck-Organization ?TYPE), after it has been converted to 
English, as “Besides a kind of food truck, what other kind of place is Hood Burger”. 
The interaction resulting from the use of the vocabulary, and of the rules defi ned in 
Tables  4  and  5  can be seen on images 1, 2. How the logic is actually converted is 
described in the next paragraph.

   Table 4    Rule that triggers 
the type of place question. 
The meta-requirement 
prevents the question from 
being asked, if the answer is 
known for the current user 
(keeping track of users in this 
way is done using the Cyc 
context mechanism)  

 Rule: 
  (implies (and  
   (suggestionsForCuriousCatQuestionType  
    VenueTypeOfPlace- CuriousCatQuestion 

?SUGGESTIONLIST)  
   (lastVenue ?USER ?VENUE))  
   curiousCatWantsToAskUser ?USER (typeOfPlace 

?VENUE ?SUGGESTIONLIST))  
  Meta Requirement:  
  (unknownSentence (thereExists ?PLACETYPE (typeOf-

Place ?VENUE ?PLACETYPE)))  

   Table 5    Rule that triggers the more specifi c question about the type of food truck place. This rule 
is specifi c to food-trucks, and may appear overly specifi c. However, it is possible in Cyc to write 
forward rules that add specifi c rules like this to the KB. This form of “self programming” behaviour 
is used extensively in CC   

 Rule: 
  (implies (and  
   (isa ?VENUE FoodTruck-Organization)  
   (lastVenue ?USER ?VENUE)  
   (suggestionsForCuriousCatQuestionType FoodTruckSecondaryTypeOfPlace- 

CuriousCatQuestion ?SUGGESTIONLIST))  
   (curiousCatWantsToAskUser ?USER  
    (secondaryTypeOfPlace ?VENUE FoodTruck-Organization ?TYPE) 

?SUGGESTIONLIST))  
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        Natural Language Generation (NLG) 

 Of course, inferring logical sentences that represent conversational intentions is not 
suffi cient. Those intentions must result in interactions in natural language. We have 
given some examples of that in the text, and in Fig.  2 ; Table  6  shows how this is 
conversion is done. Because logic is quite far from a human language, a uniform 
logic-language system is infeasible—these templates represent a compromise—
they are specifi c enough to represent the mapping from logic precisely, but they are 
“linguistic” enough to permit composition into larger discourse units.

       Checking consistency and asserting the answer 

 When the user answers the question presented (Fig.  2 ), the CC system has to check 
whether the answer is something it knows already or it is completely new concept, 
and if the answer is consistent with existing knowledge. This is done with the help 
of the defi nitions of the vocabulary, including the type constraints on predicate argu-
ments. Other consistency constraints, including attempting to prove the contrary of 
a prospective assertion, may also be used. 

 It’s worth noting, of course, that the answers from humans come to the system as 
NL strings, not as precise logical terms. So the fi rst thing the system must do is to 
fi nd out whether the answer has a logical interpretation that satisfi es the vocabulary 

  Fig. 2    The inferred intention to ask a questions results in a conversational dialogue supporting 
knowledge capture. The image to the right illustrates the creation of an entirely new type—the 
large pre-existing knowledge base makes this an increasingly rare occurrence, and makes entering 
new knowledge about particular places, for example, more straightforward       
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(ontology) requirements. If we continue with our example based on Hood Burger, 
the query looks as shown in Table 7. 

 The query in Table  7  returns the concept (class) of  FoodTruck-Organization , 
which can be immediately used as an answer without more disambiguation since it 
is the only result and it fi ts the ontology constraints . 

   Table 6    The system is supported by Natural Language Generation, allowing the synthesis of 
both declarative and interrogative forms, according to patterns illustrated here. The patterns 
support e.g. correct number and tense generation depending on arguments and context   

 As a question  As a statement 

 (genTemplate-QuerySentence 
  (secondaryTypeOfPlace :PLACE 

:PRIMARY ?SECONDARY) 
  (ConcatenatePhrasesFn 
  (ConcatenatePhrasesFn 
  (PhraseFromStringFn "besides a kind") 
  (ConcatenatePhrasesFn-NoSpaces 
  (Pp-PNpFn Of-TheWord 
   (ParaphraseFn-Constrained nonPlural-

Generic :PRIMARY)) 
   (PhraseFromStringFn ", what other kind 

of place is"))) 
  (ParaphraseFn :PLACE))) 

 (genTemplate secondaryTypeOfPlace 
  (ConcatenatePhrasesFn 
  (ConcatenatePhrasesFn 
  (PhraseFromStringFn 
  "besides a kind of") 
  (ConcatenatePhrasesFn- NoSpaces  
  (Pp-PNpFn Of-TheWord 
   (ParaphraseFn- Constrained 

nonPlural-Generic :ARG2)) 
  (PhraseFromStringFn ","))) 
  (PhraseFn-Tensed :ARG1 
  (Sentence-NpIsXpFn 
  (ParaphraseFn :ARG1) 
  (ConcatenatePhrasesFn 
  (PhraseFromStringFn "also") 
  (Np-DetNbarFn- Indefi nite  
  (PhraseFn-Constrained nonPlural-Generic 
  (ParaphraseFn :ARG3)))))))) 

 Input: (secondaryTypeOfPlace 
HoodBurger- TheBurgerPlace 
FoodTruck-Organization ?WHAT) 

 Input: (secondaryTypeOfPlace HoodBurger-
TheBurgerPlace FoodTruck-Organization 
BurgerJoint) 

 Result: “Besides a kind of food truck, what 
other kind of place is Hood Burger?” 

 Result: “Besides a kind of food truck, Hood 
Burger is also a burger joint.” 

   Table 7    Query to check the ontology constraints of the answer. The system knows that it is asking 
a question about “typeOfPlace”. This query looks up the argument constraints on the second 
argument for typeOfPlace (the argument for which the user has supplied the string “food truck” as 
a possible answer), it looks up all the possible meanings of “food truck” (including FoodTruck- 
Organization), and it checks whether any of those meanings meet the argument constraints it found 
for typeOfPlace   

 Query: 
  (#$and (#$termStrings ?TERM "food 

truck") (#$or  (#$and   (#$unknownSentence (#$thereExists ?ARGENL 
(#$argGenl typeOfPlace 2 ?ARGENL)))   (#$equalSymbols ?ARGENL #$Nothing)) 
  (#$and   (#$argGenl typeOfPlace 2 ?ARGENL)   (#$genls ?TERM 
?ARGENL))) (#$argIsa typeOfPlace 2 ?ARGISA) (#$isa ?TERM ?ARGISA))  
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   The fi nal results of this process are the assertions:  (secondaryTypeOfPlace 
Venue1 FoodTruck-Organization BurgerJoint) (typeOfPlace Venue1 
FoodTruck-Organization)  

 In cases when the query returns more than one answer (because there are many 
possible types with the same name, due to polysemy), the user is presented with 
options to pick one among the possible answers or to defi ne a new one—the NLG 
system attempts to describe the choices as differentially as possible. 

 If the above query returns no results, then the CC system searches the full KB to 
fi nd an appropriate type based on its English name string. If it fi nds one then it uses 
inference to check whether that answer is provably disjoint with the constraints or 
not. If they are, a new “type” concept is created with the name. When neither the 
constrained search nor full KB search returns any answers, the CC system tries to 
create a new (previously unknown) concept which fi ts the ontology constraints. 
For example, if instead of “food truck” the answer had been “burek stand” 10 , a concept 
previously unknown to the system, the system would try to create a new type of place 
called just that (illustrated to the right of Fig.  2 ). The result would be the new concept

 Concept:  BurekStand  
  (  isa   BurekStand   Collection  )  
  (  genls   BurekStand   Place  )  

   And the assertion (typeOfPlace Venue1 BurekStand), meaning that “Venue1 is a 
burek stand”, our new kind of place.    

    Conclusions 

 Logical representations, forward inference, and natural language term recognition 
and generation provide a practical means to describe interactions with users that 
allow them to provide knowledge and other computational output to a collaborative 
system, and provide a convenient mechanism for making use of that knowledge, as 
it is captured, to drive the capture process itself. 

 An important component of making these interactions satisfactory to users is to 
design them so that machine computation accommodates human abilities, for example 
by feeding back contextual detail that a machine would not need, but that helps 
humans to understand and track the status of their task. 

 In our running example, we have illustrated how capturing knowledge in a 
representation that supports automatic knowledge-combination for suggestions, 
and is suitable for natural language generation, can be employed in a way that 
allows human cognitive preferences and limits to be respected, in this case by 
making the existing knowledge context explicit, in part.  

10   A burek is a kind of savoury fi lled pastry popular in Balkan countries and elsewhere. 
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    Future Work 

 While the system described here is already able to interact with mobile users to 
elicit knowledge that is useful for highly tailored recommendations, it is somewhat 
infl exible in its interaction style, and does not put suffi cient initiative for the order 
and content of interactions with the human. One important step in supporting 
increased human initiative in the collaboration will be incorporating a composi-
tional language to logic system, Semantic Construction Grammar, currently under 
development at Cycorp. It may also, in some cases, be useful to incorporate humans 
in the loop, especially if, while satisfying a user’s needs, these humans are training 
the system as a side effect. 

 To fully realise the goal of producing companion systems, it will also be neces-
sary to reduce the task focus of the current system somewhat (it currently concen-
trates heavily on getting answers and providing suggestions). The same mechanisms 
that currently produce intentions to ask questions could be adapted to drive other 
discourse elements, such as comments and greetings.     
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        To understand the unique characteristics of humans as computation resources, we 
have to understand how humans perform tasks, instead of treating them as black 
boxes with inconsistent effi ciency. If we view humans as computing nodes, it is 
clear that improving the computing effi ciency of each node will result in an increase 
of the total effi ciency of the human computation procedure or workfl ow. Since 
1971, Tversky and Kahneman ( 1971 ) conducted a series of experiments to test their 
hypotheses and developed a dual-mind theory to demonstrate that humans have two 
types of cognitive operations—intuitive and refl ective. The intuitive mind processes 
tasks quickly and automatically, but is prone to heuristic and biased judgments. The 
refl ective mind operates more slowly, but in a rule-based fashion. The two systems 
also process different types of content. The intuitive system acts on content that is 
affective, concrete, specifi c, and based on casual propensities and prototypes. The 
refl ective system, on the other hand, processes content that is neutral, based on sta-
tistics, abstractions and sets. From the two system perspective, computer algorithms 
can be viewed as mimicking the refl ective operations of human minds. This research 
fi eld is far richer and larger than what’s discussed so far; this article is merely an 
attempt to scratch the tip of an iceberg. By identifying several unique characteristics 
of humans as computing resources, we further point out open problems that human 
computation researchers should pay attention to in order to design better instruc-
tions and institutive algorithms. 
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 By cross-analyzing the state of art research in human computation fi eld (Law and 
von Ahn  2011 ) and the two system theory (Tversky and Kahneman  1971 ), we may 
observe that a human is unique as a computation resources in the following ways: 

    Humans Can Solve Computer Hard Problems 

 A rich body of literature, summarized in the ‘Human Computation’ (Law and von 
Ahn  2011 ) has shown human computation can be effectively used in the computer 
vision, translation, transcription, and OCR domains to produce quality results that 
computers still cannot. Cornety et al. studied the Irregular Strip Packing problem, 
which is known to be NP(non-deterministic polynomial time) hard, and showed that 
a crowd outperformed the best algorithms in the literature (Corney    et al.  2010 ). 
Solutions of NP hard problems, in computational complexity theory, cannot be 
located in Non-deterministic Polynomial time. An famous example of NP hard prob-
lems is traveling salesman problem. It asks for a solution of the shortest possible route 
that goes through each city exactly once given a list of cities and distance between 
them. However, not all NP hard problems are solvable by human. A new classifi cation 
of computational problems, ‘AI complete’, is developed to describe those with have 
polynomial time solutions with the help of ‘Human Oracle’(Shahaf and Amir  2007 ).  

    Humans Are Very Good at Exception Handling 

 As Little and Sun pointed out in their recent work (Little and Sun  2011 ), humans are 
particularly good at exception handling. When processing an OCR task on a medi-
cal form, a human knows to look for the other address fi eld to fi nd answers when the 
address fi eld is fi lled with the phrase ‘Same’ without additional instructions to spec-
ify all the possible scenarios.  

    Humans Have Creativity 

 This unique characteristic extends humans from a computing resource to a creative 
resource. Crowdsourcing platforms such as 99 Designs take full advantage of humans’ 
creativity. In addition to graphic design tasks, there are other examples such as Soylent, 
a Word Macro (Bernstein et al.  2010 ) asking the crowd to help shorten a paragraph, 
and Adrenaline (Bernstein et al.  2011 ), using mobile phone cameras to capture video 
and asking the crowd to identify a single photo as the best moment of the video. 

Y.-A. Sun and C. Dance



547

 On the fl ip side, the two minds theory also suggests that humans have the following 
disadvantages when used as computing resources:  

    Humans Have Cognitive Load Limitation 

 Human have short-term memory limitations, which constrain the size of input that 
humans can accept. For example, if a human is asked to identify two identical 
images from a set of 1,000 images which are all different except for the two, it is 
obvious that the human cannot remember the index numbers of those two identical 
images after reviewing all 1,000 of them. As Kahneman and Tversky pointed out in 
1971 (Tversky and Kahneman  1971 ), humans are also poor at estimating probabili-
ties. Humans tend to make judgements based on prototypes. Ariely ( 2008 ) also 
pointed out that human are predictably irrational when making decisions. This is 
unique disadvantage of humans as computing resources.  

    Humans Are Vulnerable to Psychological Manipulation 

 The anchoring effect (Tversky and Kahneman  1992 ), the sunk-cost fallacy (Arkes 
and Blumer  1985 ) and the crowding-out effect (Frey and Jegen  2001 ) are all psy-
chological manipulations that can change the result of a human computation task. 
They can either change the quality, cost or time that associated with a human com-
putation task. When asked to perform tasks related to decision making, humans can 
have biases from the irrelevant information that is also presented to them, thus the 
accuracy of the judgment is affected. Sunk-cost fallacy and crowding-out effects are 
related to how to motivate humans to perform the same task in different effi ciency. 
Clearly, a better motivated human performs better.  

    Humans Are Prone to Errors, Especially for Refl ective Tasks 

 As Kahneman and Frederick pointed out, the refl ective mind operates more slowly 
than the intuitive mind, and is more likely to cause errors. When questions get more 
diffi cult to analyze, humans tend to switch from refl ective operation to intuitive oper-
ation. This is called ‘attribute substitution’ in Kahneman and Frederick’s work ( 2002 ). 

 After understanding the above unique characteristics of using humans as com-
puting resources, the question we ask is, how to evaluate the effi ciency of various 
‘algorithms’ when we give humans instructions to perform a task? Big-O notation 
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is used to analyze time complexity for computer algorithms, and input size and 
output size are part of the notation. Currently when people conduct human compu-
tation tasks, instructions are written in natural language. Is there a need to construct 
corresponding ‘instruction sets’ analogous to those used for computer programs? 
How do we write intuitive instructions in order to take advantage of the intuitive 
mind? There are quite a few open questions yet to be answered and this article does 
not aim to provide answers, but rather to point out directions towards a better human 
computation instruction design.  

    Are Instructions Better Given in Natural Language? 

 In current work in the human computation research area, when experiments are con-
ducted on Amazon Mechanical Turk or Crowdfl ower, people are given instructions 
written in natural language instead of pseudo code. One reason to give instructions 
in natural language is that humans are going to read the instructions. However, a 
question that remains open is “What constitutes a readable set of instructions?” Does 
the length of the instructions matter? Would humans operate better with several- 
pages-long instructions or with clear examples considering the short term memory 
limitation we pointed out earlier? Writing computer programs via examples is not a 
new approach. However, instead of giving human computation workers instructions, 
showing them examples could result in quicker and better understanding, especially 
for human’s intuitive operation. In addition, are video or audio instructions better 
than graphical or written instructions? Clearly, the answer to the last question is sit-
uation-specifi c. For example, when assembling furniture, it is better to have dia-
grams, but when asked to perform a play, it is better to have a script. Frequently, a 
mix is better than one individual modality, thus the question may become, what is 
the better mix of different type of instructions for a specifi c type of task?  

    How to Design Intuitive Human Computation Instructions/
Algorithms? 

 When two sets of instructions are equally understandable for humans, how do we 
measure intuitiveness? In the following example, we are going to use a  sorting  oper-
ation, which is a classical problem with multiple algorithms with similar average- 
case time complexity, to illustrate the difference in intuitiveness. We are not 
suggesting using human as computing resources for sorting operations. When writ-
ing instructions for humans asked to perform a  sorting  operation, is a bucket sort 
more intuitive than quick sort? One might measure the “intuitiveness” of an algo-
rithm by the time for humans to understand the instructions. This measure is particu-
larly important in situations where understanding the instructions can become the 
bottleneck for humans performing the task. In the sorting example, if a human takes 
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10 s to understand a bucket sort and 5 min to understand quick sort, on fi rst encoun-
tering it, with clear instructions, and a human takes 30 s to perform a bucket sort and 
28 s to perform quick sort, we can still conclude that bucket sort is more intuitive 
than quick sort hence it performs better in terms of time. However, we should also 
consider quality and cost as performance measurements. We might hypothesize that: 

 Hypothesis: The Intuitiveness (measured by function  I ) of a human computation 
algorithm predicts the effi ciency (for quality, time AND cost) with which humans 
will implement <tasks A, B and C>. 

 The question is, what might functions I and X plus tasks A, B and C actually be? 
 This is pretty complex because performance related psychological effects such 

as the anchoring effect, the Yerkes-Dodson law ( 1908 ), and learning effect could all 
play a role. As we discussed earlier, the anchoring effect affects accuracy of the 
human computation. Yerkes-Dodson law states that performance increases with 
motivation, but only to a point. Performance decreases after that point even with 
higher motivation. Humans also perform better with familiar tasks because they 
learn from the past experience (Ebbinghaus  1885 ). With all the psychological 
effects in play, it is obviously a diffi cult hypothesis to validate. In addition, the pre-
sentation of the task to test this hypothesis is also absolutely critical so that read-
ability becomes a controlled variable.  

    Once an Intuitive Algorithm Is Designed, How Will It Scale 
with Input Size? 

 In computational complexity analysis, different complexity affects the ability to 
scale. . In other words, even if we could directly compare input size, it may well be 
that some polynomial-time problem families take hours to solve when the size is n 
for some small n, yet, some NP families take only seconds for the same size n. Then 
scaling comes in because the polynomial-time family still only takes hours for size 
1,000 n yet the NP family takes centuries for 1,000 n. 

 What about scaling for humans taking short term memory limitation in consider-
ation? One idea could be adding computer help to reduce the input size. For exam-
ple, when asking human to compare 10,000 images and answer whether they are all 
taken at the same city, an image clustering algorithm can pre-process the 10, 000 
images to reduce it to a reasonable number within human’s short term memory limi-
tations. However, in the recent attempt of formalizing complexity theory and clas-
sifi cation of AI-complete problems (Shahaf and Amir  2007 ), the short term memory 
limitation was not addressed. The same complexity notion is used to analyze ‘Human 
Assisted Turing Machines’. This might not be a problem when input size is rela-
tively small, but certainly does not incorporate the cognitive limitation of humans. 

 In conclusion, there is still a long way to go for human computation researchers 
to fully explore the richness of human’s cognitive operations. A lot of open ques-
tions remain to be answered regarding the design of intuitive yet scalable human 
computation algorithms.     
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           Introduction 

 Human computation is increasingly becoming mainstream and commonplace in 
collaborative computing environments. This is partially due to the success of appli-
cations such as ‘games with a purpose’ (von Ahn  2006 ) (a game wherein two people 
need to agree on a common set of keywords which they associate with images) and 
the success of commercially available crowdsourcing platforms such as Amazon 
Mechanical Turk (AMT) (Amazon  2013 ). Human computation and crowdsourcing 
are often used interchangeably to address problems that computers cannot yet tackle 
on their own in an effi cient manner (von Ahn  2006 ). In a similar spirit, crowdsourc-
ing is commonly defi ned as  ‘the act of taking a job traditionally performed by a 
designated agent and outsourcing it to an undefi ned, generally large group of  people 
in the form of an open call’  (Howe  2006 ). A recent taxonomy and survey (Quinn 
and Bederson  2011 ) overviews existing literature in the context of human computation 
and crowdsourcing. 

 Many crowdsourcing systems have recently emerged on the World Wide 
Web (Doan et al.  2011 ) including CrowdFlower ( 2013 ), oDesk ( 2013 ), 
ClickWorker ( 2013 ), SmartSheet ( 2013 ), and SpeechInk ( 2013 ). These platforms 
allow people to work on tasks such as transcription of spoken language into text, 
translation of text, tagging of images, and coding as well as integration of scripts 
and APIs. By nature, platforms on the World Wide Web are under constant fl ux and 
change. Also, human computation and crowdsourcing platforms are dynamic with 
people around the globe joining and leaving communities (Ipeirotis  2010 ). Thus, it 
is essential to account for the dynamics in the availability of a large-scale human 
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workforce, changing skills of crowd workers, and changing requirements with regards 
to the underlying communication protocol. 

•  Protocols for human computation and crowdsourcing have to account for these 
dynamic aspects by supporting      adaptive (fl exible) interactions that may span 
numerous human and software services as well as a range of devices,  

•   Monitoring and logging mechanisms to observe the environment and ongoing 
interactions and  

•   A crowd worker discovery mechanism based on workers’ capabilities, evolving 
skills and availability constraints.    

 In previous work we proposed service-oriented computing principles to address 
the challenges of human computation and crowdsourcing in large-scale environ-
ments.  Mixed service-oriented systems  (Schall  2011 ) consist of Human-Provided 
Services (HPS) (Schall et al.  2008 ) and Software-Based Services (SBS) that can be 
composed to jointly solve crowdsourcing tasks (Schall  2012 ). The novelty of 
mixed service-oriented computing environments is the application of social 
 principles to coordinate the execution of human tasks within open Web-based 
 systems. Existing XML-based industry standards such as WS-HumanTask (WS-
HT) (Amend et al.  2007 ) and Bpel4People (B4P) (Agrawal et al.  2007 ) can be 
integrated into mixed service-oriented systems to support the coordination of a set 
of distributed human tasks.  Non-functional requirements  play an essential role for 
the integration of these standards in open computing environments because of the 
inherent dynamic nature of Web-based systems. Our prior work (Schall  2012 ) 
 provides the basis for the following discussions on service-oriented protocols for 
human computation. 

 We start with an overview of the system context in section “System Context 
Overview” detailing the environment in which human computation is performed. In 
this work we discuss the basic functional and non-functional protocol requirements 
with regards to human computation (see section “Basic Protocol Requirements”). 
Based on the basic protocol requirements we describe the mapping of human inter-
actions onto a service-oriented infrastructure in section “Service Oriented Protocol”. 
This is detailed at a technical level by providing an actual XML-based description 
of a Human-Provided Services interface.  

    System Context Overview 

 A general system context overview is provided by Fig.  1 . Fig.  1  shows various actors 
and their roles and a set of architectural building blocks. The essential roles within 
a human computing or crowdsourcing environment are listed and described in the 
following.

•      Platform Provider : the platform provider (not shown in Fig.  1 ) is responsible for 
providing and maintaining the crowdsourcing platform. The platform provider 
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must also ensure that enough workers are available for task processing (e.g., by 
providing incentive mechanisms) and that requesters post enough tasks so that 
workers are able to obtain rewards.  

•    Requester : the requester sends human tasks to the platform. The requester may 
be a person who wishes to crowdsource a set of tasks or a software agent that 
needs to outsource certain steps in a computational process to a human. The 
requester typically pays a monetary reward to the workers as well as the platform 
provider.  

•    Worker (HPS) : the worker or Human-Provided Service (HPS) (Schall 
et al.  2008 ) either claims or receives a human task. The HPS concept enables the 
seamless integration of human capabilities into a service-oriented human com-
putation or crowdsourcing environment (Schall  2012 ). An HPS can be discov-
ered like an SBS. However, interactions with an HPS need to be performed in a 
manner suitable for a human. The result of the human task is returned by the HPS 
and delivered to the requester.    

 From a technical point of view, various building blocks are needed to realize a 
service-oriented platform for human computation. First, we briefl y discuss two 
building blocks that common systems such as AMT implement to realize a market-
place for task-based crowdsourcing. However, market-based crowdsourcing is not 
focus of this work. 

•     Requester Portal : the requester has the ability to create new tasks and monitor 
the progress of human tasks using a Web-based portal.  

•    Task Marketplace : human tasks may be presented in the task marketplace. 
Workers (HPS) have the ability to discover and claim new tasks that are available 
through the marketplace.    

Requester Worker (HPS)

«block»
Service Oriented
Middleware for

HComp

«block»
Task Marketplace

«block»
User Device

«block»
Task Management

«block»
HPS Registry

«block»
Requester Portal

«block»
API

  Fig. 1    Main architectural building blocks       
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 The following building blocks can be found in a service-oriented human 
 computation environment: 

•     API : The requester has the ability to create human tasks through the API 
 programmatically. This allows to integrate human computation techniques into 
existing infrastructures.  

•    Service Oriented Middleware for HComp : The middleware implements features 
such as HPS discovery, asynchronous interaction support, monitoring and mining 
of interactions.  

•    Task Management : The task management provides a standardized interface to 
create and manipulate task instances. For that purpose, existing standards such as 
WS-HT (Amend et al.  2007 ) can be adopted that already defi ne the various states 
of generic human tasks.  

•    HPS Registry : A Human-Provided Service can offer the capability to, for example, 
‘translate documents’, ‘perform document review’, or ‘provide help and support’. 
The HPS Registry helps to discover the demanded service by performing a lookup 
procedure.  

•    User Device : Workers have the ability to use their preferred device to interact 
with the system. This may demand the adaptation of the user interface.     

    Basic Protocol Requirements 

 In this section we discuss the most important functional and non-functional require-
ments of a service-oriented protocol for human computation. 

  Functional requirements  include:

    1.    The protocol must support  asynchronous interactions  between requesters and 
workers (HPS). Humans operate at a different speed than software services and 
thus all interactions should be performed asynchronously. This is true for most 
interactions where human input is needed.   

   2.    The protocol must support seamless  interactions and composition of human and 
software services . A seamless infrastructure integrates the capabilities of people 
and software services to perform computation in a hybrid service-oriented 
system.   

   3.    The protocol must support  well defi ned interfaces  that defi ne the possible inter-
actions. Well defi ned interfaces help to discover the appropriate service (HPS).    

   Non-functional requirements  must be defi ned to provide assurance with regards to 
different qualities: 

     1.    The requester must be able to explicitly state non-functional requirements in 
form of  service-level agreements (SLAs) . SLAs must be stated so that the mid-
dleware platform is able to interpret and enforce the negotiated agreements.   
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   2.    All  interactions must be monitored  to provide historical information that can be 
used for later analysis. Indeed, monitored information is only used by the plat-
form itself to perform, for example, ranking and selection of the most suitable 
HPS. Selecting skilled workers helps to improve or guarantee the quality of 
delivered task results.   

   3.     Interactions must support fl exibility  to enable load balancing and delegation. 
Since human tasks may arrive in an unpredictable manner (bursts), HPSs must 
be able to perform task delegation to balance their workload. This should be 
assisted by the platform to help fi nding the appropriate delegation receiver.     

 The following section details the protocol and describes how the presented func-
tional and non-functional requirements are satisfi ed by the protocol.  

    Service Oriented Protocol 

 We propose the application and extension of existing Web service standards for 
human computation and crowdsourcing. Here we present a concrete HPS interface 
example and discuss how the discussed requirements are addressed by the proposed 
protocol and Web service standards. 

  Technical description.  Technical service interfaces are typically described by 
using the well-established Web Services Description Language (WSDL). 1  WSDL 
interfaces help to discover and invoke services through a late binding mechanism. 
The very same description language can be used to describe an HPS. 

 Listing  1  shows the defi nition of a WSDL interface of a  translation service  (to 
translate a document from one language to another) that is used to interact with 
people in a service-oriented manner. Using WSDL as the interface description lan-
guage brings the important advantage that the same standard is used to describe 
both HPS and software services (SBS). The WSDL in Listing  1  is automatically 
generated by the Service Oriented Middleware for HComp (see Fig.  1 ). It shows 
also the structure of the complex data type that is passed to the HPS to perform the 
actual task. Type information is used to automatically generate XML-based graphi-
cal user interfaces using forms technologies (see XForms 2 ).

   Notice, human task related information in managed by a separate task management 
service and is not depicted by the presented HPS interface. Task management can be 
implemented as a WS-HumanTask infrastructure (see Amend et al.  2007 ; Schall  2012 ). 
This allows for a clear separation of the generic task model (task states, transitions, etc.) 

1   http://www.w3.org/TR/wsdl 
2   http://www.w3.org/MarkUp/Forms/ 
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and the actual application specifi c service (HPS) model. Thus, HPSs can be designed at 
any time and registered with the HPS registry (see Fig.  1 ). 

 The elements in Listing  1  are used for the following purpose: 

•     docTitle : defi nes the name of the document to be translated by a human.  
•    docUri : contains the location (e.g., link to a document repository) where the 

document can be downloaded from.  
•    length : the length (number of words) of the document.  

1 <wsdl:definitions name="TranslationService" ...>
2 <wsdl:types>
3 <xs:schema elementFormDefault="unqualified" tns="http://...">
4 <xs:element name="assignProcRequest"
5 type="tns:assignProcRequest" />
6 <xs:element name="getStatus" type="tns:getStatus" />
7 <xs:element name="getProcResult" type="tns:getProcResult" />
8 <!−− responses omitted−−>
9 <xs:complexType name="desc">

10 <xs:element name="docTitle" type="xs:string" />
11 <xs:element name="docUri" type="xs:string" />
12 <xs:element name="length" type="xs:string" />
13 <xs:element name="language" type="xs:string" />
14 <xs:element name="translation" type="xs:string" />
15 <xs:element name="translationUri" type="xs:string" />
16 <xs:element name="mimeType" type="xs:string" />
17 <!−− further details omitted−−>
18 </xs:complexType>
19 <!−− other types... −−>
20 </xs:schema>
21 </wsdl:types>
22 <wsdl:message name="assignProcRequest">
23 <wsdl:part element="tns:assignProcRequest" name="params" />
24 </wsdl:message>
25 <!−− messages... −−>
26 <wsdl:portType name="TS">
27 <wsdl:operation name="assignProcRequest">
28 <!−− in−/output... −−>
29 </wsdl:operation>
30 </wsdl:portType>
31 <wsdl:binding name="TSSoapBinding" type="tns:TSService">
32 <soap:binding style="document" transport="http://schemas..."/>
33 <!−− operations... −−>
34 </wsdl:binding>
35 <wsdl:service name="TSService">
36 <wsdl:port binding="tns:TSSoapBinding" name="TSPort">
37 <soap:address location="http://somehost:8080/..."/>
38 </wsdl:port>
39 </wsdl:service>
40 </wsdl:definitions>

  Listing 1    Interface description of human translation service: description is used to defi ne com-
plex data types and to support discovery of HPS       
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•    language : specifi es the language in which the document is written.  
•    translation : the target language to be translated to (e.g., provide translation 

from German to English).  
•    translationUri : the location (repository) of the translated document. The 

person translating the document may provide an alternative location that can be 
requested via the Web service operation  getProcResult .  

•    mimeType : states the acceptable format of the translated document (e.g., PDF, 
Word document, or plain text).    

 To support monitoring and logging, interactions are captured through XML 
 message interceptors deployed within the service runtime environment. Messages 
are saved in a log database for analysis. An example interaction log is shown by 
Listing  2 , which includes various message header extensions for message correla-
tion and context-aware interaction analysis.

   The purpose of the most important extensions is outlined in the following: 

•     Timestamp  captures the actual creation of the message and is used to calculate 
temporal interaction metrics, such as average response time.  

•    TaskUri  describes the context of interactions based on the task performed by 
the user. The  TaskUri  helps to correlate messages and task context.  

•    MessageID  enables message correlation, i.e., to properly match requests and 
responses.  

•    WS-Addressing  extensions, besides  MessageID , are used to route requests 
through the collaborative (social) network. Routing is performed through delega-
tion but can also be assisted by the middleware through a rule based system.    

1 <soap:Envelope
2 xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/"
3 xmlns:hps="http://www.danielschall.at/hps/">
4 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
5 xmlns:wsa="http://schemas.xmlsoap.org/ws/.../addressing>"
6 <soap:Header>
7 <hps:Timestamp value="2013-03-07T17:24:18"/>
8 <hps:TaskUri="http://.../HumanTask#42"/>
9 <wsa:MessageID>uuid</wsa:MessageID>

10 <wsa:From>http://.../Actor#Actor1</wsa:From>
11 <wsa:To>http://.../Actor#Actor2</wsa:To>
12 <wsa:ReplyTo>http://.../Actor#Actor3</wsa:ReplyTo>
13 <wsa:Action>http://.../Type/Translate</wsa:Action>
14 </soap:Header>
15 <soap:Body>
16 <hps:Request>
17 <!−− request omitted−−>
18 <hps:keywords>document, translation</hps:keywords>
19 </hps:Request>
20 </soap:Body>
21 </soap:Envelope>

  Listing 2    HPS message log example: logs are used to perform analysis of interactions       
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  Addressing functional and non-functional requirements.  The functional and 
non-functional requirements are satisfi ed as follows: 

•    Asynchronous interactions (see functional requirement 1) are supported through 
the operations  assignProcRequest  and  getProcResult .  

•   Interactions and composition of human and software services (see functional 
requirement 2) are supported because the same technical standards and frame-
work are used.  

•   Well defi ned interfaces (see functional requirement 3) are supported through the 
use of well defi ned XML-based WSDL interfaces.  

•   Service-level agreements (see non-functional requirement 1) are technically sup-
ported through the Web services stack. A detailed discussion is provided 
in Schall ( 2012 ).  

•   Interactions are monitored (see non-functional requirement 2) to provide mecha-
nisms for temporal analysis, message and task correlation, and fi ne-grained 
expertise analysis.  

•   Interactions can be performed in a fl exible manner (see non-functional require-
ment 3) through delegation patterns (at the technical level, WS-Addressing 3  
mechanisms help to route messages).     

    Conclusions 

 In this chapter we have discussed service oriented protocols for human computa-
tion. Service oriented protocols help implementing applications for human compu-
tation such as the presented translation service and other possible applications such 
as GWAP. The main advantage of service oriented protocols is the potential integra-
tion of crowdsourcing into business environments that are based on Web services 
technologies and related BPM standards. Interface design of human-based services 
is an important issue. Using the Web service description language in combination 
with SOAP is an effort to standardize interface descriptions for human computation. 
These formal XML-based standards help defi ning domain concepts as data types in 
a rigorous manner. Other more Web-centric data formats such as JSON based data 
types may also be used to exchange task requests with human-based services. 
However, these formats currently lack a standardized approach for describing ser-
vice interfaces. Web-centric data formats in the context of human computation will 
be analyzed in our future work.     

3   http://www.w3.org/Submission/ws-addressing/ 

D. Schall
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        Introduction 

 Many emerging crowdsourcing/human-computation applications, including GWAPs 
(von Ahn and Dabbish  2008 ) (e.g., the ESP game) and Q&A services (e.g., Yahoo! 
Answers), are  data-centric .    They need humans to input, manage, and process data. 
In addition, computation is not necessarily closed in machines in most of data- 
centric applications today. To appropriately design such applications, it is important 
to explicitly handle data-centric computations of  both  humans and machines. 

 This chapter addresses a computing platform for cybernetic dataspaces. Here, we 
use the term  cybernetic dataspace  to emphasize that we explicitly deal with data- 
centric computations of both of humans and machines. 

 The chapter is organized as follows. First, it discusses a database-oriented 
view of cybernetic dataspaces, in which we consider humans to be  data sources  
in the space. Second, we introduce a database abstraction, called CyLog 
(Morishima  2010 ; Morishima et al.  2011 ), which is one of the fi rst languages to 
handle humans as data sources. CyLog is unique in that it models humans as  ratio-
nal data sources  that behave rationally in the given incentive structure so that CyLog 
can naturally incorporate human intelligence into data-centric computation without 
losing a well-defi ned semantics. Finally, we explain Crowd4U, a computing plat-
form for cybernetic dataspaces. Crowd4U was developed as a crowdsourcing 
 platform for academic purposes and can run applications written in CyLog. CyLog 
and Crowd4U are being developed as part of the FusionCOMP project that started 
in 2009. This chapter describes a snapshot of this project as of March 2013. Because 
FusionCOMP is an ongoing project, the designs of CyLog and Crowd4U are subject 
to change in the future.  

      CyLog/Crowd4U: A Case Study 
of a Computing Platform for Cybernetic 
Dataspaces 

             Atsuyuki     Morishima       

        A.   Morishima      (*) 
  University of Tsukuba ,   Tsukuba ,  Japan   
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    A Database-Oriented View of Cybernetic Dataspaces 

 To explicitly handle human/machine computation, we need  abstractions  to describe 
such computation. Examples of such abstractions range from the formal models of 
computation to executable programming languages, and a good abstraction serves 
as a powerful tool both in theoretical research and software development. However, 
existing abstractions for computation have been designed only to describe the 
behavior of computers and do not offer tools for modeling people as components of 
computation. Human computation is out of the scope of languages; the logic of 
interaction with people needs to be implemented from scratch using primitive func-
tions (e.g., GUIs or command-line interfaces) or crowdsourcing APIs (e.g., Amazon 
Mechanical Turk). More importantly, it is diffi cult to analyze or predict the behavior 
of the entire system that involves machine and human activities. 

 A fundamental question is whether we can develop a  principled  abstraction for 
data-centric human/machine computations. There have been some previous attempts 
to develop abstractions for human/machine computations. For example, CrowdForge 
(Kittur et al.  2011 ) uses the map-reduce abstraction to describe crowdsourcing 
applications. CrowdLang (Minder and Bernstein  2012 ) is a language that uses con-
trol and data fl ows to describe human/machine computation. The development of 
such abstractions, however, is still in its infancy. 

 An approach to develop such abstractions is to adopt and extend database abstrac-
tions and consider humans as  data sources . There are at least two types of 
approaches. The fi rst type, which we call the pure database approach here, is to 
allow humans to participate in the process of database queries, generally focusing 
on  data independence  in the presence of human data sources. Most existing work, 
including CrowdDB (Franklin et al.  2011 ), Qurk (Marcus et al.  2011 ), and Deco 
(Parameswaran et al.  2012 ), allows the humans to join the execution of SQL-like 
queries while there exists a study that uses Datalog-like formalism for discussing 
query processing involving humans (Parameswaran and Polyzotis  2011 ). In short, 
they try to construct the traditional database layer on top of human/machine com-
puting resources, as shown in the left-hand side of Fig.  1 . The database abstraction 
layer tries to give programmers the view in which the humans in the dataspace are 
considered to be a data source as a whole, so that they can submit queries to the 
system in the same way as to the traditional database management systems. Then, 
the processor delegates the operations that are diffi cult for a machine to process 
(e.g., subjective comparisons) to humans. 

   The second type, which we call the extended database approach, is to  extend  
database abstractions for explicitly providing the means to utilize the power of 
human data sources, in order to design a wider range of data-centric applications 
that are more complex than traditional database queries (see the right-hand side of 
Fig.  1 ). CyLog is such an example; it has several extensions for utilizing human 
intelligence to implement a wider range of data-centric applications. As demon-
strated in Morishima et al. ( 2012 ), CyLog can implement (1) a program for extract-
ing structured data from tweets, in which the main contributor of data extraction is 

A. Morishima



563

gradually changed from the crowd to the machine, and (2) a program for collecting 
data, in which humans participate in the process of identifying manageable small 
tasks to solve a bigger problem.  

    CyLog: A Programming Language for Cybernetic Dataspaces 

 In this section, we provide a brief introduction to CyLog, a programming language 
designed to provide a principled abstraction for describing, analyzing, and execut-
ing programs in cybernetic dataspaces. CyLog is a rule-based language with syntax 
similar to that of Datalog (Ceri et al.  1989 ), a data-oriented variant of Prolog. 
However, an essential difference in CyLog and existing languages is that CyLog 
handles human computation as a fi rst-class component and allows us to  design and 
analyze  the behavior of users, whereas others give no hints on whether the users will 
behave in an expected manner. 

 CyLog assumes that a relational database exists in the cybernetic dataspace, as shown 
in the right-hand side of Fig.  1 . The database has a set of  relations  (tables) each of which 
stores a set of  tuples  (rows) that conform to the  schema  of the relation. For example, as 
shown in Fig.  2 , a database can have a relation called  Image ; the schema is identifi ed as 
 Image(fi lename, year)  and has an example set of tuples  { (fi le1.jpg, 2010), 
(fi le2.jpg, 2013)} . Figure  2  illustrates the relation in a tabular form. 

   A key idea of CyLog is that it provides the means to partly abandon the  closed 
world assumption , which is adopted by most existing database and logic-based pro-
gramming languages. With this assumption, we assume that a fact does not hold in 
the real world if the database has no data to represent that fact. For example, if there 
is no information on a student in the student database of a university, we assume that 
there is no such student in the university. In contrast, CyLog allows data to be  open  
in that when the data is not stored (or cannot be derived) in the database, it tries to 

  Fig. 1    Approaches based on database abstractions to deal with human data sources. The pure 
database approach (in the  left-hand side ) tries to give the programmer a view to which he can 
submit database queries, and tries to realize data independence in the presence of human data 
sources. The extended database approach (in the  right-hand side ) extends the traditional database 
abstraction to explicitly provide the means to utilize the power of human data sources to design a 
wider range of data-centric applications       
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extend the world by asking people whether or not a fact holds true. Therefore, it can 
naturally incorporate the processes of interactions with people in the language design. 

 However, it quickly becomes non-trivial to provide well-defi ned semantics in the 
presence of human computations. CyLog borrows concepts from game theory to 
model humans as novel  rational data sources , which behave rationally within the 
given incentive structure. Because incorporating a feedback system is essential to 
the use of game theory in defi ning the semantics of computation not closed in 
machines, CyLog has a built-in reward system at the language level. In addition, 
CyLog allows programmers to describe the incentive structure as the  game aspect  
so that the code to implement the incentive structure is separated from that for the 
other logics in the program. This makes it easy to implement, analyze, and maintain 
the incentive structures. 

    Rule-Based Language with Open Predicates 

 The main component of a CyLog program is the set of  rules , each of which has the 
form  head   <-   body  ;  Each rule specifi es that, for each combination of tuples satisfy-
ing the conditions specifi ed in the  body , we insert some other tuple into the relation 
specifi ed in the  head . For example, assume that we have the  Image  relation shown 
in Fig.  2 . Then, CyLog rule 

 Image2013(fi lename) <- Image(fi lename, year), year=201 3; 

 inserts a tuple  (fi le2.jpg)  into the relation having schema  Image2013(fi lename)  
because we have a tuple  (fi le2.jpg, 2013)  in the  Image  relation. 

 In CyLog rules, these relations (e.g.,  Image ) are called  predicates , and a predicate 
followed by its arguments (e.g.,  Image(fi lename, year) ) is called an  atom . A rule 
without a  body  is called a  fact , which means that the tuple specifi ed in the  head  is 
inserted into the database without any condition. For example, the CyLog fact 

 Image(fi lename:"File3.jpg", year:1999); 

 inserts the tuple  (File3.jpg, 1999)  into the  Image  relation. 
 CyLog allows predicates to be  open , which means that the decision as to whether 

a tuple exists in the relation is performed by humans when the data cannot be derived 
(computed) from the data in the database. For example, to solicit humans to provide 
keywords to label the images stored in the  Image  relation, we can write the follow-
ing rule: 

 Label(fi lename, keyword)/open <- Image(fi lename); 

filename year

file1.jpg 2010
file2.jpg 2013

  Fig. 2    Relation  Image         
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 Here the value of the attribute  keyword , which does not appear in the rule body, will 
be given by humans. As explained later, Crowd4U, which is a crowdsourcing platform 
that can run CyLog programs,  crowdsources  providing values for open predicates. 

 Note that human resources are not always available, and the computing power of 
humans widely varies. One of the advantages of the rule-based language is that it 
has an affi nity toward the asynchronous and parallel nature of human computation 
and crowdsourcing. For example, the above rule naturally describes parallel execu-
tions to compute keywords for more than one image.  

    Rational Datasources 

 In this section, we explore how the semantics of open predicates are defi ned. The 
key problem is that the human factors affect program executions. Because people 
might lie and need motivation to participate in the computation, it is diffi cult to 
predict the execution results. One possible approach is to consider people as  ratio-
nal  data sources. By “rational,” we mean that people provide data in a way that is 
consistent with the expected rewards. CyLog adopts terms and concepts from game 
theory to not only implement but also  design and analyze  the appropriate behavior 
of rational data sources. CyLog is therefore unique because other languages provide 
no hints as to whether users will behave in the expected manner. 

  Games  are abstract concepts that have been studied well in the literature from 
both theoretical and practical aspects, and game theory is known to be useful when 
discussing not just real “games” but any system that involves incentive structures, 
such as networks, auctions, and GWAPs (Jain and Parkes  2009 ; Shoham  2008 ). 

 As an example, we discuss a simplifi ed version of the ESP game (von Ahn and 
Dabbish  2008 ), which we call the sESP game. In the game, an image is shown to 
two players, and each player is required to predict keywords that the other would 
give for the same image. If the given keywords match with each other, the players 
are rewarded, and the matched keyword will be used for the label of the image. 

 A game is often written as a  payoff matrix ; Fig.  3  shows a part of the payoff 
matrix of the sESP game (only two terms are shown in the matrix). The Y and X 
axis show the possible actions of Player A and B, respectively. The matrix shows 
that each player can enter  cricket  or  baseball  for a given image. It also describes 
how payoffs are given to players. In each cell, ( v  1 ,  v  2 ) means that Players A and B 
receive  v  1  and  v  2  as their payoffs when they choose certain actions. In the sESP 
game, if they give the same term, they receive the payoffs. 

   Figure  4  illustrates the same sESP game in a tree style called the  extensive form  
(Vega-Redondo  2003 ). Each  path  from the root to a terminal node corresponds to 

Player A/Player B cricket baseball

cricket (1,1) (0,0)
baseball (0,0) (1,1)

  Fig. 3    Payoff matrix for the 
sESP game       
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each cell in the matrix shown in Fig.  3  and represents a possible play of the game. 
The leaf nodes are associated with payoffs to the players. The dotted circle means 
that the player B does not know the choice Player A took for his/her action. 

   To model humans as data sources, we consider the actions that the players chose 
to be values for open predicates. Then, we defi ne the semantics of open values as 
actions in the  solutions  of the game (Vega-Redondo  2003 ), which are the paths 
taken by rational workers. For example, the solutions of the sESP game are the 
paths in which the players provide the same term (bold line). 1  Therefore, it is impor-
tant to maintain the information on the path in each game play. We also extend the 
game to associate an  output value  with each terminal node. For example, Fig.  5  
shows the sESP game using the extensive form associated with output values. We 
call such a game with output values a  data game . The output value of a data game 
is defi ned as the output value of the solution. 

1   In reality, some terms are more likely to be chosen and therefore the expected payoffs are 
different. 

cricket
Player B (1, 1)

cricket baseball

Player A

baseball cricket

(0, 0)

(0, 0)

baseball

(1, 1)

  Fig. 4    Extensive form       

cricket
Player B

(1, 1) cricket

cricket baseball
Player A

baseball cricket

(0, 0) null

(0, 0) null

baseball

(1, 1) baseball

  Fig. 5    Data game       
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       Game Aspects 

 Programmers implementing a game need to write code to maintain paths of the 
game and compute output values and payoffs to players; however, if we use other 
general-purpose programming languages to implement games, the code tends to 
become more diffi cult to read, analyze, and tune. The reason here is two-fold. First, 
the code fragments related to games are implicitly encoded in many different parts 
of the program. In general, programmers can implement more than one incentive 
structure in a program. In some cases, the code for an interaction with humans may 
be associated with more than one game (i.e., the code for different games overlap in 
the program). Even in the case that a program implements only one game structure, 
the code to maintain paths and compute payoffs are not localized. Second, the func-
tions to implement games are repeatedly implemented in different programs. 

 An important principle in software development is the  separation of concerns . 
CyLog is unique in that it introduces the  game aspect  that separates the code for the 
incentive structures from the other set of logic encoded in the program. The game 
aspect describes the incentive structures at one particular place in the code. Then, 
the codes to maintain the path of each game play and to compute payoffs and values 
are automatically generated from the aspect description so that the programmer 
does not have to manually write the code for implementing the incentive structures. 
This allows programmers to write, analyze, and tune the incentive structures for 
rational data sources more easily. 

 As an example, Fig.  6  shows a fragment of a CyLog program that implements the 
sESP game. The code consists of two parts. The  Rule  part contains a set of CyLog 
rules. The fi rst rule solicits humans to input keywords for the given image, and the 
second uses the inputs to compute a label for the image. The  Game  part describes the 
game aspect of the sESP game. In the description of the game aspect, each game is 
identifi ed by a function called a  Skolem function . For example,  g(fi lename)  is the 
Skolem function for the sESP game, which means that a game is created for each 
specifi ed parameters (namely, a game is created for each image specifi ed by  fi le-
name ). We call each game a  game instance . In the description,  g(fi lename)@
time(10)  specifi es that the game instance ends in ten seconds. 

   For each game instance, a special table called a  path table  is automatically con-
structed. The path table maintains the  path  of the play of the game instance to show 
how the game reached the last state. The relations specifi ed in  { ..}  (e.g., 
 LabelInput  in Fig.  6 ) supply tuples inserted to the path table. Given the descrip-
tion of the game aspect in Fig.  6 , (1) a game instance is created for each image fi le, 

Rule:
LabelInput(filename, keyword)/open <- Image(filename);
Label(filename, keyword:g(filename)) <-Image(filename), g(filename)@end;

Game:
g(filename)@time(10): duplicate, {LabelInput}

  Fig. 6    A simplifi ed ESP game       
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(2) a path table is constructed for the game instance, and (3) the inputs to the 
 LabelInput  are inserted into the path table to be recorded as the choices of play-
ers. Fig.  7  shows an example of the path table. It has the schema P( order , date, 
player, rel, action), and each tuple in the table records when and who entered the 
open values for  LabelInput . 

   In the  Game  part of Fig.  6 ,  duplicate  is the  game aggregation  used in the game. 
A game aggregation is a function that implements a data game and computes the 
payoffs to players and the output values. Some game aggregations are predefi ned in 
the CyLog library. The  duplicate  implements the same data game as that in Fig.  5  
except that it extends the table with an infi nite number of players and terms (values). 
Assuming that people behave rationally, it is expected that the value is computed by 
the solutions with the aggregations. Assume that we have the path table shown in 
Fig.  7 . With  duplicates , the payoff values for  Kate ,  Ann , and  Pam  are 1, 1, and 0, 
respectively, because  Kate  and  Ann  agreed on the values. The output value is 
 cricket , which is the value given by both  Kate  and  Ann . 

 The payoffs and output values produced by the game aggregations are consumed 
as follows. First, payoffs are given to the players at a specifi ed time. By default, the 
payoffs are given to them when the game ends. Second, output values are consumed 
by rules in the rule part. For example, the output value of game  g(fi lename)  is 
consumed by the second rule in Fig.  6 . The “ keyword:g(fi lename) ” in the head 
specifi es that the value of the  keyword  attribute is the output value of the game 
identifi ed by  g(fi lename) .   

    Crowd4U: A Platform for Cybernetic Dataspaces 

 Crowd4U is a crowdsourcing platform that has an engine for executing CyLog 
code, and is designed to harness the power of people in academia. Crowd4U  crowd-
sources  input values for open predicates through the scripts placed primarily on the 
Web sites of universities. This section explains the highlights and the architecture of 
Crowd4U. 

    Highlights of Crowd4U 

     1.     Platform being Developed by Universities:  To our knowledge, Crowd4U is 
one of the fi rst non-commercial, microtask-based crowdsourcing platforms 

Order Date Player Rel Action

1 10:10am Kate LabelInput cricket
2 10:11am Ann LabelInput cricket
3 10:12am Pam LabelInput baseball

  Fig. 7    Path table        
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being developed by universities. It is unique in several ways compared to other 
systems (e.g., Bossa offi cial website). First, Crowd4U provides a high-level 
abstraction for complex human/machine computation. Second, as explained 
later, it supports various task assignment and incentive structures including push/
pull-style task assignments. Third, Crowd4U microtasks can be performed at 
different Web sites via embedded scripts. As of March 2013, the collaborators 
are from 15 universities and the related scripts are embedded in many Web sites. 
Because many workers voluntarily perform tasks on Crowd4U, they are called 
 contributors . Many of these contributors are university students. Although con-
tributors are not required to create accounts on Crowd4U, the number of the 
accounts created is more than 230 as of March 2013. The estimated number of 
anonymous workers on Crowd4U is more than 1,000.   

   2.     Microtask-based Platform:  Crowd4U supports microtasks that contributors 
can perform in a short period of time. The microtasks are similar to human intel-
ligence tasks of Amazon’s Mechanical Turk. Programmers write CyLog codes to 
defi ne microtasks that contain open predicates and register them to the task pool 
of Crowd4U. Contributors perform the microtasks registered in the task pool.   

   3.     Non-commercial Ongoing Projects:  Crowd4U is hosting several non- 
commercial crowdsourcing projects. For example, L-Crowd is a project started 
by active LIS researchers in Japan to apply crowdsourcing technologies to library 
problems. In 2012, they designed microtasks to identify different books that have 
the same ISBN in an effort to clean the bibliography database of the National 
Diet Library (L-Crowd; National Diet Library). Another example is a project to 
develop a crowdsourcing solution for quickly understanding what happened in 
disaster scenes. Today, many people upload photos and movies on the Web. The 
project is trying to design microtasks to infer how a tornado moved in Tsukuba 
City in 2012, using the photos and movies uploaded on the Web.   

   4.     Various Incentive Structure:  Although Crowd4U is a microtask-based plat-
form, it is not a microtask market. Rather, Crowd4U microtasks are performed 
within a variety of incentive structures. For example, some contributors are 
 university students who perform microtasks when they try to download PDF fi les 
used in courses. Some of them perform microtasks driven by gamefi cation mech-
anisms (e.g., ranking of their contributions). Some of them happen to fi nd and 
perform microtasks when visiting Web sites that embed scripts to host micro-
tasks. Some of them perform microtasks by using “Crowd4U terminals” located 
on campus. In these ways, Crowd4U can serve as a testbed for various incentive 
structures.   

   5.     Advanced Functions Embedded in the Engine:  One of the purposes for which 
Crowd4U was developed was to implement advanced functions that are not incor-
porated in commercial crowdsourcing platforms. Crowd4U provides a suite of 
built-in functions to support CyLog programming. It provides functions to imple-
ment common game situations including majority votes, duplicate (coordination) 
games, and other data games with various types of incentive structures. Crowd4U 
also provides a RAD (rapid application development) tool for crowdsourcing 
applications. It has a facility to easily defi ne Web views that are associated to 

CyLog/Crowd4U: A Case Study of a Computing Platform for Cybernetic Dataspaces



570

open predicates and event invocations, making it easy to implement interactions 
with humans. In the future, we also plan to embed mechanisms to improve 
data quality.      

    Crowd4U Architecture 

 Figure  8  shows the architecture of Crowd4U, which is also described below.  Query 
Processing for Data-centric Complex Human/Machine Computations.  To exe-
cute complex data-centric crowdsourcing applications, Crowd4U supports the exe-
cution of CyLog codes by both machines  and  humans, interleaved with the execution 
of programs in general-purpose languages. It provides an API (Open Fact API) to 
invoke event signals to indicate that a new fact holds (i.e., a tuple exists in a rela-
tion), which allows us to naturally combine CyLog programs with other programs 
written in procedural languages. 

   The CyLog processor adopts a semi-naïve event-driven evaluation strategy in 
which the rules are evaluated in a bottom up manner; Crowd4U knows that a fact 
holds when it receives an event signal that indicates that the fact holds. Rules are 
processed as follows: when all of the atoms in a rule body hold, we need to deter-
mine whether the head of the rule holds. When the head is not open, the logic pro-
cessor evaluates the rule based on the fi rst-order predicate logic. Internally, it invokes 
an event signal to indicate that the head holds, and the result tuple is inserted into the 
database. When the head is open, humans are assumed to perform microtasks, which 
will call the open-fact API in order to indicate whether the fact holds or not. 

  Handling Rational Data Sources.  According to the behavior of workers during the 
program execution, the game manager provides values that represent payoffs. 
Currently, payoff values in Crowd4U are not monetary, but are visible to workers, 
showing the contribution of each worker. From our experience, non-monetary 

  Fig. 8    CyLog/Crowd4U architecture. The logic processor evaluates rules without open predi-
cates. The game manager manages data (e.g., payoffs) related to games. The open fact API pro-
vides the means for external codes to tell Crowd4U that some facts hold. The task pool manages 
the set of microtasks to be assigned to workers (contributors)       
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indicators to inform the workers of the value of their contributions work well on 
Crowd4U, and we have found that it is very important to make their contributions 
visible. Therefore, Crowd4U explicitly acknowledges the contributions of workers 
in different ways. We plan to make Crowd4U able to support monetary incentives in 
the future.   

    Lessons Learned and Discussions 

 Our experience shows that an integrated abstraction of human/machine computa-
tion is indispensable to achieve the non-adhoc development of software in cyber-
netic dataspaces. This section addresses some of the lessons learned. 

 There is an affi nity between rule-based languages and integration of human/
machine computations.  We have found that a rule-based language allows us to 
concisely describe data-centric applications. In particular, the rule-based language 
is appropriate to handle human computation in that (1) human computation is often 
asynchronous and the rule-based code does not impose unnecessary timing con-
straints, and that (2) complex human/machine interactions often require event-
driven executions that rule-based languages can implement in a straightforward 
way. In addition, describing the code as a set of rules brings fl exibility to data-cen-
tric human/machine computation. For example, allowing code to dynamically add 
and delete rules naturally achieves  higher-order crowdsourcing , in that humans not 
only contribute to data input, but also participate in program evolution. 

  The integrated abstraction has great potential.  We found that not only is the 
integrated abstraction indispensable for appropriately designing applications in 
cybernetic dataspaces, but also that it raises novel opportunities and challenges. The 
“open” predicates allow us to execute the same program in fl exible ways with dif-
ferent mixtures of human/machine computation. The feature is interesting in vari-
ous scenarios. For example, it is often the case that we need to quickly develop a 
software tool but there is no time to fully implement it. In such a case, the integrated 
abstraction allows us the seamlessly transfer from the human-powered tool to the 
fully automatic tool, by fi rst allowing humans to execute most of the program with 
open predicates, and then gradually replacing those open predicates with imple-
mented automatic functions. 

  Modeling humans as a data source is a challenge.  CyLog uses game theory to 
defi ne the semantics of rational data sources; however, games are not a magic wand. 
In some applications, it may be diffi cult to provide real benefi ts (e.g., points, money, 
and evaluation scores) to be modeled by payoff values. Humans are not necessarily 
rational; however, we believe that modeling humans as rational data sources is a 
good starting point because we have a theoretical background, and for some appli-
cations the concept of rational data sources works well. An interesting open ques-
tion is whether we can apply the results from other fi elds such as cognitive and 
behavioral sciences in mitigating the limitations of this rationality assumption.     
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        Introduction 

 A wide range of novel pervasive computing scenarios can be best modeled via a set 
of autonomous software components interacting on a locality scope. For example, 
an application related to monitoring an environment via ICT sensors and devices 
requires software components (i) deployed on sensors and autonomously adapting 
to environmental conditions, (ii) locally interacting to calibrate, verify each other 
fi ndings, and diffuse information. 

 A Multiagent systems is a software system naturally fi tting such a model. 
A multiagent system is composed of multiple autonomous entities (agents) interact-
ing with each other to realize a given application. Interactions in a multiagent sys-
tem are modeled as taking place within an environment representing the space 
where agents’activities take place (Weyns et al.  2004 ; Platon et al.  2006 ). In such a 
system, the environment is defi ned as a fi rst-class abstraction with the role of pro-
viding the surrounding conditions for agents to exist, the mediation of agent interac-
tions, and access to resources (Platon et al.  2006 ). In a number of research proposals, 
especially in the context of pervasive computing research, the environment is mod-
eled, realized and implemented by means of a software infrastructure for the provi-
sioning of a number of digital services comprising interaction and communication 
facilities, discovery, and life-cycle management. In pervasive computing, such an 
infrastructure is used by the agents to ubiquitously access services to support better 
interaction with the surrounding physical world and with the activities occurring in 
it. The environment infrastructure also support users in deploying customized ser-
vices, making the overall infrastructure as open as the Web currently is 
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Zambonelli ( 2012 ). Unfortunately, most of the solutions so far are proposed as 
“add-ons” to be integrated in existing frameworks (Babaoglu et al.  2006 ; Kari and 
Rozenberg  2008 ). The result is often increased complexity of current frameworks 
and the emergence of a contrasting trade-off between different solutions. 

 In our opinion, there is need to tackle the problem of modeling the environment 
of a MAS at the foundation, answering the following ambitious question: is it pos-
sible to conceive a radically new way of modeling integrated MAS and their execu-
tion environments, such that the apparently diverse issues of context-awareness, 
dependability, openness, fl exible and robust evolution, can all be uniformly 
addressed once, and for all, via a sound and programmable self-organization 
approach? The overall goal of the SAPERE ( Self Aware Pervasive Service 
Ecosystems ) project is to show that a novel positive answer to the above question 
exists, and it will try to go even further, by defi ning an innovative framework in 
which all the identifi ed issues can be solved via a limited set of “laws” embedded in 
the framework to support and rule its self-organizing activities. 

 The rest of this chapter is structured as follows: in section “The SAPERE 
Approach” we overview the main ideas at the base of SAPERE. In section “The 
SAPERE Software Infrastructure” we present the software infrastructure managing 
the environment associated with SAPERE applications. In section “Application 
Scenario: Environment Design” we present the modeling of an exemplary pervasive 
computing application focusing on crowdsourcing activities. In particular, we high-
light how the SAPERE environmental abstractions effectively support the design of 
such an application. Finally, section “Conclusions” provides some conclusions.  

    The SAPERE Approach 

 SAPERE takes its primary inspiration from natural ecosystems, and starts from the 
consideration that the dynamics and decentralization of future MAS will make it 
appropriate to model the overall world of services, data, and devices as a sort of 
distributed computational  ecosystem  (Viroli and Zambonelli  2010 ). 

 Specifi cally (see Fig.  1 ), SAPERE considers modeling and architecting a MAS 
environment (Weyns et al.  2004 ) as a non-layered  spatial substrate , laid above the 
actual pervasive network infrastructure. The substrate embeds the basic laws of 
nature (or  eco-laws ) that rule the activities of the system. It represents the environ-
ment on which individuals of different species (i.e., the agents) interact and com-
bine with each other (in respect of the eco-laws and typically based on their spatial 
relationships), so as to serve their own individual needs as well as the sustainability 
of the overall ecology. Users can access the ecology in a decentralized way to use 
and consume data and services, and they can also act as “prosumers” by injecting 
new data and services. 

   For the  agents  living in the ecosystem, SAPERE adopts a common model and a 
common treatment. All agents in the ecosystem (whether sensors, actuators, 
 services, users, data, or resources in general) have an associated semantic 
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representation, which is a basic ingredient for enabling dynamic unsupervised 
 interactions between components. To account for the high dynamics of the scenario 
and for its need of continuous adaptation, SAPERE defi nes such annotations as 
 “living”, active entities, tightly associated to the agent they describe, and capable of 
refl ecting its current situation and context. Such  Live Semantic Annotations  (LSAs) 
thus act as observable interfaces of resources, as well as the basis for enforcing 
semantic forms of dynamic interactions (both for service aggregation/composition 
and for  data/knowledge management). 

 The  eco-laws  defi ne the basic policies driving  reactions  among the LSAs of the 
various agents of the ecology. In particular, the idea is to enforce, on a spatial basis, 
and possibly relying on diffusive mechanisms, dynamic networking and composi-
tion of data and services. Eco-laws, in particular, support agent discovery and inter-
action by connecting (bonding) their LSAs; they support distributed operations by 
allowing LSAs to be spread and aggregated across the network; they also allow the 
deletion of unused LSAs for garbage collection. 

 Following the SAPERE approach, MAS design proceeds by coding the agents’ 
computation activities (business logic) and by specifying agents’ LSAs. The LSA of 
an agent comprises both a description of the agent current situation and capabilities, 
and a description of its needs and requests. 

  Fig. 1    The SAPERE Reference Architecture. The environment abstractions support agents’ activ-
ities and interactions, easing MAS design       
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 Once this specifi cation is realized, the SAPERE environment takes care of run-
ning the overall MAS. In particular, eco-laws will trigger reactions among the 
agents allowing them to execute their tasks.  

    The SAPERE Software Infrastructure 

 To turn the above described reference architecture into an operational one, a soft-
ware substrate should proactively mediate interactions between components (i.e., in 
general terms, all those active agents that participate to the ecosystems). That is, it 
should act as an active environment in which to store the continuously updating 
LSAs of agents, so as to adaptively support the matching process triggering eco- 
laws in dependence of the current conditions of the overall ecosystem. 

 From the distribution viewpoint, the SAPERE infrastructure is formed by a net-
work of nodes, each hosting a local LSA-space, with neighbor relations typically 
shaped according to some spatial or network relations. The LSA-space is a sort of 
local tuple space, which hosts LSAs in the form of tuples. The shape of the actual 
network of connection is determined by a reconfi gurable component, which can be 
based on, e.g., a strategy that connects nodes based on spatial proximity or rather 
one relying on social proximity (Zambonelli et al.  2011 ). The shape of such network 
determines the paths along which LSAs on a node can propagate and diffuse to 
other nodes. 

 Whenever an agent (whether corresponding to a device, a sensor, a service, or to 
an application agent) approaches a node, its own LSA is automatically injected and 
stored into the LSA-space of that node, making the component part of that space 
and of its local coordination dynamics (i.e., subject to eco-laws operations). The 
LSA can also propagate and diffuse in the network of LSA spaces to enable distrib-
uted operations. When a component moves away from a node, its LSA is automati-
cally removed from that space. 

 From the viewpoint of individual agents, the environmental infrastructure pro-
vides them (via a simple API) with the possibility of advertising themselves via an 
LSA, and supporting the continuous updating of the LSAs. In addition, such an API 
enables agents to detect local events as the modifi cations of some LSAs or the 
enactment of some eco-laws on available LSAs. 

•  From the viewpoint of the underlying network, the environment accounts for 
transparently absorbing dynamic changes at the arrival/dismissing of the sup-
porting devices, without affecting the perception of the spatial environment by 
individuals, and is able to detect events on LSAs and to trigger the necessary 
eco-laws. Eco-laws are realized as a set of rules embedded in SAPERE nodes. 
For each node, the same set of eco-laws applies to rule the dynamics between 
LSAs. In particular, we identifi ed four basic eco-laws that can fully support MAS 
activities:     The  Bonding eco-law  enables the interaction between components 
that live in the same SAPERE node. The Bonding eco-law realizes a bond 
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between two components, i.e., a virtual link between their LSAs. Such a bond is 
established as a result of a pattern matching mechanism on the set of LSAs. Once 
a bond is established the agent holding the LSA is notifi ed of the new bond and 
can trigger actions accordingly. In SAPERE we do not have a standard “read” 
operation. Agents express in their LSA the fact that they wish to bind with other 
LSAs. Once eco-laws create the bond, the agent can then read the bonded LSA.  

•   The ability to aggregate sparse information into an higher level summary of the 
system’s context is another fundamental requirements for SAPERE application. 
The  Aggregation eco-law  is intended to aggregate LSAs together so as to com-
pute summaries of the current system’s context. An agent can express in its LSA 
a request for aggregation. The aggregation eco-law is triggered by such a request 
(via pattern matching) and creates the summary of the system’s context.  

•    The Decay eco-law  enables the elimination of components from the SAPERE 
environment. The Decay eco-laws applies to all LSAs that specify a decay prop-
erty to update the remaining time-to-live according to a specifi c decay function, 
or allows actually removing LSAs that, based on their decay property, are 
expired. The Decay acts, therefore, as a kind of garbage collector capable of 
removing LSAs that are no longer needed in the ecosystem or a no longer main-
tained by a component.  

•   Since the SAPERE model is based on a set of networked interaction spaces, it is 
of course fundamental to provide a mechanism to send information to remote 
spaces. In SAPERE we designed a  Spread eco-law  capable of diffusing LSAs to 
remote spaces. One of the primary usages of the spread eco-law is to enable 
searches for components that are not available locally, and to enable the remote 
advertisement of services that available in the local node. An agent can in fact 
express in its LSA a request for spreading. The spreading eco-law is triggered by 
such a request (via pattern matching) and sends the LSA to other spaces.    

 The presented SAPERE architecture and the identifi ed eco-laws can support 
software engineers to the design of multiagent applications. The proposed environ-
ment abstractions, in fact, provide a framework to manage and orchestrate the 
agents’ activities. In the next section, we sketch the design of an exemplary multia-
gent application illustrating how the above abstractions support a complex human 
computation activity, namely software design for multiagent systems.  

    Application Scenario: Environment Design 

 In this section we present the design in SAPERE terms of an exemplary application 
involving human and ICT computation. The application aims at monitoring an envi-
ronment by using a network of Closed Circuit Cameras (CCCs) and crowd sourced 
people who will be dynamically recruited to classify and judge situations happening 
in the environment on the basis of “human computation capabilities” (Alt 
et al.  2010 ; Das et al.  2010 ; Greene et al.  2011 ). 
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 In SAPERE, the elements (users, sensors and software services) composing the 
application are all modeled as components of the ecosystem, all with a common 
associated semantic representation (the LSA) expressing their identities, their 
necessities and their objectives. SAPERE is also based on a notable separation of 
concerns between an application’s computation and interaction. Computation (i.e., 
the main application business logic) is coded in the SAPERE agents using agent- 
oriented software engineering methodologies (Weyns et al.  2009 ). Interaction con-
sists in writing agents’ LSAs and managing their evolution over time. 

 On this basis, users’ smartphones and camera sensors should have installed an 
application collecting information (e.g., their current location and their availability 
in being possibly recruited) and enabling interactions. The core application will be 
coded via standard software engineering methodologies, but its interactions are 
mediated by the SAPERE space. In particular, the application will expose compo-
nents information and availability in a LSA injected in the SAPERE node embed-
ded in the device. The user’s LSA will be a tuple in a form assimilable to: 

  LSA=[type=“human” id=“user_id”,location=(x,y)]  

 while, for example, the LSA of a CCC sensor will assume the following aspect: 

  LSA=[type=“sensor” id=“CCC_id”,location=(x,y),resolution=1920x1080] . 

 The LSAs are “live” in the sense that their fi elds are constantly updated to refl ect 
the current agent’s location and availability. The application willing to monitor the 
environment will also expose via a proper LSA the tasks it requires. The LSA will 
be a tuple in a form assimilable to: 

  LSA=[user=?,location=(x,y),task=“take a picture of the environment”] . 

 SAPERE  spread eco-law  will selectively forward requests to interested compo-
nents of the ecosystem, whatever they are users, sensors, software services, etc. 
Upon a positive match the  bond eco-law  will connect the request to an appropriate 
component. Once this bond takes place, the component is notifi ed of the requests, 
can take the picture and send it back to the requesting Web service. At this point, the 
Web service can decide to dynamically recruit a human user who will be requested 
to use human judgment capabilities to classify the situation. Following an approach 
similar to the one before, it will expose an LSA in the form: 

  LSA=[type=“human”,user=?,location=(x,y),task=“classify a situation”] . 

 Users who will accept the task will later report their fi ndings. 

 There are a number of SAPERE characteristics that can effi ciently support the 
development of such an application. 

     1.    SAPERE adopts an unifi ed treatment and representation of ecosystem compo-
nents, such as devices, users, software have a common associated semantic 
 representation expressing their identities, their necessities, their objectives.   

   2.    SAPERE architecture allows the programmers to focus on the agents’ business 
logic while leaving to the SAPERE infrastructure (environment) the task of 
enabling interactions and coordination among the agents.   
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   3.    Networking mechanisms integrated in the SAPERE infrastructure allow contacting 
possibly interested users in an effi cient way.   

   4.    LSA’s fl exible structure and the use of semantic technologies allow users to 
express in a fl exible way the activities requested to the users and viceversa for the 
user to fl exibly express what they are willing to do.   

   5.    The uncoupled nature of shared space interaction coupled with the locality scope 
enforces by the SAPERE nodes allows enforcing powerful and fl exible commu-
nication patterns. The requesting service can leave a request LSA in the environ-
ment for interested passers-by users.      

    Conclusions 

 From our perspective, the abstractions and mechanisms proposed by SAPERE are 
effective in supporting the design and development of pervasive multiagent systems 
involving ICT devices and human actors. 

 Currently, we are working towards improving some implementation aspects of 
the SAPERE middleware, in particular with regard to optimizing LSAs storing and 
access, and at extending its support for semantic data representation. In addition, it 
will be important to develop a suitable IDE (Integrated Development Environment) 
supporting application designers in applying the SAPERE abstractions and to 
understand how to realize LSAs and eco-laws compatible with their needs. 

 On this basis, as plan for future work, we intend to experience the SAPERE 
approach with a number of innovative services in the area of crowd management 
and urban computing (Alt et al.  2010 ; Zambonelli  2012 ). The fi nal goal would be to 
have a SAPERE-based “standard” methodology to code such applications instead 
of relying on one-off custom solutions.     

  Acknowledgements   Work supported by the FET Proactive Initiative on “Self-awareness in 
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        Introduction 

 The technology that we encounter in our daily lives is increasingly characterised by 
its ability to collect from, store, and process growing amounts of diverse data 
streams about human life. These sources of data range from small to large and offer 
varying levels of insight into our behaviours, thoughts, decisions, and actions. 
Researchers’ ability to source from these data streams gives rise to the idea of 
 humans as sensors : existing and technologically feasible (social, sensing, smart-
phone, or otherwise) systems digitise a growing number of facets of life, and pro-
vide access to data that historically remained quantitatively unavailable. 

 While the existence of human data sources continues to grow, an ongoing chal-
lenge that researchers face is how to go beyond analysis, and towards designing and 
building systems that put these datasets to use. The overarching question is: if we 
can source data from humans (who, in doing so, act as our ‘sensors’), how do we fi t 
these people into the design or broader framework of systems that leverage the 
data’s value? 

 In this chapter, we consider how researchers may reason about building the 
bridge between human data and systems. We do so by discussing three broad ques-
tions. First, where does human-sensor data come from? The literature in this area is 
diverse and fragmented, yet crowd-sourcing, participatory sensing, and database 
mining all share remarkable similarities in terms of the data that they provide. We 
therefore characterise these data sources in terms of their original purpose, the 
obtrusiveness of collecting them, and their underlying structure. Second, what sys-
tem models exist where this data is applicable? In particular, we discuss recommen-
dation, retrieval, and emerging behaviour-mediating technologies; each of these 
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provide a framework for applying human data to serve different needs. In doing so, 
we expose a set of examples of systems that have been built using data from crowds 
and sensors. We highlight how these system models are applied to human mobility 
data by describing a case study of using public transport access records to build 
automated alert and fare-recommendation systems. Finally, we discuss three open 
research questions in this space, which encompass the spectrum of system building: 
understanding data representativity, uncovering how system design affects learning 
about humans, and the challenge of reasoning about relevance and effectiveness 
across different application domains.  

    Generating Data Streams 

 We begin by discussing the context of using humans as sensors. Broadly speaking, 
a  sensor  is a means of translating a physical phenomenon into a digital signal; for 
example, a gyroscope measures its orientation. Referring to a “human sensor” acts 
as an umbrella term for our growing ability to capture data streams about human 
life—activities, movements, thoughts, behaviours—and encompasses the variety of 
both explicitly and implicitly available means of collecting data from or about peo-
ple, via digital systems. 

 For example, the widespread adoption of smartphones (as well as other sensor- 
enhanced devices) now means that people regularly carry items that are instru-
mented with means for collecting data streams that tell us about their behaviour; 
moreover, smartphones are, naturally, built as interactive devices and thus ideal for 
collecting data that is manually input while on the go. Researchers can therefore 
leverage these devices to collect data via both sensors (Eagle and Pentland  2006 ) 
and participant’s direct input (Intille et al.  2003 ). 

 How does all this data collection come to fruition? The research literature that 
has begun to emerge in this space often discusses contributions as broadly related to 
 participatory sensing  or  crowd-sourcing . The narrative behind the former (Burke 
et al.  2006 ) is that the increasing ubiquity of sensor-enhanced devices gives rise to 
the potential of collecting data from a community of, for example, participating 
smartphones. The focus here tends to be on the availability of sensors (Lane 
et al.  2008 ): the spread of smartphones throughout the world has translated the his-
torical problem of  deploying  sensor networks into one of  harnessing  volunteers’ 
sensors for data collection. Crowd-sourcing (Doan et al.  2011 ), instead, focuses on 
the opportunity that arises to tackle large problems by means of groups of volun-
teers, where each individual’s contribution may be small (e.g., writing an article or, 
indeed, appending a couple of sentence to one) but the group’s output is signifi cant 
(e.g., creating Wikipedia). Much like participatory sensing, the key factor that deter-
mines the success of crowd-sourced data collection is the ability to harness, engage, 
and maintain a community of contributors. Delineating the nuances between these 
two groups therefore goes beyond the scope of this chapter: instead, we focus on 
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similarities and where the two methods are beginning to meet. Both crowd-sourcing 
and participatory sensing are active means of generating data: advances in mobile 
devices now means that data from “crowds” is often accompanied by sensor data 
(e.g., geo-located tweets Quercia et al. ( 2012a )), crowds’ smartphones can be used 
to work on sensor-related tasks (Yan et al.  2009 ), and sensor data can be harnessed 
by means of social systems (e.g., fi ne-grained GPS mapping from Foursquare 
check-ins (Shaw et al.  2013 ) and merging social activity sharing with sensor sam-
pling (Hossmann et al.  2012 )). In fact, some research now blends the terms together 
into  crowd-sensing  (Ra et al.  2012 ). 

 An alternative source of human data arises, instead, from those repositories of 
information that are automatically created as we use different systems: many of 
these databases have presented the opportunity for research that comes as a conse-
quence of the pre-existence of data, unlike the more traditional research that solicits 
defi ning questions and hypotheses prior to data collection. Increasingly, a variety of 
daily tasks that we engage in create digital “footprints” including: renting a shared 
bicycle (Froehlich et al.  2009b ), making a telephone call (Ratti et al.  2010 ), clicking 
on web links (Radlinski and Joachims  2007 ), taking a photograph (Girardin 
et al.  2008 ), and entering a public transport system (Bryan and Blythe  2007 ) are 
amongst a growing family of actions that are automatically logged. More impor-
tantly, while individual entries may, at face value, seem meaningless, the aggrega-
tion of large samples of these datasets convert them into invaluable resources for 
insight into human life, even though they were originally created to serve other 
purposes. 

 The landscape of human-driven data that is available to modern-day researchers 
is, therefore, seemingly limitless. How can it be characterised? In the following sec-
tion, we review how many of these data sources are being put to use; we close here 
by broadly characterising the varying qualities of human-sourced data:

    1.     Obtrusiveness . A hallmark characteristic that differentiates different sources of 
“human sensor” data is the effort and commitment that is required by partici-
pants in order to serve the researcher’s purposes. Consider, for example, the dif-
ference between participatory sensing to gauge transportation modalities (Reddy 
et al.  2010 ) vs. sensor-augmented experience sampling to measure the geogra-
phy of happiness (Mackerron.  2012 ). In the former, all that is required is for 
participants to contribute samples from their smartphone sensors, in the latter, 
participants must manually complete momentary mood assessments.   

   2.     Original Purpose . Human-sourced data is further differentiated by considering 
why it was originally created. For example, the original intent behind tweets and 
Foursquare check-ins is to participate in those services’ social functions by, for 
example, sharing your location with your friends. The fact that these data sources 
are now used to study mobility (Noulas et al.  2012a ) and mood (Quercia 
et al.  2012b ) is divorced from the data’s original purpose; on the other hand, sen-
sor samples collected after manually inputting an activity (Hossmann et al.  2012 ) 
and location traces from participants’ cars (Froehlich and Krumm  2008 ) con-
struct datasets that directly respond to a research question at hand.   

The “Human Sensor:” Bridging Between Human Data and Services



584

   3.     Perspective Hierarchy . A common theme amongst human data sets is that, by 
being sourced from individuals, they contain a hierarchy of perspectives. For 
example, tweets may be used to study and build for individuals (Gupta et al.  2013 ) 
or cities (Quercia et al.  2012b ). Similarly, sensors can refl ect on both individuals’ 
(Consolvo et al.  2008 ) or city-wide (Lathia and Capra  2011a ) behaviours. 
Navigating and building from these data sources often means picking one level 
of this hierarchy for analysis.   

   4.     Structural or Itemised . A fi nal means of characterising human-sourced data 
comes from asking how each source encodes human behaviour. Drawing from 
the previous example (Hossmann et al.  2012 ), some systems directly associate 
behaviour with data; in this case, sensor streams are ‘labelled’ with the user’s 
current activity. On the other hand, alternative sources provide a means of ana-
lysing behaviour via the  relationships  that emerge within the data. For example, 
web clicks on search results encode an intent for information (Radlinski and 
Joachims  2007 ), and mobility traces encode underlying communities and social 
relationships (Brown et al.  2012 ).     

 In the above, we introduced the fi rst step required to build with “human sensors:” 
using humans to source data about daily life. In the following section, we review 
how these sources of data are being translated into new insight—where empirical 
measurement has historically been elusive—and how the web has become the pri-
mary example of using this data as a foundation for information services.  

    Putting Data Streams to Use 

 As introduced above, the state-of-the-art facilitates collecting data from humans 
more so than putting that data to use within systems designed to include facets of 
human computation. Arguably, while data collection methodologies may suffi ce for 
scientifi c enquiry, the value of human data has not been fully reaped until it is part 
of an ecosystem that supports those behaviours that it was measured from. In this 
section, we discuss a number of examples where visions of how human data can be 
integrated into systems have appeared. In particular, we consider scenarios where 
the human data is not simply used as a body of knowledge that can be accessed (e.g., 
Wikipedia), but fully enables the existence of new systems. Broadly speaking, we 
decompose these systems into three categories: those that support  recommendation , 
 information retrieval , and  behaviour change . 

    Recommending Items 

 The idea of giving users personalised, automated recommendations pervades the 
online world. Hallmark examples of these systems include Amazon.com’s product 
recommendation (Linden et al.  2003 ) and Netfl ix’s movie recommender 
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(Amatriain  2012 ) systems; however, social (Gupta et al.  2013 ) and search (Das 
et al.  2007 ) systems are now also characterised by personalisation algorithms. These 
systems are grounded in a view of the world where the number of available ‘items’ 
(e.g., movies, e-commerce products) far outnumber each user’s ability to sort 
through, evaluate, and fi nd the subset that best matches their preferences (Ricci 
et al.  2010 ). These systems therefore tend to use  collaborative fi ltering : an algorith-
mic approach that takes as input a sparse set of ratings or representations of prefer-
ence, and produces personalised rankings for each user (Sarwar et al.  2001 ). In 
doing so, they close the loop between human computation (since humans provide 
ratings that ‘evaluate’ items) and machine learning (which predict values for unrated 
items) to serve behavioural interests (fi nding new items). 

 The value of the model underpinning the design of recommender systems is that 
they are fully agnostic of  what  is being recommended. In principle, this means that 
 any  scenario that can be described as a set of ‘items,’ a set of ‘users’ with prefer-
ences, and required a mapping between the two may suit systems that leverage both 
humans’ relevance judgements and machine learning. 

 A growing set of examples show how this model is being applied outside of the 
domain of the web. A notable example relates to discovering places and social 
events in the physical world: for example, cell phone data sourced from a city can 
be used to infer those social events that people are attending, and provide them with 
recommendations about others that they may be interested in Quercia et al. ( 2010 ). 
Similarly, GPS data from people’s smartphones can be used to fi nd venues of inter-
est (Takeuchi and Sugimoto  2006 ; Shaw et al.  2013 ), or even recommend where to 
go after visiting their current location (Noulas et al.  2012b ). Beyond location- 
discovery, data from human mobility has been applied to, for example, helping taxi 
drivers fi nd their next fare (Yuan et al.  2011 ). Similarly, the photos that we take have 
been shown to uncover the world’s interesting locations (Crandall et al.  2009 ): this 
data fi ts into recommender-style applications by, for example, supporting tourists 
who are navigating an unfamiliar place (Girardin et al.  2008 ).  

    Mediating Behaviour 

 While recommendation systems seek to support those contexts where users are 
navigating large ‘item’ repositories, there are many domains beyond the user-item 
model where behaviours may nonetheless be mediated by the data that they pro-
duce. These systems are often referred to as  persuasive  (Fogg  2002 ) or behaviour- 
change (Hekler et al.  2013 ) technologies, which merge the data that can be sensed 
or collected about human behaviour with behavioural theory about how habits are 
formed, changed, or maintained. In many instances, the loop between data collec-
tion and system design is closed by using the data to provide feedback to a user. 

 Such systems have already been applied to a host of domains. For example, 
users’ own data can be fed back to them in the context of sustainable travel choices 
(Froehlich et al.  2009a ) and physical activity (Consolvo et al.  2008 ). In these cases, 
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the data that is collected by directly measuring users’ behaviours is then returned 
via feedback interfaces which may nudge participants’ choices (Kalnikaite 
et al.  2011 ). We further note that–rather than using the data to provide feedback to 
users–data about human activities can also be used to mediate the control of sys-
tems: for example, room occupancy prediction can be used to automatically tailor 
the management of household heating systems (Krumm and Brush  2011 ). 

 The key design issue in these domains seems to revolve around how to best 
implement behavioural theory in systems and, in parallel, how systems may aug-
ment the potential to extend behavioural theory (Hekler et al.  2013 ). In these cases, 
individuals’ data plays two roles: fi rst, it provides a source for self-measurement 
and understanding (Li et al.  2010 ). Moreover, it supports automating the extent that 
people can track their commitment and progress towards accomplishing their goals, 
representing their identities, and uncovering their own inconsistent behaviours 
(Consolvo et al.  2009 ).  

    Monitoring and Retrieving Knowledge 

 A fi nal application scenario for ‘human sensor’ data is to use the information that is 
collected to support retrieval-type contexts which were previously inaccessible to 
users. The application scenarios here are far-reaching; unlike the above, the model 
here relies on supporting information needs that can be expressed via a query of 
some type. For example, participatory sensing indicates that systems that what once 
relied on time tables to provide public transport information (Ferris et al.  2010 ) can 
now use passengers’ smartphone sensors to crowd-source bus inter-arrival times 
(Zhou et al.  2012 ): the answer to the question “how long do I have to wait at this bus 
stop?” can be driven by sensor data, rather than time tables. 

 Beyond individuals’ mobility within a city, the data available from movements of 
crowds has led researchers to advocate for using these sources to guide future urban 
planning and leadership (Soto and Frias-Martinez  2011 ; Ratti et al.  2006 ): city 
“leaders and service providers are looking to base decisions on data” (Amini 
et al.  2011 ). In these cases, crowd-sourced data replaces the kinds of queries (for 
example, “how do people use these urban spaces?”) that were previously answered 
by arduous fi eld studies. For example, consider the challenge of defi ning urban 
neighbourhoods: the data sourced from people’s movements now supports dynami-
cally defi ning and visualising communities (Cranshaw et al.  2012 ). It is worth not-
ing that, in some cases, similar datasets may be applicable to multiple domains. For 
example, the previous section mentioned using sensor-enhanced taxis to help driv-
ers fi nd their next fare. Similar placements of sensors on taxis can help local govern-
ments track their city’s pollution (Yu et al.  2013 ). 

 Even the behaviours that accompany retrieval-systems can themselves become 
informative. For example, search query behaviour related to mental health has been 
shown to be seasonal (Ayers et al.  2013 ); similarly, queries about medication reveals 
the side-effects of combined drug usage (White et al.  2013 ). Such data, that emerges 
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from people using a search engine, could thus become the foundation for monitor-
ing and retrieval tools that support medical practitioners’ work. 

 The examples above decompose the usage of human-sourced data into three 
generic application scenarios: those that support recommendation, mediate (and 
aide to change) behaviours, and those that create new forms of retrieval systems. All 
of these application scenarios share a common vision: that is, taking the collection 
of “human sensor” data beyond mere analysis, and using it as a foundation for 
building systems. As above, in many of these cases the data that was collected was 
not originally intended to support the design of such systems. In the following sec-
tion, we consider a particular use case: translating data that was originally intended 
to log public transport fi nancial transactions into a basis for personalised transport 
information systems.   

    A Case Study: Computation with Smart Cards 

 In this section, we focus on one particular use case: turning transport smart cards 
into sources of information for travel services, with a particular focus on how it may 
be implemented in London, England (Lathia et al.  2012b ). Smart cards are increas-
ingly being adopted by public transport authorities across the world: they are typi-
cally personal RFID-enabled cards that store passengers’ fares or tickets. In doing 
so, they facilitate the process of paying for and accessing public transport and 
remove the need to carry paper-based tickets. However, a consequence of automat-
ing the billing process is that detailed records about millions of passengers’ move-
ments and fare purchases throughout a public transport network are created. 

 For example, the London public transport system uses the Oyster card: a per-
sonal contact-less smart card that allows passengers to access all of the city’s multi- 
modal transport systems, which includes underground trains (11 interconnected 
lines with 270 stations), overground trains (5 lines with 78 stations), and buses 
(about 8,000 buses service 19,000 stops). The Oyster card itself is used to store 
fares, which come as both credit/pay-per-journey or travel passes, and is then used 
to enter and exit train stations and when boarding buses. By 2009, this system 
accounted for approximately 80 % of all public transport trips in the city 
(Weinstein  2009 ). 

 What do these records tell us about the city and its public transport passengers? 
Recent work has uncovered that this data contains a hierarchy of information, that 
ranges from patterns about individuals and communities, to city-wide behaviours: 
navigating between these levels demonstrates the granularity of analysis that this 
data enables. At the grandest scale, Oyster data refl ects the overriding week-day 
commuting pattern of the city and shows that the metropolitan area of London, 
when considered based on passenger fl ows, has a polycentric structure (Roth 
et al.  2011 ). Similarly, analysis of the large-scale features of the data shows how 
passengers travel choices relate to the fi nancial behavioural incentives that are 
delineated by the transport authority (Lathia and Capra  2011a ); for example, 
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peak- fares seem to guide travellers’ fare purchase decisions (rather than their choice 
to travel), students do not buy fares that they would be eligible to purchase at a dis-
count, and the availability of free travel radically alters peoples’ likelihood of taking 
a bus. By stepping down to the community-level, and using the data about where 
humans travel between to model how communities interact with one another, the 
same records show that mobility patterns correlate with social deprivation (Lathia 
et al.  2012a ). Finally, individual patterns of mobility measured via these smart cards 
uncovers the variance between different individuals’ travel choices (Lathia 
et al.  2010a ) and the extent that passengers overspend on public transport by failing 
to relate their travel behaviours to the fare most suited to them (Lathia and 
Capra  2011b ). 

 How can this researchers ‘close the loop,’ and turn this insight into human-data 
driven systems? We consider two examples, which leverage the latter analytic 
results: namely, that smart card data provides a means for measuring differences 
between  individuals’  behaviours. Therefore, a fi rst step into this domain could entail 
diversifying the output of transport information services, in order to cater for per-
sonal differences. Historically, public transport information systems have been cen-
tred on the system itself (by providing, for example, the location of a transit service 
or, scheduled and estimated arrival times of trains or buses) and has not automati-
cally tailored its output to individual travellers. Consider, for example, the Transport 
for London Travel Alerts 1 ; this system requires passengers to manually set their 
travel choices and times. Replacing this manual input with the automated smart card 
data would not only alleviate users from this task, but allows for data that can pre-
dict travel times more accurately than time tables (Lathia et al.  2012b ) and auto-
matically rank the importance of station alerts in such a way to even capture the 
importance of places that travellers have not historically visited (Lathia et al.  2010a ). 

 Similarly, the individual-level analysis uncovered that passengers often make the 
incorrect fare choices when making purchases: at a city-wide level, this overspend-
ing was estimated to be approximately GBP 200 million per year (Lathia and 
Capra  2011b ). Part of the problem emerges from the diffi culty that people have in 
(a) estimating their own travel needs, and (b) linking their own forecasts with the 
optimal fare, particularly since the nuances between fares may not be apparent. 
Smart cards, however, act as an implicit diary for all public transport usage, and 
reveal that mobility is consistent enough that simple, moving-average based tech-
niques are suffi cient for accurately predicting those features of mobility that are 
relevant to fare purchases. Moreover, supervised learning techniques were then 
shown to be able to accurately predict between 77 % (Naive Bayes) to 98 % 
(Decision Trees) of the ‘cheapest’ fares that passengers need. 

 Both of these results demonstrate how data that has been sourced from human 
behaviour can be used and contribute back towards guiding it. By borrowing tech-
niques that have been widely applied in the online world (personalisation and 
recommender systems) and applying them to pervasive data (from smart cards), this 

1   http://alerts.tfl .gov.uk/ 
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research demonstrates how many of the tools, techniques, and data sources to build 
future systems are already available today: the biggest challenge being how to build 
an appropriate bridge between them. In the following section, we consider a range 
of open problems that are hidden within this cycle of system building, and discuss 
how research is required to address them.  

    Looking Forward: Three Research Challenges 

 In the previous sections, we broadly characterised the what (data sources) and how 
(system models) of building systems with humans in the loop. As we move forward, 
it is likely that the applicability of these techniques will pervade many more facets 
of daily life; to date, many interesting datasets continue to remain behind closed 
doors. However, many open challenges remain; these range from technical to ethi-
cal challenges associated with computation with humans. In this section, we con-
sider those open challenges that directly relate to building systems: a discussion of 
the broader issues of privacy and informed consent, while relevant, goes beyond the 
points that we enumerate here. Instead, we focus on three questions: (a) is the data 
itself valid? (b) does tailoring a system’s design affect its inferences? and (c) how 
can the loop between data and user be closed most appropriately? 

 A prominent issue that arises when building the kind of (recommendation, 
retrieval, behaviour-related) systems discussed above is that understanding what is 
 not  represented in the data is often overlooked (boyd and Crawford  2011 ). In this 
case, it is worth differentiating between data  sparsity , which undermines the predic-
tive power of machine learning algorithms, and data  representativity , which is more 
about considering the inherent bias in the collection of  any  human dataset. 
Participation in publicly deployed applications, whether online or offl ine and with 
or without sensors, will be limited to self-selecting users; moreover, the typical 
distribution of participation between those who do tends to be highly non-uniform. 
Naturally, data derived from social media is ‘skewed’ by the extent that its users are 
a fair sample of the general population. While it is arguable that analysing data from 
millions trumps the same analysis on dozens, this newfound scale is not, in itself, a 
problem, but understanding the demographics of these sources is Mislove 
et al. ( 2011 ). This issue gains importance if we consider that the way people use 
systems often breaks from our assumptions: notable examples include that online 
accounts (which, historically, researchers have assumed to belong to individuals) 
are shared between household members (Bellogin et al.  2012 ), and twitter data 
(which researchers assume is sourced from humans) is actually rife with automated 
bots (Chu et al.  2010 ). 

 From a system perspective, the interplay between the quantity and granularity of 
data collection continues to stand at odds with the obtrusiveness and energy con-
sumption required on participants and their devices. For example, smartphone sens-
ing applications will always need to trade off between sensor sampling rates and the 
battery usage; while recent work (Rachuri et al.  2013 ) shows how off-loading to 
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nearby sensors may alleviate this problem, the question of how this design should 
vary between different contexts remains open. To what extent does optimising for 
battery life or, more generally, technical-related facets of a system (storage, con-
nectivity, etc.) infl uence a system’s ability to make reasonable inferences about a 
person’s behaviour? Moreover, one of the most challenging tasks of system design 
is that of translating a high-level requirement (e.g., “I would like to give my users 
recommendations”) into a task that can be suitably addressed by algorithms (i.e., 
“predicted preference ratings can be used to rank unrated content”). This process 
critically defi nes how systems reason about the data at hand and, more broadly, 
begins to put boundaries on the system’s behaviour. In continuing with the recom-
mendation example: defi ning an algorithmic approach to recommendations as one 
of generating a static set of predictions from user rating data will, for example, 
explicitly ignore the system’s temporal behaviour (Lathia et al.  2010b ). 

 Finally, the bridge itself between the data and systems continues to pose open 
research questions. Architecting a system to feed back any kind of information from 
human-sourced data requires researchers to continuously revisit the concept of rel-
evance (Saracevic  1975 ), not only in order to effectively close the loop, but also as 
a means of evaluating whether systems are worthwhile or achieving their goals 
(Hekler et al.  2013 ). This becomes particularly challenging in the context of the 
kind of potential systems described above: many of the methodologies for most 
appropriately evaluating the quality of the system (e.g., recommendation quality, 
whether/to what extent behaviour has been changed) remain elusive and the subject 
of active research.  

    Conclusion 

 In this chapter, we have provided a broad overview of how the  human sensor  may 
fi t into the design of future systems. The main question that we discussed was, given 
the growing diversity and availability of data that encodes human behaviour: how 
can this data become an integral part of systems that support our every day life? 

 To do so, this chapter discussed the data itself, by considering the similarities in 
the different techniques that have historically been used to source it. Most notably, 
whether crowd-sourcing, participatory-sensing, or database mining techniques are 
adopted, the result is a representation of human behaviour which can be character-
ised in terms of its collection obtrusiveness (manual or automated), its original pur-
pose (e.g., social vs. sensor), and its structure (both implicit hierarchy and whether 
behaviour is directly encoded or emerges from relationships in the data). We further 
broadly characterised three kinds of systems (recommendation, retrieval, behaviour- 
mediating) that can leverage these sources, and touched on three issues that remain 
unsolved within the context of system design. By attempting to thread a high-level 
narrative that demonstrates how human data can be put to use, this chapter naturally 
did not delve into the details of recommender, retrieval, and persuasive systems, 
although many suitable resources exist for further reading (Baeza-Yates and 
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Ribeiro- Neto  1999 ; Ricci et al.  2010 ; Fogg  2002 ). Finally, we discussed how these 
considerations motivate to future research: as future systems are designed, research-
ers and practitioners will need to tackle open questions about the input data itself, 
the potentially biasing role a system plays once high-level requirements are trans-
lated to algorithmic solutions, and how to most appropriately draw the link back to 
the humans that each system is designed for.     
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        The idea of treating humans as computational units has challenged and redefi ned 
our understanding of what computing is. Since Luis von Ahn introduced CAPTCHA 
a decade ago, 1  a fast-rising number of crowdsourcing games have used human com-
putation to solve a wide range of problems. The rapid development of crowdsourc-
ing games has outpaced our understanding of the theory and algorithms that are 
common to them. Indeed, in a 2008 article in Communications of the ACM, 
Jeannette Wing notes that one of the fi ve unsolved problems in Computer Science is 
to defi ne computing when it can be performed by both humans and machines. 2  

 The purpose of this section is to explore this unsolved problem. The authors 
represented here examine systematic and general ways to treat humans as computa-
tional units. These approaches necessarily take a multidisciplinary approach and 
consider cognitive and societal factors as well as the mathematical foundations of 
human and machine computation. With a better understanding of which computa-
tional jobs are best suited to humans and which are best suited to machines, solu-
tions can begin to optimize the combination of human and machine computation. 

 The six chapters in this section represent a diverse set of perspectives and 
approaches. The fi rst half of the section examines the background of human computa-
tion algorithms from three distinct viewpoints: philosophical and societal implications, 
computational complexity theory, and a survey of existing crowdsourcing methods. 

  The  chapter by Aidan Lyon and Eric Pacuit examines three methods to aggregate 
human judgment from a historical and philosophical perspective. Using an example 

1   Von Ahn, L., Blum, M., Hopper, N. J., & Langford, J. 2003. CAPTCHA: Using hard AI problems 
for security. Advances in Cryptology – EUROCRYPT 2003. 294–311. 
2   Wing, J. 2008. Five deep questions in computing. Communications of the ACM 51(1):58–60. 
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dating back to the days of Aristotle, the authors show that through simple methods 
of aggregation, groups of humans have the ability to make predictions with uncanny 
accuracy. 

 Jordan Crouser, Alvitta Ottley, and Remco Chang propose that human computa-
tion can be seen as an extension of human-computer collaboration. Based on Fitts’ 
1951 HABA-MABA (Humans are better at/Machines are better at) list, the authors 
give examples of how the distribution of work between humans and computers can 
be quantifi ed and optimized. 

 The chapter by Peng Dai provides a comprehensive survey of crowdsourcing 
algorithms by organizing them into six different workfl ow models. In these work-
fl ows, human and machine computations have defi ned inputs and outputs that feed 
into each other to solve complex problems. This categorization of crowdsourcing 
algorithms as workfl ows provides insight in how to engineer these algorithms. 

 While the above three chapters provide perspectives on human computation in 
general, the following chapters examine the role of humans in existing computa-
tional algorithms. The fi rst approach sees humans as agents in distributed intelligent 
agent algorithms, the second as elements of evolutionary computing, and the last as 
input for social recommendation engines. 

 The chapter by Edmund Durfee compares the similarities and differences 
between Distributed Artifi cial Intelligence (DAI) algorithms for intelligent artifi cial 
agents and cooperation between intelligent human agents in real life. The fi ndings 
suggest that there are rich and promising opportunities to use concepts and methods 
from the DAI community to develop effi cient human computation systems. 

 The chapter by Jeffrey Nickerson examines evolutionary algorithms in the con-
text of human computation. In some evolutionary algorithms, human input can be 
used to affect selection, modifi cation, and evaluation. Integrating humans into this 
typically expensive computational process can reduce overall computation costs, 
because humans provide domain knowledge that is crucial to fi nding an optimal 
solution quickly, but is typically inaccessible to machines. 

 The fi nal chapter by Ido Guy presents algorithms for leveraging social content 
(for example, data found on social network websites) to provide social recommen-
dations. In particular, the author provides algorithms for analyzing information 
from social websites to recommend media content and friends. This chapter sum-
marizes years of research by the author in this domain and demonstrates that data 
provided by humans contain a wealth of information. With the appropriate algo-
rithms, these data can be used to greatly enhance our understanding of social net-
works and relationships. 

 The Algorithms Section is not exhaustive, but it does include a range of ways to 
think about the problem of human-machine computation. In fact, this section pres-
ents six unique approaches to integrate human input in existing computational algo-
rithms and to develop new algorithms that distribute work between humans and 
machines. While they represent novel and creative perspectives to human computa-
tion, all authors note that the fi eld of human computation is still in its infancy, and 
there are many open problems that need to be addressed. Together, these chapters 
represent a step towards answering Wing’s question of how human computation 
changes our understanding of what is computable.   
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 Introduction

The Wisdom of Crowds is all the rage in these heady Web 2.0 days. But the idea is 
an old one, and one that goes back to the philosophers of antiquity:

For the many, of whom each individual is but an ordinary person, when they meet together 
may very likely be better than the few good, if regarded not individually but collectively, just 
as a feast to which many contribute is better than a dinner provided out of a single purse.

—Aristotle, Politics, Book III, §XI.

The basic idea is also a simple and familiar one: two heads are often better than 
one, and more are even better. A classic example comes from a contest of some 800 
people at a county fair in Plymouth, 1906. The contest was to guess the weight of an 
ox, slaughtered and dressed. Francis Galton found that the average of the crowd’s 
guesses was within 1% of the true weight of the ox, despite huge errors in most of 
the individual guesses (see Galton 1907a, b). Somehow, the crowd knew more as a 
collective than many of its individuals.

Although the idea is an old one, there has been a recent boom in research into the 
Wisdom of Crowds, and this appears to be at least partly due to the now widespread 
availability of the Internet, and the advent of social media and Web 2.0 applications. 
Never before has it been so easy to get a crowd and leverage their collective wisdom 
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for some task. There are now many well-documented and contemporary examples 
of the so-called Wisdom of Crowds1:
• Amazon’s product recommendations.
• Wikipedia and Intellipedia.
• Netflix’s movie recommendation algorithm.
• Prediction markets.
• Online citizen science.
• Google’s PageRank algorithm.

Discussions of these examples (and many others) can be found in Surowiecki (2005), 
Page (2008), Nielsen (2011), and Landemore and Elster (2012). This paper will 
provide an overview of some of the theory behind all of the examples. By thinking 
carefully about what they have in common and how they differ from each other, we 
can find new ways to make these applications better. Sometimes such research will 
simply result in better movie recommendation services, but sometimes it will have 
much more serious consequences. For example, there are now many Web 2.0 tools 
being designed to help track and predict the outbreaks of emerging infectious dis-
eases (cf. Collier et al. 2006; Brownstein et al. 2009; Keller et al. 2009; Lyon 
et al. 2012b, 2013) and even to diagnose rare diseases (e.g., Nuwer 2013). By devel-
oping a better understanding of the Wisdom of Crowds, we should be able to 
improve upon such tools, and thereby make better forecasts of disease outbreaks 
(among other things).

To begin, in section “Thinking About the Wisdom of Crowds”, we’ll lay out a 
simple conceptual framework for thinking about the Wisdom of Crowds. We’ll 
identify six core aspects that are part of any instance of the Wisdom of Crowds. 
One of these aspects is called aggregation, and this will be our primary focus for 
the remainder of the paper. An aggregation method is the method of bringing the 
many contributions of a crowd together into a collective output. In the example of 
the crowd at Plymouth guessing the ox’s weight, the aggregation method was  
the averaging of the crowd’s individual guesses. This, however, is not the only 
method of aggregation available. In the next three sections, we’ll discuss three 
broad kinds of aggregation methods: mathematical aggregation, group delibera-
tion, and prediction markets.

 Thinking About the Wisdom of Crowds

A good way to start thinking systematically about the Wisdom of Crowds is to think 
about what you would do if you had a burning desire to use the Wisdom of Crowds 
to do something—because, say, it just seems like a fun thing to do.

1 We say “so-called”, because examples of the Wisdom of Crowds often have little to do with the 
notion of wisdom that philosophers care about (see Andler (2012) for further discussion), and they 
often involve only a group of people—even just a handful—and not a crowd in the usual sense of 
the word. Nevertheless, we will stick with the words that seem to have stuck.
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The very first thing you have to do is decide what you want to achieve. Do you 
want to predict the outcome of an election? Recommend products to customers? 
Decide if someone is guilty of a crime? Write an academic paper? Solve a murder 
mystery? Predict disease outbreaks? Whatever it is you want to do, we will call this 
the desired output of your endeavour; it’s what you want to get out of the Wisdom 
of Crowds. As we’ll soon see, it’s important to be clear about your desired output, 
because this can have a big impact on how you use your crowd.

Speaking of which: you need to get yourself a crowd. Perhaps you have one 
already, because you have some willing friends. Or perhaps you don’t have any 
friends, but you have some cash to rent a crowd. Or perhaps you see a free crowd—
e.g., there could be people on Twitter regularly tweeting information that you 
could use. We’ll call the process of getting a crowd recruitment—even if you don’t 
recruit anyone in the usual sense of the word. This recruitment process is very 
important, for there are many things to consider. Does your crowd need to consist 
of experts on some topic? Or can they just all be regular folk? How large does your 
crowd have to be?2 Does your crowd have to be diverse? Will members of the 
crowd talk to each other? And so on. These are all important and complicated 
issues to deal with, and we’ll put them aside for now; we simply flag them here 
because they are important.

The next thing to do is decide how your crowd will contribute to your output. For 
example, if you want to determine someone’s guilt or innocence, perhaps your crowd 
can contribute by giving their own judgements of guilt or innocence. You might then 
judge the person to be guilty if and only if everyone in your crowd judges the person to 
be guilty. However, maybe you need to be more nuanced: instead of your crowd giving 
outright “guilty” or “innocent” verdicts, perhaps you want to know how confident they 
are in their verdicts. If everyone judges the person to be guilty, but they are only 70 % 
confident in their judgements, then you might be reluctant to, say, send the person to 
death row. When you’ve decided whether you want outright judgements or probabili-
ties—or something else—we’ll say that you’ve decided your inputs; you’ve decided 
what input the members of your crowd are going to have in your endeavour to achieve 
your desired output. Note that everyone needn’t give the same kind of input. For exam-
ple, you may want one half of your group to give product reviews, and the other half to 
rate the qualities of those reviews. Also note that the inputs needn’t be of the same kind 
as your desired output—e.g., there are ways to turn probabilities (inputs) into an out-
right judgment (output); and there ways to turn outright judgements (inputs) into a final 
probability (output). We’ve mentioned a few kinds of inputs, but there are many others. 
To name just a few, inputs could be: votes, preferences, sentences, arguments, probabil-
ity distributions, lines of computer code, quality ratings, translations, relevance rank-
ings, or text transcriptions through services like reCAPTCHA (Von Ahn et al. 2008).

2 Psychologists have found that even just single person can function as a crowd of individuals 
(see e.g., Vul and Pashler 2008; Herzog and Hertwig 2009; Hourihan and Benjamin 2010).
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Once you’ve decided what kind of inputs you want to get out of your crowd, you 
have to work out how to get them out of your crowd. This is really important for all 
sorts of reasons. For example, some members of your crowd may have an incentive 
to lie to you (perhaps the person on trial seduced the wife of someone in your 
crowd). Or maybe their contributions are valuable to them, and so you need to pay 
for their contributions in some way. Maybe some of your members are shy while 
others are overbearing, and so you may need to make sure everyone has equal 
opportunity to make their contribution. We call this process of getting the inputs out 
of your crowd elicitation. Your method of elicitation can be crucial for getting the 
most out of your crowd. For example, psychologists have shown that how you ask for 
probability assignments from people can have a dramatic effect on how overconfi-
dent they are (see e.g., Klayman et al. 1999).

Let’s say you’ve decided what you want to do (output), got yourself a crowd (recruit-
ment), worked out how they will contribute to your endeavour (inputs), and how you 
will get those contributions (elicitation). The next step is called aggregation: you need 
to convert the contributions of your crowd into your desired output. We’ve touched on 
an aggregation method already: judge the person on trial to be guilty if and only if 
everyone in your crowd judges them guilty. Another aggregation method is: judge 
them guilty if and only if a majority of your crowd judges them guilty. Yet another: 
judge the person guilty if and only if the average probability assigned to the guilty 
verdict by your crowd is above 90 %. As you can probably tell, there are a lot of aggre-
gation methods to choose from, and different aggregation methods will have different 
properties. Much of the rest of this paper is devoted to the topic of aggregation, so we’ll 
leave further discussion of these matters to later sections.

There is one final aspect, and we call it evaluation, and it is how you evaluate the 
output of your endeavor. Sometimes evaluation will be straightforward. For example, 
if your crowd judged the person to be guilty, and they are in fact guilty, then your 
crowd got it right, and maybe that’s all you care about. But you might also be con-
cerned that your crowd will mistakenly judge an innocent person to be guilty, and 
that being wrong in this way (a false positive) is much worse than judging a guilty 
person to be innocent (a false negative). If so, you may have to decide how to balance 
these different kinds of error against each other. There are plenty of other standards 
of evaluation. If you’re guessing the weight of an ox, you might want to minimise the 
error of your crowd’s judgement. If you’re forecasting the weather, you might want 
your announced “chances of rain” to be well calibrated.3 If your crowd is writing 
encyclopedia articles, you might want the articles to have few grammatical errors, or 
to have few factual inaccuracies, or to have a unified style—or, probably, some com-
bination of all of these virtues. How you choose to evaluate the output will have a big 
impact on your choices regarding the other five aspects we’ve identified. For exam-
ple, some aggregation methods can be good at producing a collective judgement with 
the appropriate level of confidence but not very good at producing accurate judge-
ments (cf., Lyon et al. 2012a).

3 For example, it should rain on 90 % of the days that your crowd says there is a 90 % chance of rain.

A. Lyon and E. Pacuit



603

To summarise, we’ve identified six core aspects to the Wisdom of Crowds:

 1. The Output
 2. The Recruitment
 3. The Inputs
 4. The Elicitation Method
 5. The Aggregation Method
 6. The Standard of Evaluation

There are two important qualifications that we now need to make. The first is that 
we presented these components as steps in a chronological process: decide what 
you want to, get your crowd, decide on your inputs, work out how to elicit them, 
work out how to aggregate them, and then work out how to evaluate them. However, 
it should be clear by now that there is no set chronological order to these aspects. 
For example, perhaps your most important criterion is that the output is a fair one. 
If so, this will put heavy constraints on the how you settle the other issues—e.g., 
your aggregation method may have to give equal weight to everyone’s input, rather 
than unequal weight (cf. section “Mathematical Aggregation”). So instead of think-
ing of the aspects as steps in a chronological process, they should thought of as 
components of a reflective equilibrium.

The second important qualification is that these aspects can overlap with each 
other and that their borders are blurry. In fact, two of the main kinds of aggregation 
methods discussed in this paper—discussion groups and prediction markets—can 
also be thought of as elicitation methods. For example, a prediction market works 
by getting people to place bets with each other on whether some event will occur 
or not—e.g., whether Hilary Clinton will win the 2016 US Presidential Election. 
The “market price” of a prediction market is an aggregate of all of the individual 
bets, and, when interpreted as the probability of the event in question happening, 
can be highly effective in forecasting whether the event will happen. However, the 
market price is determined by the individual bets being made, and those bets can 
be used to infer the people’s individual subjective probabilities of the event hap-
pening. So the prediction market both elicits and aggregates the human judgement 
inputs. Although the above six aspects overlap with each other, we believe they 
nevertheless provide a convenient conceptual framework for thinking about the 
Wisdom of Crowds.

All of the aspects are extremely important, but due to limitations on space, in this 
paper we will restrict our focus to the aggregation aspect of the Wisdom of Crowds. 
In fact, we will need to restrict our focus even further: we’ll limit our discussion to 
aggregation methods that take only simple kinds of human judgements as input: 
votes, estimates, probabilities, etc., and these will always be epistemic judge-
ments—that is, we won’t the discuss the aggregation of inputs such as preferences, 
judgements of fairness, etc. And we won’t discuss methods for aggregating more 
complex kinds of inputs, such as sentences to wikipedia articles, product reviews, 
text translations, contributions to legislation, etc.

The aggregation methods that we will focus on fall roughly into three broad cat-
egories: Mathematical Aggregation (section “Mathematical Aggregation”), 
Deliberation Methods (section “Deliberation Groups”), and Prediction Markets 
(section “Prediction Markets”).
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 Mathematical Aggregation

Perhaps the most common aggregation method is averaging, specifically, 
unweighted linear averaging. Suppose there are N people in your crowd, and we 
number each individual, i = 1, 2, 3, …, N. Let ji be the elicited judgement of person 
i (e.g., the number of jelly beans in a jar). The unweighted linear average of your 
crowd’s judgements is defined as: 

 
Unweighted Linear Average
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This simple method of averaging is considered by many as a standard benchmark of 
aggregation. For example, Armstrong (2001b) recommends it as a good default 
option, especially if you don’t know anything about the abilities of the individuals 
in the group. If you do have such information, you may want to use some kind of 
weighted average (see below).

Averaging has its drawbacks. It can make sense when the individual judgements 
are clustering around a central value, but it can have undesirable consequences 
when the distribution of judgements takes on another shape. For example, consider 
the following hypothetical estimates of the effect that Obama’s economic policies 
will have on US GDP. Average growth in GDP for the next decade will be:

 (i)  − 0. 1, 0. 1, 0. 2, − 0. 3, 0. 1, 0. 3, − 0. 3, 0. 2, − 0. 1, − 0. 1%
 (ii)  − 19. 1, 5. 1, 5. 2, 4. 7, − 20. 5, 5. 4, 4. 7, 4. 6, 4. 8, 5. 1%

In both cases, the average of the estimates is 0 %, but the distributions of the guesses 
differ in an important way. The first set of estimates cluster around 0 %, but the 
second tend to cluster more around 5 % than they do around 0 %. The only reason 
why the average of the second set of estimates is 0 % is because of the two extremely 
negative estimates. In the first case, the individuals could agree to 0 % as the collec-
tive judgement as a compromise—perhaps because 0 % is so close to each individ-
ual estimate. However, in the second set, no one believes that the effect will be about 
0 %, so to take 0 % as the collective judgement seems like a rather odd thing to do. 
For this sort of reason, a better strategy may be to take the mode of the estimates. In 
this way, the mode can be a more democratic aggregation method than the average. 
The mode is just one statistical property of the distribution of guesses we could use 
as an alternative to the mean. Other options include the median, the mean with outli-
ers removed, the geometric mean, the maximum entropy expectation, and so on. In 
short, any of the tools of statistics can be used to construct a more sophisticated 
aggregation method.

Another way to move beyond simple averaging is to use a weighted average. 
A weighted average gives more weight to some of the estimates over than others. 
Using the same notation as before, but where wi is the weight given to judgement ji, 
the weighted linear average of the crowd’s judgements is defined as: 
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Using a weighted average can make sense when, say, you know some members of 
your crowd are more reliable than others. For example, if you know from past expe-
rience that Ann is twice as good at guessing the number of jelly beans in a jar than 
Bob is, then you might want to take the average of their guesses, but give twice as 
much weight to Ann’s guess than to Bob’s. This is a variant of a method known 
as Cooke’s method (cf. Cooke 1991). The core idea is that you should use the past 
performance of the members of your crowd to determine how much weight you 
should give to their current judgements (see Clemen (2008) for a study of the 
method’s performance). This is not the only way to use a weighted average. It may 
make sense to weight the judgements by how confident the individuals are in their 
judgements. If someone is not very confident in their judgement, then perhaps their 
judgement shouldn’t contribute much to the collective judgement. Various results in 
psychology suggest that, at least in some cases, confidence in a judgement corre-
lates with the accuracy of that judgement (e.g., Koriat 2012).

A more complicated way to take a weighted average is to elicit degrees of peer 
respect along with the judgements (thus making the inputs slightly more complex). 
Suppose you find yourself in a group of people who all give judgements about some 
issue, but you think some members of the group are experts on the issue at hand and 
others are not. You would probably be unhappy with any collective judgement that 
gave equal weight to everyone—you’d prefer a collective judgement that gave more 
weight to the experts than to the fools. Similarly, everyone else will feel the same 
way—although they may have different opinions as to who are the experts. For any 
individual k, if they respect each person i to degree wk i, it looks like they should 
average as follows: 

 
Respect Weighted Average

1

1

=
=
∑N

w jki
i

N

i

 

(where the wk i are all between 0 and 1, and for each fixed i, the wk i sum to 1; so there 
is no need for a normalisation term). This aggregation method will produce a 
new judgement ji′ for each person i. Lehrer and Wagner (1981) argue that there is 
nothing special about these new judgements, and so if they vary, then everyone 
should now average again, using the new judgements and original weights of 
respect. Lehrer and Wagner prove that if everyone continues to average in this way, 
they will reach a group consensus: all of the averaged judgements will approach a 
unique consensus judgement jc. Lehrer and Wagner argue that this consensus judge-
ment has a number of virtues—both pragmatic and epistemic. One potential 
drawback to this method of aggregation, however, is that people’s judgements of 
each other’s level of expertise do not track the accuracies of their judgements. 
Burgman et al. (2011) found that such ratings of expertise were poor guides to 
judgement accuracy. There can also be practical difficulties in getting people 
to rate each other’s expertise—especially if those ratings are to be made public (cf. 
Regan et al. 2006). For an extensive discussion of the Lehrer–Wagner consensus 
model, see Loewer and Laddaga (1985) and the other papers in the same special 
issue of Synthese.
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So far, we have only discussed examples where the inputs and outputs are quantity 
estimates and so can be represented with real numbers. If the inputs are not like this, 
we have to choose a different kind of aggregation method. Another common sort of 
judgement are outright judgements of the form “guilty”/“innocent”, “yea”/“nay”, 
“black”/“white”, and so on. Such judgements cannot be averaged, but there are, none-
theless, ways to aggregate them. Perhaps the most natural and common is what is 
known as the majority rule: the collective judgement is “guilty” (“innocent”) if and 
only if more than 50 % of the individual judgements are “guilty” (“innocent”). A 
famous theorem, known as the Condorcet 1785 jury theorem (rediscovered by 
Black (1963)), shows that as you add more and more people to the crowd and aggre-
gate their judgements using the majority rule, then if each person has a greater than 
50 % chance of being right, and if they make their judgements independently of one 
another, then the probability that the collective judgement is correct will approach 
certainty. The theorem requires that the people in the crowd make their judgements 
independently of each other, which is a somewhat implausible of real life situations. 
However, Ladha (1992) generalised the theorem to allow for there to be some depen-
dencies between the crowd’s judgements. And there have now been a number of other 
generalisations of the theorem to make its application to real life situations more plau-
sible. List and Goodin (2002) generalised the theorem to cover other aggregation 
methods and Grofman et al. (1983) generalised the theorem to allow for people who 
don’t have a greater than 50 % chance of judging correctly.

Things get tricky if the inputs and outputs are more complex than single all-or- 
nothing judgements. Suppose that instead of simply judging whether someone is 
guilty, we want our crowd to provide some reasoning for this judgement. For exam-
ple, suppose that G means the person is guilty, N means they were nearby when the 
crime was committed, and N → G means that if they were nearby, then they are 
guilty. Now suppose we have 30 people in our crowd, and they make the following 
judgements on the three propositions, N, N → G, and G: 

N N → G G

10 people say True True True
Another 10 people say True False False
The remaining 10 people say False True False

So, the greater-than- 50 % majority rule says True True False

If the collective judgement is defined using the greater-than-50 % majority rule, 
then the collective judgement on the three propositions will be logically inconsistent,4 
even though every individual in the group is perfectly consistent. This paradox has 
come to be known as the doctrinal paradox, and it has generated a large literature 
(see e.g., List 2012; Dietrich 2012; Cariani 2011). This sort of inconsistency result 

4 This is because N and N → G entail G, so if the former two propositions are true, the latter has to 
be true.

A. Lyon and E. Pacuit



607

shows that your choice of inputs and outputs can be incredibly important. Keep 
them simple, and you can get a result like the Condorcet Jury Theorem which says 
your crowd will probably do good things. But make the inputs and outputs a little 
more complex, and all of a sudden your crowd can be logically inconsistent. 
(Note that if the inputs are only judgements on N and N → G, and the output is simply 
a judgement on G, then there is no inconsistency.)

In the above discussion, the collective output is evaluated in terms of its accuracy. 
However, as we explained in section “Thinking About the Wisdom of Crowds”, 
there are other standards of evaluation. May (1952), for example, identified four 
procedural constraints, which he called Universal Domain, Anonymity, Neutrality, 
and Positive Responsiveness. These are (arguably) plausible procedural constraints 
that an aggregation method should satisfy (with outright judgements as inputs and 
outputs). For example, Neutrality requires that if everyone changes their judgement, 
then the collective judgement should change accordingly. May proved that the 
majority rule is the only aggregation method that satisfies all four constraints. 
For further discussion of these issues see e.g., Maskin (1995), Woeginger (2003), 
and Asan and Sanver (2002).

Much more could be said on the topic of mathematical aggregation, and we have 
only discussed simple kinds of aggregation methods on fairly simple kinds of inputs 
and outputs. For further discussion see Armstrong (2001a), List and Pettit (2002), 
Grofman et al. (1983), and Pacuit (2012). We now turn to another way in which 
judgements can be aggregated: through group deliberation.

 Deliberation Groups

The aggregation method that most readers will have had direct experience with is a 
deliberation group: the “crowd” meets to discuss the problem at hand, and after a 
period of discussion, they arrive at a collective judgement.5 The group discussion 
can be structured or unstructured. In an ideal situation, the discussion will elicit 
from each member of the group not only their judgements, but also their reasons, 
arguments and evidence that back up these judgements. Through discussion and 
debate, the group can sort through all of the evidence and arguments leading to a 
more informed solution.

A common criticism of unstructured group discussion is that it enhances cogni-
tive errors rather than mitigates them. In addition, there are many social phenomena 
that hinder a group’s ability to reach a correct judgement, even if, in principle, the 
group has all the pieces needed to solve the problem. We note the following three 

5 As we noted in section “Thinking About the Wisdom of Crowds”, not all deliberation groups are 
instances of judgement aggregation. For example, the crowd could simply meet to share informa-
tion and then still give different individual judgements, which could then be aggregated using one 
of the methods described in sections “Thinking About the Wisdom of Crowds” or “Prediction 
Markets”.
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issues. Bias against the minority: There is a tendency for groups to ignore isolated, 
minority or lower-status members. Anchoring effect: There is a tendency to rely too 
heavily, or “anchor”, a judgement on one piece of information (for example, the first 
announced judgement, the judgement of the most senior person in the group, or the 
judgement of the loudest person in the group). Common knowledge effect: 
Information held by all members of the group has more influence on the final 
decision than information held by only a few members of the group (see Gigone and 
Hastie 1993). See Sunstein (2011) for a discussion of other problems with group 
deliberation.

Despite its many flaws, unstructured deliberation can be fruitful in certain 
circumstances. For instance, the unstructured discussion in the comments section 
of the polymathblog led to a new proof of the Hales-Jewett Theorem (see 
Polymath 2012). Other examples that may benefit from unstructured debate and 
discussion include writing a novel or finding the correct wording of a piece of leg-
islation. Indeed, group brainstorming sessions are often used to generate new ideas 
and creative solutions to a variety of problems. However, some research shows that 
interacting brainstorming groups come up with fewer new ideas than does aggregat-
ing the collective ideas from a group of non-interacting individuals (Diehl and 
Stroebe 1987). The social dynamics of the group also often interferes with the 
group’s ability to achieve its intended goal. Therefore, it is important to develop 
methods to keep the group focused on the task at hand (e.g., see Gerber (2009) and 
Bao et al. (2010) for methods aimed at improving brainstorming sessions).

One way to diminish the effect of the psychological phenomena mentioned 
above is to structure the deliberation. A method that has been widely used is the 
Delphi method (Linstone and Turoff 1975). This actually refers to a whole range 
of methods. What is common among the different implementations is that the mem-
bers of the group provide their initial judgement before any discussion takes place, 
then there are a number of rounds in which the group members can discuss and 
revise their judgements.

After the group members give their initial judgments to the moderator, there are 
a number of ways to proceed. A sample session may run as follows: The moderator 
shows everyone in the group the initial judgements (making public the judgement 
of each member of the group). Members of the group are encouraged to discuss 
their reasons for their initial judgements. After a round of discussion, each person 
in the group is asked (either privately or publicly) if they want to revise their initial 
judgement. The second round judgements are then given to the moderator who 
aggregates them using one of the methods from section “Mathematical Aggregation”. 
There are many ways to vary the group interactions: (i) The initial judgements are 
kept anonymous. (ii) Members of the group are asked to judge how confident they 
are in their judgements. (iii) Rather than taking part in an unstructured discussion, 
the members of the group are given time to do their own research in light of receiv-
ing each other’s judgements. (iv) Members of the group are asked to judge how 
confident they are in another (randomly selected) person in the group’s judgements. 
(v) The process continues until consensus is achieved (or some large subgroup 
achieves consensus). There is mounting evidence that structuring group deliberation 

A. Lyon and E. Pacuit

http://polymathblog


609

in this way leads to more accurate predictions (Amrstrong (2006); Graefe and 
Armstrong (2011)). 

Sometimes no amount of discussion will lead the group to a consensus  
opinion. This means that group deliberation may only be a partial solution to an 
aggregation problem, and consequently, the moderator may have to use an  
additional aggregation method to form the final group judgement (e.g., the mod-
erator might average the final estimates). However, one must be careful with how 
these aggregation methods are combined, for it is possible for group deliberation 
to improve the individual judgements in a group, while making the collective 
judgement worse. For example, suppose that there are 10 people estimating a 
parameter whose true value is 40 with the following initial estimates: 15, 18, 20, 
22, 30, 45, 50, 55, 60, and 61. Using an unweighted average, the group estimate is 
37.6. If the new estimates after the discussion period are: 16, 25, 21, 23, 31, 41, 
41, 40, 41, and 45, then each individual improved their estimate. However, the 
average of these estimates is 32.4, and so the collective judgement (understood as 
the average) is worse after discussion. Nevertheless, there is data to show that 
discussion, in an appropriately structured deliberation group, can improve the 
group estimate—see e.g., Burgman et al. (2011).

For a much more detailed overview of deliberative groups and collective group 
judgements in general, see Fidler et al. (2013).

 Prediction Markets

Recently, there has been quite a lot of interest in the use of prediction markets as a 
method for aggregating individuals opinions about future events. Suppose that we 
are interested in whether an event will take place at some time in the future (for 
example, will Hillary Clinton run for president in 2016?). Rather than gathering 
experts to discuss their opinions about this event, the approach we highlight in this 
section is to create a market in which individuals trade contracts whose payoffs are 
tied to the future event. For instance, suppose that there is an option that pays $10 if 
Hillary runs for president in 2016 and $0 otherwise. Ignoring any transaction costs, 
if an investor pays $7 for the event “Hillary Clinton will run for president in 2016”, 
then she earns $3 dollars if Clinton runs and loses $7 if she does not run. Under 
standard decision-theoretic assumptions (such as that investors are risk-neutral), 
investors should be willing to pay up to a price that equals their estimated probabil-
ity that an event will happen. The market price, or equilibrium price, is the value 
such that if an investor were willing to sell below the price, the other investors 
would buy the stock driving the price back up (similarly for anyone willing to buy 
above the market price). The market price has been interpreted as the aggregate 
probability of the investors (Manski 2006; Wolfers and Zitzewitz 2004) and has 
been shown to be remarkably accurate in predicting events (Arrow et al. 2008; 
Rothschild 2009).
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Prediction markets have many advantages over deliberation as a method for 
aggregating individual judgements (see also Sunstein (2011) for a discussion of 
this). The primary advantage is that prediction markets provide the right incentives 
for a diverse population to disclose the information that they privately hold. 
Furthermore, the economic incentive in a market encourages traders to search for 
the best available information. Moreover, even if the investors are unsophisticated or 
not well-informed, the efficient market hypothesis states that markets are good 
aggregators of information (see Lo (2007) for an overview). See Wolfers and 
Zitzewitz (2004) and Arrow et al. (2008) for an extensive discussion of predication 
markets, including an overview of the experimental evidence and case studies that 
demonstrate the benefits of using markets to predict future events.

Markets work well when there is a large and diverse group and each person is 
likely to get different types of information. This suggests that implementing a 
prediction market may not always be feasible. There are two central problems that 
can make a prediction market infeasible. The first is that there must be a large 
enough group of people that are interested and engaged with the market. The second 
is that in order to use a prediction market, you must be interested in predicting 
whether or not some event will happen at some specific moment in the future. This is 
important since It must be perfectly clear which bets to payoff. In addition to prob-
lems of feasibility, prediction markets face a number of other challenges.

The economic incentives provided by a prediction market do a good job mitigat-
ing many of the biases that infect group deliberation discussed in the previous sec-
tion. Still, prediction markets are influenced by investor biases. The most well-known 
is the favorite long-shot bias. This bias causes investors to undervalue events with 
probabilities close to 1. Similarly, investors tend to over-value events that have 
probabilities close to 0. This type of bias is well-documented and can have an effect 
on the market price (Thaler and Ziemba 1988).

Recent work has questioned the relationship between the market price and the 
distribution of beliefs of the investors in a prediction market. Othman and 
Sandholm (2010) study the behavior of simple agents that sequentially interact with 
the market. They show that by varying the order of participation in a market, the 
market price can converge to an arbitrary value (see Frongillo et al. (2012) for a 
generalization of this result).

A final challenge for the use of prediction markets as an aggregation method is the 
possibility of manipulation. Since most prediction markets have a relatively low vol-
ume, it would be relatively inexpensive for an investor to take losses in order to affect 
the market price. An example of this type of manipulation was recently observed in the 
Intrade market to predict the outcome of the 2012 election. According to a Washington 
Post article (Plumer 2012), a few months before election day, there was a huge swing 
towards Romney in the market which appears to have been driven by someone spend-
ing about $17,800 to push up Romney’s chances of winning. The surge only 
lasted about 6 minutes before other traders brought the price back down. It is still 
unclear whether this was a manipulation by an investor attempting to sway perceptions 
of the race or simply an example of a trader who made an expensive trade. There is evi-
dence that attempts to manipulate prediction markets tend to fail (Hanson et al. 2006). 
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In fact, Hanson and Oprea (2009) offer a model in which attempts to manipulate the 
market actually increases the accuracy of the market price (see also Chen et al. (2010) 
for a general study of manipulation in prediction markets).

We conclude this short section with a few brief comments about some computa-
tional aspects of prediction markets. Virtually all the prediction markets currently in 
use restrict trade to “simple” events that can all be explicitly listed and monitored. So, 
for example, bets are made on events of the form “horse A will win” rather than more 
complex events such as “horse A will beat horse B which will beat horse C”, “horse A 
will win and horse B will come in third” or “horse A will win if horse B comes in 
second”. Initial research shows that allowing individuals to trade on more complex 
and/or conditional events has significant advantages (see Chap. 29), but it raises many 
difficult computational challenges. For example, it is no longer feasible to explicitly 
list all the possible bets—e.g., in a horse race with 10 horses, there are 10!  = 3, 628, 800 
many different possible permutations that would need to be listed. Therefore, it is 
important to develop combinatorial betting mechanisms that allow investors to suc-
cinctly express their bets. Another computational challenge is that allowing bets on 
more complex events makes it much more difficult to match buyers with sellers. In 
general, it may be necessary to look beyond bilateral trades and consider complex 
multilateral trades. There is much more to say about the computational aspects of 
prediction markets. See Pennock and Sami (2007) and Chen and Pennock (2010) for 
a discussion of these issues and further references to the relevant literature.

 Conclusion

There is a growing literature focused on the Wisdom of Crowds spanning many 
disciplines such as philosophy, computer science, management science, social 
psychology and social choice theory. And it can be difficult to pin down exactly 
what the class of phenomena is that is loosely called the “Wisdom of Crowds” by 
these diverse research communities.

In section “Thinking About the Wisdom of Crowds”, we outlined out a simple 
conceptual framework for thinking systematically about the Wisdom of Crowds. 
We did this by taking the perspective of someone interested in using the Wisdom of 
Crowds to solve a problem. For example, suppose that you are interested in finding 
the answer to some question (e.g., Is the defendant guilty?), a prediction about a 
future event (e.g., Will Hillary Clinton run for president in 2016?), or an estimation 
of some parameter (e.g., How many jelly beans are in the jar?).

Once you identify the group of people that will make up your crowd, you must 
decide how to leverage the “wisdom” of the crowd to solve your problem. This 
involves eliciting useful information from each member of the group and deciding 
how to aggregate this information. There are many different methods that can be 
used to aggregate the judgements of a group of people. We discussed three broad 
categories of aggregation: Mathematical Aggregation, Group Deliberation and 
Prediction Markets.
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All of the aggregation methods we discussed in this paper accept human 
judgments as inputs, and we primarily focused on epistemic judgements that were 
simple in form—e.g., they are about the true value of a parameter, or the answer to 
a yes/no question. Moving beyond this limited focus would allow us to examine a 
wider variety of examples of the Wisdom of Crowds. (See, for example, 
Nielsen (2011) for a discussion of collective judgements in situations where there are 
no objective facts against which the judgements can be evaluated.)

Clearly, there is much more to say about the Wisdom of Crowds. It is certainly 
going to take a diverse group of researchers to fully understand this phenomena. 
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 Motivation

As we enter an age of increasingly larger and noisier data, dynamic interplay 
between human and machine analysis grows ever more important. Researchers and 
toolbuilders work to better understand and support the analytical process through 
systems that employ novel visual interactive interfaces along with computational 
support. These systems leverage the acuity of the human visual system as well as 
our capacity to understand and reason about complex data, nuanced relationships, 
and changing situations. In designing and building these systems, we rely on the 
intuition that the lived experience, perceptual advantage, and adaptability of the 
human analyst may prove crucial in areas where purely computational analyses fail. 
Similarly, by pairing the human analyst with a machine collaborator we hope to 
overcome some of the limitations imposed by the human brain such as limited 
working memory, bias, and fatigue.

With many promising examples of human-machine collaboration in the literature 
and everyday life, how do we tell if a new problem would benefit from human- 
computer collaboration and how should we allocate computational tasks? At present, 
balancing the cost of building and deploying a collaborative system with the benefits 
afforded by its use is precarious at best. We rely heavily on researcher intuition and 
current field-wide trends to decide which problems to approach using collaborative 
techniques. While this has led to many successes, it has also led to the investment of 
significant time and energy into inefficient collaborative solutions for problems that 
might better have been (or have already been) solved by human or machine alone.

While we have come a long way from listing tasks best assigned to human or 
machine (Fitts 1951), appropriate function allocation in collaborative systems is still 
far from a perfect science (Sheridan 2000). However, the effectiveness of any 
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collaborative system is heavily dependent on how well it leverages the skills 
that humans and machines have to offer while minimizing waste. In the absence  
of a secret formula to prescribe this interplay, how do we balance the expected  
contributions of human and machine during the design process, and how do we 
evaluate the effectiveness of systems once we’ve built them? Herein, we seek to 
address these questions.

Toward that end, this chapter is organized into three main sections. Section 1 pro-
vides a broad definition of human computation and human-computer collaboration, as 
well as comparisons between a few well-known problems and their human- computer 
collaborative solutions. Section 2 considers the relative strengths of human and 
machine collaborators. Section 3 discusses the open problem of function allocation in 
human-computer collaborative systems, and will provide some insight on applying 
this knowledge during the design process. We hope that this chapter will leave the 
reader with an improved understanding of the complementary strengths of human and 
machine, as well as actionable information about best practices for real world design.

 1 - Beyond Crowdsourcing: Human Computation  
as Human- Computer Collaboration

In this section, we develop a working definition for the term human computation. It 
is important to note that human computation is not synonymous with terms such as 
collective intelligence, crowdsourcing, and social computing, although they are 
related. Before we continue, we will first define a few of these terms in the interest 
of developing a context for defining human computation. For a more detailed dis-
cussion on definitions of Human Computation, please see Chapter 9 - “Synthesis 
and Taxonomy of Human Computation”.

Crowdsourcing is the practice of obtaining services, ideas, or content by 
soliciting contributions from a large group of people.

Collective intelligence is the notion that groups of individuals working 
together can display intelligent behavior that transcends individual 
contributions.

Social computing is the intersection between people’s social behaviors and 
their interactions with technology.

In many cases, a single system could be classified under more than one of these 
headings. At the same time, none of them fully captures the notion of human com-
putation. As such, there are many working definitions of human computation in the 
literature:

…using human effort to perform tasks that computers cannot yet perform, …  
(Law and von Ahn 2009)
…a technique that makes use of human abilities for computation to solve problems. 
(Chan et al. 2009)
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A computational process that involves humans in certain steps… (Yang et al. 2008)
…systems of computers and large numbers of humans that work together in order to 

solve problems that could not be solved by either computers or humans alone. (Quinn and 
Bederson 2009)

Working from these definitions, we can begin to come to consensus regarding 
what constitutes human computation. First, the problem must involve some form of 
information processing. This may occur as part of an algorithmic process, or may 
emerge through the observation and analysis of technology-mediated human behav-
ior. Second, human participation must be integral to the computational system or 
process. In this work, we do not consider systems with only superficial human 
involvement to fall under the umbrella of Human Computation.

We can think of human-computation as a kind of human-computer collaboration. 
In this context, collaboration as defined as a process in which two or more agents 
work together to achieve shared goals, and human-computer collaboration as col-
laboration involving at least one human and at least one computational agent 
(Terveen 1995). This has also been called mixed-initiative systems (Horvitz 1999). 
In a mixed-initiative system, both the human and the machine can initiate action, 
access information and suggest or enact responses (Thomas and Cook 2005). The 
field of Visual Analytics is a perfect example of human-computer collaboration, as 
Visual Analytics systems leverage both analyst intelligence and machine computa-
tion in a collaborative effort to solve complex problems.

Under this definition, we see that crowdsourced computation is just the tip of the 
HC iceberg. Along a continuum between human-heavy and machine-heavy collabo-
ration such as the one posed by Bertini and Lalanne in 2009, crowdsourced compu-
tation falls at one extreme:

With few exceptions, the computational burden falls almost entirely on the 
human collaborators in typical crowdsourcing applications such as image labeling 
and text translation. Human-based genetic algorithms also fall on the human-heavy 
end of the continuum, as the human agents determine both population fitness and 
genetic variation. In these systems, the primary role of the machine collaborator is 
to distribute tasks and collect results, a role with relatively trivial computational 
requirements. On the other extreme, algorithms for unsupervised learning functions 
with near autonomy from the human collaborator. Here, the human’s role is to set 
the parameters of the algorithms and to verify the results. While less common, there 
are an increasing number of algorithmic approaches that attempt to maximize the 
contributions from both collaborators.

Without question, the term human computation spans a wide range of possible appli-
cations and computational distributions. Among all these, many of the most interesting 
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and successful human computation systems not only balance the contribution of human 
and machine, but also leverage the complementary computational strengths of both par-
ties. In the following sections, we will explore some of these strengths and how they can 
impact the distribution of labor in a human computation system.

 2 - Complementary Computation

Both human and machine bring to the partnership varying strengths and opportuni-
ties for action, and during collaboration, each must be able to perceive and access 
these opportunities in order for them to be effectively leveraged. These affordances 
define the interaction possibilities of the team, and determine the degree to which 
each party’s skills can be utilized during collaborative problem solving. The set of 
problems warranting a collaborative technique is equivalent to the set problems 
where there is an opportunity to effectively leverage affordances on both sides of the 
partnership in pursuit of the solution.

Instead of deciding who gets (stuck with) which task, we can begin to reason 
about which party can best contribute to the collective goal at each stage. The 
answer may not be only the human, or only the machine, but could in fact be both. 
By designing such that both human and machine are aware of the affordances made 
available to them by their collaborators, we encourage the development of more 
flexible procedures for collective problem solving.

 Relative Strengths of Human and Computers

Fitts made the first published attempt in 1951 categorize tasks when he created a list 
of tasks the humans are better at and machines are better at (see Table 1). This is 
often abbreviated in the literature as HABA-MABA. While for many years this list 
was viewed as mantra for the division of labor, frequent and consistent technologi-
cal advances in computation, automation and robotics make function allocation and 
the HABA-MABA list a moving target. The distinction between human and machine 

Table 1 An outdated comparison of the relative strengths of humans and machines

Humans are better at: Machines are better at:

Detecting small amounts of visual  
and auditory energy

Responding quickly and applying great force 
smoothly and precisely

Perceiving patterns of light or sound Performing repetitive, routine tasks
Improvising/using flexible procedures Storing information briefly, then erasing it completely
Storing large amounts of information  

and performing selective recall
Reasoning deductively

Reasoning inductively Multitasking
Exercising judgment
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is now less clear. For example, while in the 1950s humans were indeed better at 
storing large amounts of information, today’s machines far exceed the capacity pre-
viously imagined, and the advent of distributed storage is rapidly enabling the out-
pacing of human memory by machines.

While Fitts’ list was aimed at simply comparing the two for basic labor division, 
for many years it was incorrectly interpreted as gospel for function allocation for 
human-machine collaborative systems. Jordan (1963) criticized this approach stat-
ing that the underlying foundation should be that humans and machines are comple-
mentary rather than antithetical. Price (1985) also supported this view, arguing that 
function allocation could be better viewed as an interactive process rather than a 
divisive listing and that there may exist several optimal solutions for a given prob-
lem. Although the comparative approach to division of labor in human- computer 
collaborative systems was unwarranted, Fitts’ list laid the foundation for thinking 
about the respective strengths of humans and machines.

 Affordances: A Changing Perspective

In recent years, researchers have argued that the original perception of function 
allocation and Fitts’ list no longer makes sense (Sheridan 2000; Dekker and Woods 
2002). Dekker and Woods (2002) also provided counterargument to the validity of 
Fitts’ list. They discussed how human-machine collaboration transforms human 
practice and forces analysts to adapt theirs skills and analytics processes. They 
argue for a shift in attention, moving away from allocation of tasks to a focus cen-
tered on how to design for harmonious human-machine cooperation. That is, how 
do we get humans and machines to play nicely, and work effectively? In response, 
a more recent framework (Crouser and Chang 2012) categorizes tasks based on 
relative strengths or affordances—opportunities for action. For a listing of some of 
the affordances they examined, see Table 2.

Human computation is an ideal approach to problems where there is an opportu-
nity to leverage both human and machine affordances in pursuit of the solution. By 
framing potential collaboration in terms of the affordances at our disposal, we can 
then consider which of these affordances could be used to approach a problem and 
construct a solution.

Table 2 A modern comparison of human vs machine affordances

Human Affordances Machine Affordances

Visual perception Computational Power
Spatial ability Scalable, persistent storage
Linguistic ability Efficient/reliable data transfer
Creativity Freedom from bias
Adaptability Precision
Sociocultural awareness Parahuman sensing
Expertise/lived experience Environmental Tolerance
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 3 - Effectively Leveraging Human and Machine Affordances

The success of human-computer collaborative systems hinges on leveraging the skills 
of both the human and the computer. That said, in order to address the problem of bal-
ancing and allocating workload in a human-computer collaborative system, it is first 
necessary to explore the space of problem difficulty relative to human and machine.

While problem difficulty for a machine can be defined as space and time com-
plexity, for the human we propose that problem difficulty is attributed to two main 
sources: knowledge necessary to solve the problem and time investment required to 
solve a problem. The level of difficulty for one party may not necessarily transfer to 
the other. For instance, some problems such as character recognition are inherently 
easy for a human and can sometimes be performed in constant time but can be com-
putationally expensive or unsolvable for the machine. The inverse can also be true. 
We can think about the problem space as having two orthogonal dimensions: human 
difficulty and machine difficulty. Figure 1 depicts some well-known sample prob-
lems within in this space.

In this diagram, problems appearing in the lower left region are trivial; that is, 
they are comparatively easy for both humans and machines. These problems, such 

 

Fig. 1 A matrix of example problems based on respective difficulty levels for humans and machines
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as arithmetic or simple shape rendering, generally do not warrant a human- computer 
collaborative solution. As we move to the right along the x axis, we encounter many 
of the problems addressed in early human computation systems: image labeling, 
character recognition, language processing, etc. These problems are difficult for 
machines, but relatively straightforward for humans. Here, the overhead cost 
incurred by involving human processing power is minimal compared with the 
resources required to achieve comparable performance using a machine.

As the field of human computation progresses, we are becoming more invested 
in applying collaborative techniques to solve problems that are difficult or impos-
sible for either humans or machines alone, but which may be solvable through col-
laboration. In these problems, we are especially interested in how to best allocate 
the computational resources of the human and machine collaborators, allowing each 
party to play to its strengths.

Technically speaking, a human can simulate any process the machine can execute. 
After all, we designed the algorithms in the first place. Given an understanding of the 
process, enough paper and a sufficient supply of pencils, a human operator could 
write out the contents of each register, perform each bitwise operation, and record 
each result by hand. However, the time and resources required to compute exactly the 
same result are exorbitant. In addition, humans are susceptible to fatigue, and we are 
arguably limited by the capacity of our working memory and unreliable recall. In this 
sense, human operations are expensive, and there are cases where it is possible to 
reduce the number of human operations while maintaining optimal performance.

Consider the following example (Shahaf and Amir 2009): Imagine that we are 
given n randomly selected samples that we wish to classify. We know that the clas-
sifiers are simple threshold functions:
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with the value of w depending on the input. Assume that we do not know w, but a 
human can classify the data correctly without too much trouble. We can think of the 
human as an oracle, a black box which is able to correctly answer specific questions 
in a single operation. Using the human as an oracle, there are several ways to 
approach this problem, each with benefits and drawbacks:

 1. We could ignore the human and use a pure machine computational approach, first 
sorting the set of samples according to their x values and then choosing a random 
threshold value that falls between the lowest and highest values. This requires 
O(n log n) time to sort the list, and guarantees that at least two of the samples will 
be classified correctly. This is not a very promising bound on accuracy.

 2. We could use a pure human computational approach, asking the human to 
 classify each sample in the dataset. Because as we assumed that the human can 
always classify samples correctly, this method guarantees 100 % accuracy. In 
addition, this method requires c × n = O(n) operations, where c corresponds to the 
amount of time it takes the human to classify one sample. Under the usual met-
rics for evaluating algorithmic complexity, the method is technically “faster”. 

Balancing Human and Machine Contributions in Human Computation Systems



622

However, the value of the constant c may be enormous, which means that for all 
reasonably-sized input sets, this approach really isn’t much better.

 3. Finally, we could try a collaborative solution. First, the machine sorts the set of 
samples according to their x values, requiring n log n operations. Next, the human 
is asked to classify the sample that falls in the middle of the sorted list. If she 
answers “1”, we know that all the samples above should also be labeled “1”. 
Similarly, if she answers “0”, we know that all the samples below should also be 
labeled “0”. From here, the human is recursively asked about the middle point in 
the remaining half of the list that remains unlabeled. This is simply binary search, 
which implies that the human will be asked to classify at most log n samples for 
a cost of c × log n. Using this algorithm, we are able to dramatically reduce the 
workload for the human operator while maintaining 100 % accuracy simply by 
being clever regarding which samples to ask her about.

In this example, the third approach is clearly superior to the other two in terms of 
maximizing accuracy and efficiency. However, there are several key assumptions 
that need to be dressed. For example, what is the scale of the constant c? In human 
computation, we argue that this scale depends on the affordance being leveraged. 
This is perhaps most readily apparent in the field of information visualization. 
Through visualization, we transform the task of assessing abstract numerical infor-
mation to evaluating visual information, leveraging the human visual processing 
system and thereby decreasing the per-operation cost c. As designers, it is important 
to consider the implications of leveraging various combinations of affordances 
between human and machine.

A few caveats: under this model, there is an explicit assumption the human ora-
cle will always be able to provide the correct answer at a fixed (albeit large) cost. In 
reality, humans don’t work this way. Intuition and experience indicate that humans 
eventually get tired or bored, and as a consequence their speed and accuracy suffer. 
Even under optimal working conditions, humans are fallible; instead of modeling 
the human as omniscient, we may wish to model human oracles as accurate with 
some probability p < 1. This fallibility may require measures to ensure that the over-
all probability of correctness is higher than that of any single oracle. In addition, the 
human may wish to request more information from the system before she can make 
a determination. This mutual querying behavior cannot be captured by an oracle 
model; we assume that the oracle takes input, and gives a correct answer using only 
that input. Because of this, it is important to continue to develop more nuanced 
models human of behavior in human computation systems, and to design metrics by 
which we can more robustly evaluate algorithmic complexity and performance in 
human-machine collaborative systems.

 Conclusion

While history has often depicted human and machine as antithetical, we argue that 
in many cases their relative strengths prove complementary. Though originally 
designed simply to relieve human operators of tedious tasks, today it is perhaps 
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more fitting to view machines as collaborators in the pursuit of solutions to chal-
lenging problems. We hope that this chapter has left the reader with a better under-
standing of some of the intricacies of balancing human and machine contributions 
in human computation systems as well as candidate methods for evaluating the 
optimality of that balance. We believe that work in the emerging field of human 
computation will help us to expand our understanding of what is computable, and 
that human-computer collaboration could lead to significant advances in tackling 
currently intractable problems.
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        Overview 

 With the success of several major crowdsourcing platforms such as Amazon’s 
Mechanical Turk, oDesk, and Crowdfl ower, crowdsourcing has becoming more and 
more popular. Numerous employers have started to use crowdsourcing to complete 
their tasks. These tasks range from simple, micro tasks, such as image tagging, 
OCR, and question answering, to ones that are traditionally completed by domain 
experts, such as audio transcription, natural language processing, and translation. 
To yield high quality results, crowdsourcing employers usually decompose a com-
plex task into multiple, pipelined tasks and build workfl ows over these tasks where 
workers may contribute to the end result collaboratively. This chapter provides an 
overview of crowdsourcing workfl ows and algorithms of controlling such work-
fl ows. To build pipelined tasks where the output of a previous task is treated as the 
input of a later task, people have innovated iterative workfl ows. To optimize itera-
tive and other workfl ows, artifi cial intelligence and decision theory have been 
applied to automate the construction of such a workfl ow. Hybridized workfl ows 
help combine the efforts of both computer programs and human work and integrate 
results from various resources in a smart way. Unlike computers, human workers do 
not perform consistently over time. To overcome this limitation, people have come 
up with ideas on how to leverage human efforts and temporal information. Beyond 
the efforts, people also customize various workfl ows for specifi c application 
domains to better serve their needs.  

      Constructing Crowdsourced Workfl ows 

             Peng     Dai       

        P.   Dai      (*) 
  Google Inc., 1600 Amphitheater Pkwy ,   Mountain View ,  CA   94043 ,  USA   
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    Iterative Workfl ows 

 Find-fi x-verify (Bernstein et al.  2010 ) is a workfl ow introduced to solve complex 
tasks by workers who have little domain knowledge. The idea is to decompose the 
task into several smaller, sequential tasks, where the input of a later task is depen-
dent on the output of a previous task. The motivating example is word processing. 
The task input is an article on a specifi c topic, and the output is an improved version 
of it. The task is complex since workers only have limited professional editing 
skills. Using fi nd-fi x-verify, one such task is divided into three steps (sub-tasks). In 
the fi nd step, workers are asked to highlight places where a modifi cation maybe 
needed (such as typos, grammar errors, unclear descriptions, verbose sentences, 
etc.). In the fi x step, a different group of workers are instructed to make edits around 
places that are highlighted in the fi nd step. Finally, the new edits are presented 
to another set of workers to do proofreading. By decomposition, each worker 
 concentrates only on a very small aspect of a complex task, with the results suffi -
ciently validated. As a result, crowdsourcing workers with little domain knowledge 
achieve results of the same quality as by domain experts. 

 Little et al. ( 2009 ,  2010 ) fi rst introduced the idea of iterative improvement. Given 
a complex task such as transcribing a handwritten document, the idea is to have 
workers sequentially improve a current best solution, based upon others’ work. At 
the beginning of each iteration, an  improvement task , which presents the handwrit-
ing image with the current transcription (initially empty), is assigned to a worker, 
and the worker is asked to improve the transcription, such as transcribing new 
words, checking transcribed words, language, and grammar. Then a fi xed number of 
different workers are recruited to take part in a  ballot task , with the image shown 
and the old and new transcriptions presented side-by-side. The workers are sup-
posed to vote which one is more accurate. The transcription that receives the major-
ity vote is chosen as the starting point of the new improvement iteration. To execute 
such a workfl ow, a budget is usually set up ahead of time, and the workfl ow stops 
when it runs out of budget. Iterative improvement is a very powerful workfl ow as it 
lets workers work collaboratively and improve based on each others’ work . See 
Fig.  1  for a transcription task and the ultimate crowdsourced results by applying 
iterative improvement. 

       Automated Workfl ows 

 Dai et al. ( 2010 ,  2011 ) observed there are several places where an iterative work-
fl ow can be optimized. For example, the beginning of the fi rst few iterations are 
typically easy, therefore the new solutions are typically better than existing solu-
tions, so voting is not as important as when improvements are getting hard in later 
iterations. Also, it is hard to decide when to stop the improvement process, as tasks 
can vary massively in diffi culty level. Intuitively speaking, a few continuous, unsuc-
cessful iterations probably indicates that the current solution is already in good 
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quality; a good point to terminate. However, a non-adaptive workfl ow is unable to 
catch these subtleties and signals, thus works sub-optimally. The conclusions are 
reminiscent of the fi ndings on human recognition behavior using psychometric data 
(Michelucci  2000 ). As humans are trying to make sense of the world, their percep-
tual systems employ a similar model of continuing to iterate and aggregate informa-
tion until there are diminishing returns. 

 Following the observations, they model controlling such a workfl ow as a 
 partially- observable Markov decision process , a generally-used statistically frame-
work for decision making problems. Consider generating an artifact, such as an 
image description, a handwriting transcription, an audio transcription, etc., a work-
fl ow typically consists of two general tasks: an improvement task, i.e., improving 
the current artifact, and a ballot task, or making a judgment call among multiple 
artifacts. The model on the performance of workers on these tasks are generated and 
refi ned by machine learning techniques. An agent, called  TurKontrol , is assisted 
by a decision-theoretic engine that makes automated decisions on when and which 
task is crowdsourced, given the worker performance model. One typically workfl ow 
can be illustrated in Fig.  2 . The input to the workfl ow is an initial artifact,  α . 
 TurKontrol  fi rst decides whether an improvement is needed, based on a prior 
distribution of the quality of  α . If so, an improvement task is generated and some 

  Fig. 1    A handwriting transcribing task solved by Mechanical Turk workers using an iterative 
improvement workfl ow. The tasks show the text written by a human and the existing transcription. 
After several iterations, the transcription is very close to ground truth (with errors highlighted) 
(Figures adapted and reprinted from Little et al. ( 2009 ))       
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worker outputs a new artifact,  α′ . Given the worker identity information, 
 TurKontrol  computes its belief over the quality of  α′  and decides whether the 
next task should be a ballot, an improvement, or to terminate the workfl ow. On a 
ballot task,  TurKontrol  updates its quality beliefs given the ballot answer. 
Otherwise, the agent chooses a better artifact and either uses it as the starting point 
on an improvement task, or submits it on workfl ow termination. 

   Dai et al. ( 2010 ,  2011 ) demonstrated that applying the decision-theoretic agent 
signifi cantly improves the ultimate result of the solution for the image description 
domain. To achieve results of the same quality, a non-adaptive workfl ow spends 
28.7 % more money on average. Note that  TurKontrol  can be applied to control 
and optimize any type of workfl ows. 

 Optimizing a workfl ow has opened the door to solving many previously- unsolvable 
tasks. Indeed, for many cases, a single, optimized workfl ow is useful for most of the 
tasks. Yet, the best workfl ow can sometimes be domain-specifi c, and various work-
fl ows may provide independent evidence, thus increases confi dence in the results. 
Therefore exploiting multiple workfl ows and applying a mixed workfl ow can further 
improve task solving effi ciency and the quality of the results. Lin et al. ( 2012a , b ) then 
generalized the crowdsourced workfl ow control problem into managing multiple 
workfl ows. See Fig.  3  for the decisions made by the agent,  AgentHunt . To accom-
plish a task, there are  k  workfl ows, possibly with overlapping task types, that the 
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agent can choose from. In addition to the decisions made by  TurKontrol , a work-
fl ow evaluation phase is completed before a new task is posted. The best workfl ow is 
picked up and the next task along that workfl ow is chosen to be the new task. Results 
show that optimizing multiple workfl ows signifi cantly improves the accuracy of 
named-entity tagging results over optimizing a single workfl ow. 

       Hybridized Workfl ows 

 Previously we discuss workfl ows where tasks are completed purely by crowdsourc-
ing workers. In order to leverage human and computer resource, people have 
come up with workfl ows where part of them are executed by computer programs. 
Cascade (Chilton et al.  2013 ) is one automated such workfl ow that can be applied in 
generating taxonomy of data items, such as answers to a question, colors, concepts, 
etc. Generating taxonomy is challenging for workfl ows such as iterative improve-
ment, since taxonomy is dynamic and can grow very quickly, and the task has many 
divergent ways to tackle, so a focused workfl ow with merely improvement and vot-
ing tasks is not generally enough. The workfl ow constructed by cascade goes along 
the pipeline of three crowdsourcing tasks as well as an automated result aggregation 
process. Initially, a  generate task  asks workers to suggest a category for multiple 
data items. Given candidate categories for each data item from the fi rst step, a 
 selectbest task  lets workers choose the most suitable category for each item. 
Categories with suffi cient votes from the previous step go through a  categorize task , 
where workers vote whether an item fi ts a category. Subsequently, an automated 
structural inference algorithm generates the taxonomy of all the data items, based 
on human results. Empirical study on Mechanical Turk shows that the cascade algo-
rithm performs close to expert agreement with competitive costs. 

 Skierarchy is a technology, innovated by   SteuSert.com    , that utilizes crowdsourc-
ing resources hierarchically based on the qualities of each. It has been applied to 
solve tasks from domains that typically require human expertise, such as natural 
language processing. The hierarchy maintained is illustrated in Fig.  4 . The bottom 
level is composed of machine learning algorithms trained from expert labels. 
Computer programs are less expensive compared to human resource, yet yield lower 
quality results. The results of machine learning algorithms are used as initial refer-
ences by higher hierarchies. The middle level consists of crowdsourcing workers 
who have little to median training over the task domain. They produce higher qual-
ity results than computer programs, but are not as good as experts. Their job is to 
answer questions, with answer references generated by computer programs, and 
escalate ones they feel uncertain of on the top level resides domain experts, who 
make judgment calls over tasks where crowdsourcing workers escalated. By build-
ing such a hybridized workfl ow, not only results are suffi ciently cross validated by 
various sources, but also human experts, the most demanding resource, can concen-
trate on the hardest tasks. 

Constructing Crowdsourced Workfl ows
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       Temporal Workfl ows 

 Unlike computer programs, workers’ accuracies often change over time, e.g., due to 
fatigue, mood, task familiarity, etc. One refi ned temporal worker model defi nes the 
accuracy of a worker given the time of day, day of the week, as well as the amount 
of time a worker has been on a particular task. Donmez et al. ( 2010 ) propose to learn 
temporal worker accuracy models and use them to predict the best workers to assign 
tasks to optimize the overall performance. Sharing the same observations, 
Rzeszotarski et al. ( 2013 ) take a step further to help workers recover from accuracy 
declines by inserting micro-breaks, such as reading a comic or playing a game, into 
each worker’s task sequence. They also propose to build an AI-assisted agent that 
uses temporal worker models to predict when a worker may feel tired and automati-
cally suggest the most effective micro-breaks.  

    Other Workfl ows 

 In addition to the general-purpose workfl ows, many other workfl ows have been 
designed to handle specifi c applications. 

 Mobi (Zhang et al.  2012 ) is a crowdsourcing system where workers collabora-
tively complete large tasks such as generating an itinerary with time and budget 

  Fig. 4    Hierarchical structure 
of how SetuServ manages 
and exploit crowdsourcing 
resources (Figure reprinted 
from   www.setuserv.com    )       
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constraints, represented in natural language. Mobi allows workers to see and iterate 
ideas online, and check and edit the details of a running itinerary through a visual-
ization tool. One useful feature of the system is a todo list automatically generated 
out of unsatisfi ed constraints, which helps provide directions and hints for workers 
to improve the current solution. For speech-to-text transcription tasks, a workfl ow 
that breaks clips into small segments, and later merges their transcriptions has been 
proved effective (Liem et al.  2011 ). Calculating calories on a food plate (Noronha 
et al.  2011 ) can be decomposed into several sequential tasks, such as tagging food 
items, matching items with nutrition database, and measuring individual item’s 
calories, etc., to achieve reasonably accurate results. Kulkarni et al. ( 2012 ) show 
that the crowd can even help design and execute complex workfl ows, with and with-
out the help from crowdsourcing employers. Lasecki et al. ( 2011 ) design a work-
fl ow that enables employers to easily crowdsource tasks with an integrated user 
interface, such as a robot navigation tool, and allow multiple workers to control the 
same interface in real-time.  

    Future Work 

 Building crowdsouced workfl ows are a new area and has already demonstrated its 
usefulness. We believe there are many new directions to explore in the future. 
Existing workfl ows usually have limited types of crowdsourcing tasks, most of 
which belong to two categories: content generation and content verifi cation. To 
achieve more complicated and specialized tasks through crowdsourcing, such as 
software development, business consulting, fi nancing, etc., one tends to crowd-
source more important decision making tasks. Those new tasks will challenge 
workers’ management and coordination skills, such as resource and budget manage-
ment, task decomposition, or even workfl ow control and execution. 

 Many opportunities exist on building more complex, even multi-level workfl ows, 
where the task of a higher-level workfl ow can be a lower-level workfl ow. For exam-
ple, small teams of humans in social contact online may collaborate and complete 
one such task – their own collaboration forms an independent workfl ow with its inter-
face to the high-level workfl ow structured. Crowdsoucing may be applied on several 
layers, such that the worker of a bigger task can be the employer of smaller tasks.     
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           Motivation 

 Just as Artifi cial Intelligence algorithms have often been patterned after how an 
individual person reasons, so too have Distributed Artifi cial Intelligence (DAI) 
algorithms drawn inspiration from social-scientifi c insights about how groups of 
people reason collectively in a coordinated fashion. While interactions among self- 
interested agents has been one important avenue of research (leading to computa-
tional algorithms informed by game theory, auctions, negotiation, etc.), in keeping 
with the themes of this book, the discussion in this chapter is limited to distributed 
algorithms that support and promote cooperation among artifi cial agents. (For a 
broad overview of DAI, see the book by Weiss ( 2013 ).) This chapter fi rst provides 
a categorization of different families of algorithms for cooperative problem solving 
by computational agents. It then highlights how lessons learned in DAI could inform 
the development of human computational systems, and concludes by illustrating 
examples of combining human computation and networks of intelligent agents, sug-
gesting directions for future efforts.  

    Cooperating Intelligent Agents 

 At the risk of oversimplifying, research into using distributed computation to realize 
intelligent behavior falls along a spectrum. One extreme sees intelligence as emerg-
ing from interactions among computational elements that are not individually intel-
ligent, such as how neurons collectively implement cognition (see the Foundations 
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chapter “From Neural to Human Communication” by Larson-Prior). At the other 
extreme, each computational element is independently intelligent, but by cooperat-
ing such elements can achieve more than any can alone. For example, in the early 
years of DAI, the practical successes of expert systems raised the question of 
whether and how such systems could cooperate, much like how human medical 
specialists could collaboratively solve a complicated case. The belief then, as now, 
was that systems comprised of well-constructed agents with complementary aware-
ness and abilities would be more versatile, extensible, and verifi able, presuming that 
they could cooperate well to solve problems. 

 An underlying assumption that has colored the development of cooperative 
problem- solving (CPS) algorithms bears stating: that communication is slow rela-
tive to computation. This perspective reinforced the emphasis on viewing each 
agent as a sophisticated problem solver in itself, where agents would invest a lot of 
“thought” into what information is important to share with others (and when to 
share it), and into how to interpret and utilize received information. In turn, like a 
human expert, each agent’s time was extremely valuable, making it a priority that 
each agent was applying its expertise to the right problems at any given time. 

  Task-Sharing Algorithms.  An early and continuing research problem in the fi eld 
has thus been to develop algorithms to allocate problem-solving tasks to the “right” 
agents. An early, infl uential distributed algorithm for this was the Contract- Net 
Protocol (Davis and Smith  1983 ). In brief, the algorithm was: (1) an agent with a task 
that needs to be done broadcasts an Announcement that describes the task, indicates 
the eligibility criteria for agents to do it, and specifi es the content of a bid for the 
task; (2) eligible agents submit Bids indicating their suitability for being awarded the 
task; (3) the original agent sends an Award message to one or more of the bidders; 
(4) the awardee(s) send(s) Result message(s) with task outcome details when done. 

 Since the Contract-Net Protocol, a variety of related bidding techniques have 
been developed, such as using computational auctions as a means for collecting bids 
and determining assignments (Wellman  1993 ). Furthermore, allocation presumes 
that agents can describe tasks and capabilities in ways that enable matching, and 
that agents know where to advertise their capabilities or announce their tasks, etc., 
and correspondingly there has been considerable emphasis on description languages 
for agents and the services they provide (Sycara et al.  2002 ), and for machinery for 
matchmaking and registration (Klusch et al.  2009 ). 

  Result-Sharing Algorithms.  While task-sharing emphasizes moving tasks to 
agents suited for them, in some domains the “tasks” are inherently distributed, such 
as in distributed sensor networks where agents’ local tasks are to interpret sensory 
inputs, with a collective objective of understanding global phenomena across the 
sensed region. The challenge agents face, then, is deciding which local results to 
share, with whom, and what to do with received results, in order to jointly solve the 
entire problem. 

 Algorithms for making such decisions range from more brute-force strategies of 
sharing everything with everyone, to protocols that, for example, pass a tentative 
global solution from agent to agent, where each agent augments it in turn. An early 
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approach called Functionally-Accurate Cooperation (Lesser and Corkill  1981 ) 
exploited completeness to decide what results to share (those that couldn’t be fur-
ther improved locally) and locality to decide where to send them (to agents working 
on neighboring tasks). 

 Another important family of algorithms solve distributed constraint satisfaction 
problems (DCSPs) (Yokoo et al.  1998 ) and distributed constraint optimization prob-
lems (DCOPs) (Modi et al.  2006 ). Agents in this context are solving local problems 
whose solutions are constrained by solutions to other agents’ problems, such as 
designing components of a complex artifact (like a car or computer) where the com-
ponents must “fi t” together. The algorithms are typically distributed versions of 
systematic and local search techniques (Russell and Norvig  2010 ). 

 Finally, a variation of this type of problem is the computational version of a 
social choice problem, where instead of collectively constructing a joint solution the 
agents are collectively selecting a particular complete solution, where each agent’s 
expertise might lead it to favor a different solution. Computational strategies follow 
patterns familiar in human systems, including voting techniques, aggregating rank-
ings among alternatives, or prediction markets (see the Techniques and Modalities 
chapter on Prediction Markets by Berea) where degrees of confi dence are conveyed 
with agents’ preferences (Brandt et al.  2013 ). 

  Action-Coordination Algorithms.  A fi nal category of algorithms focuses on the 
problem of coordination itself. Task-Sharing and Result-Sharing techniques largely 
assume that, while agents’ local problems are related, the actions an agent takes to 
solve its problem(s) are not infl uenced by, and do not infl uence, the actions of oth-
ers. When this is not the case, agents need to plan their joint activities to ensure that 
action choices by each agent do not interfere with other agents’ contemporaneous 
actions, and enable (or do not prevent) other agents from taking useful actions 
downstream. 

 One method for coordination is obviously centralization, where a single decision- 
maker orchestrates the actions of all agents in concert, but such a strategy fails to 
scale to large problems and is slow to respond to dynamics that introduce localized 
disruptions to planned activities. Distributed algorithms typically sequence coordi-
nation and planning in some order. For example, when the space of conceivable 
interactions is large but few of them are likely to be realized, the agents should 
formulate their local plans independently and then use them to identify the small 
number of realizable interactions and coordinate over them (Cox and Durfee  2009 ). 
On the other hand, when the possible interactions are limited to a few pre- identifi able 
cases (e.g., roadway intersections), then coordination can precede local planning: 
agents agree on how to resolve interactions ahead of time (e.g., defi ning “right-of- 
way” rules for robots on collision courses) and then independently build local plans 
that respect them (Shoham and Tennenholtz  1995 ). Hybrid versions of these inter-
leave planning and coordination by, for example, allowing agents to form abstract 
plans, using these plans as the basis of coordination decisions, and then allowing 
each agent to fl exibly elaborate its abstract coordinated plan into details that fi t its 
evolving local context (Clement et al.  2007 ).  
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    Swarm Intelligence 

 When agents are individually intelligent, a small number of agents can accomplish 
a lot, but they need to be coordinated well. A counterpoint to this mindset instead 
utilizes much larger numbers of simpler agents, where miscoordination of a particu-
lar agent is less injurious to the performance of the collective. That is, agents are at 
a granularity more like insects than humans, and agent systems (hives, colonies) are 
orders of magnitude larger. Communication is simpler and more local, where agents 
might infl uence only a few of their neighbors, but over time such infl uences ripple 
through the collective as agents interact with agents who interact with other agents, 
and so on. The idea is that, while at any given time some agents might be failing to 
contribute, statistically enough agents are doing useful work for the system as a 
whole to function successfully. 

 This type of behavior appears, for example, in evolutionary and swarm algo-
rithms. Genetic algorithms (Holland  1992 ) are a long-standing example of an evo-
lutionary approach, where each generation by chance produces some less fi t 
individuals, but favoring the fi tter individuals in stochastically producing offspring 
by crossing their features means that the population’s fi tness as a whole climbs over 
successive generations. In this context, agents embody tentative solutions and use 
survival/reproduction to conduct a parallel stochastic local search. 

 An example swarm algorithm is Ant Colony Optimization (ACO) (Dorigo and 
DiCaro  1999 ), which manifests parallel stochastic local search patterned after how 
ants fi nd good solutions to foraging problems (see also the Foundations chapter on 
biological networks by Moses and the Impact chapter on Superorganisms by Pavlic 
and Pratt). In ACO, a better solution corresponds to a more effi cient path in a state 
space, where agents leave a trace behind at a visited state that fades over time, but 
that will encourage other agents to also visit that state. In a physical (ant) environ-
ment, this means that paths between desirable points (e.g., home and a food source) 
might initially be found through random exploration, but over time locations along 
shorter paths will be visited more frequently, increasing the intensity of trace in 
those states to further draw agents to that path. This same idea can be applied to 
conceptual spaces, where agents can use the ACO algorithm to fi nd the best way to 
“connect the dots” through such a space (Dorigo et al.  2006 ).  

    Implications for Humans in Computation 

 Not surprisingly, because it has adopted and adapted algorithms inspired by how 
people work together, traditional cooperative problem-solving techniques correspond 
well with viewing humans as computational components, because those techniques 
are indeed patterned on human-human collaboration. Thus, at a high level, the strate-
gies of task- and result-sharing, and of cooperative planning and organization, borrow 
from rather than contribute to insights for devising human computation systems. 
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 Looking deeper, however, reveals potentially valuable insights because compu-
tational agents require specifi cations not needed by people. Research in cooperative 
problem solving has had to answer questions that are typically assumed away due to 
“commonsense” in human systems, such as how should tasks be decomposed into 
subtasks that will match “common” capabilities, when should a partial hypothesis 
be shared, and which actions need to be coordinated with actions of other agents? 
People often work in a context where answers to such questions are established and 
understood, but such boundaries are increasingly blurry and permeable. As humans 
become enlisted to engage in increasingly impromptu, virtual, and ephemeral col-
laborations, such previously-implicit decisions will require explicit reasoning of the 
kind already in computational systems, to bootstrap cooperative decisions until 
experience within a context (if it persists long enough) can engender appropriate 
conventions and expectations. This viewpoint adheres to traditional DAI assump-
tions about coarse granularity of problems, where agents perform sophisticated rea-
soning for considerable periods of time between communications, but where the 
combinations of agents working together evolve rapidly. 

 Communication is not the bottleneck it once was, however. Swarm-like behavior, 
involving frequent interactions between fi ner-grained reasoning activities, to statis-
tically converge on emergent performance, has become an increasingly attractive 
model for cooperative problem solving among artifi cial agents, as well as among 
humans. Crowdsourcing falls into this sphere, where people are asked to perform 
brief cognitive tasks, with communication interleaved between those tasks. The 
tasks could involve labeling images (von Ahn and Dabbish  2004 ), folding proteins 
(Cooper et al.  2010 ), or transcribing a small piece of text (Parent and Eskenazi 
 2010 ), for example. Swarm algorithms no doubt can play a role in informing the 
development of mechanisms for guiding such forms of human computation, at least 
when that human computation aims to converge on a single “optimal” solution. 

 Arguably, however, traditional DAI concepts for task-sharing, result-sharing, and 
action coordination can also be gainfully mined for strategies to make such human 
computation systems more versatile. At the risk of oversimplifying both literatures, 
crowdsourcing has focused less, or at least less explicitly, on matching tasks to 
agents (people) than the DAI literature has. That is in some ways intentional: one of 
the benefi ts of crowdsourcing is that, by casting a wide net, contributions from those 
beyond “the usual suspects” can enrich the space of solutions explored. Yet, there 
are reasons to narrow the participants for some problems. The ESP game (von Ahn 
and Dabbish  2004 ), for example, implicitly wants participants who label images in 
“typical” ways (as reinforced by rewarding participants whose labels match each 
other); those who see things differently will not receive positive reinforcement. A 
DAI approach to such a problem would put the defi nition of capabilities required by 
participating agents at the forefront, and allocate tasks to such agents, whereas the 
art of creating a good crowdsourcing strategy is embodying such knowledge implic-
itly in the interface to most strongly attract the human computation that is expected 
to be most effective. Casting such human computation problems in DAI terms could 
complement existing crowdsourcing methodologies, to reveal implied expectations 
about desirable participants, which could in turn inform the development of an inter-
face that differentially appeals to the desired subpopulation. 
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 Such methodological advances appear crucial for moving human computation 
forward. To date, crowdsourcing emphasizes parallel, largely independent reason-
ing tasks, whether these are very fi ne-grained (e.g., labeling different images) or 
coarser (e.g., editing Wikipedia pages). Challenging cooperative problem solving 
applications involve  interdependencies , where the quality of computation in one 
part of the network depends highly on the computational decisions in other parts. 
It remains to be seen how such problems scale to human computational models, 
where either the complexity of problems posed to humans must grow to include the 
non- local context of activities in remote parts of the system, or the complications 
due to interdependencies can be managed transparently to the humans by the 
 computational infrastructure. 

 Examples of the kind of interaction envisaged by the previous paragraph have 
begun appearing in a variety of cooperative human-agent problem-solving technol-
ogies. For example, the DARPA Coordinators program (Hiatt et al.  2009 ) developed 
techniques to simplify human decision making by handling interdependencies 
between different (groups of) people through networked computational assistants 
(called coordinators). Because their coordinators would propagate critical coordina-
tion information behind the scenes, each human (group) would have constraints 
from other groups implicitly captured in its current local problem. For example, if 
two groups were to rendezvous, and one group was delayed, the other group’s coor-
dinator would convey the necessary information (e.g., to delay further movement) 
without unnecessary details. Hence, each group could focus only on its current 
problem locally and (seemingly) independently, because dependency constraints 
were refl ected in the local problem specifi cation. 

 A second example is in human-agent collaboration for on-demand scheduling of 
people to participate in virtual teams (Chen et al.  2010 ; Durfee et al.  2013 ), which 
assumes that some relevant human knowledge (about preferences that are evolving 
and/or private) could only be applied by involving humans in the scheduling pro-
cess. Yet, the complexity of temporal and compatibility constraints are beyond 
human reasoning capabilities, so there is also a natural role for machines. The result 
is a system that allows computational agents and human agents to share initiative to 
converge on feasible and preferable schedules that neither group of agents could do 
alone. For example, the (machine) computational agents representing human spe-
cialists for a medical consultation could rapidly and comprehensively search for 
possible specialist teams that could hold an online consultation, and could optimize 
the timing of such a consultation. However, humans might be aware of friction 
among particular people that would be too sensitive to explicitly provide to the sys-
tem but nonetheless should disqualify some of the feasible teams. Thus, human- 
agent collaboration allows all of the considerations to be brought to bear when 
converging on a consultation team. 

 In its brevity, this chapter could only scratch the surface both of the richness of 
ideas from the DAI fi eld that could be mined to enhance and extend the develop-
ment of human computational systems, and of the challenges and opportunities 
for doing so. The principal argument put forward can be summarized as follows: 
As systems involving humans increasingly view a human as a networked 
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computational resource disembodied from a defi ning local social context, the tech-
niques developed for characterizing and harnessing computational agents will 
become increasingly pertinent to such human computational systems.     
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           Introduction 

 Evolution explains the way the natural world changes over time. It can also explain 
the way the artifi cial world changes, the way ideas replicate, alter, and merge 
(Campbell  1960 ; Dawkins  1983 ). This has led to a family of related computer pro-
cedures called  evolutionary algorithms  (Fogel  1994 ; Holland  1975 ) .  These algo-
rithms are being used to design products, generate art, and solve mathematical 
problems (Bentley and Corne  2002 ; Eiben and Smith  2003 ; Goldberg  1989 ). 

 While these algorithms run on computers, they also can be performed by people: 
members of a crowd can create designs, modify and combine designs, and evaluate 
designs. Such  human-based evolutionary algorithms  are useful when many differ-
ent ideas are needed, and human cognition is called for.  

    Overview of Evolutionary Algorithms 

 Evolutionary algorithms rely on several concepts. The algorithms search a large 
space of possible solutions that together form a  population . Each solution is repre-
sented as a  genotype : a bit string or a more complex data structure. These solutions 
are evaluated with respect to their  fi tness . Some members of a population live and 
some die through  selection.  

 New members of a population, the next generation, are born through replication 
and modifi cation .  Modifi cation takes two forms. One is  mutation : a single solution 
is copied, and then altered. The other is  recombination : parts of two solutions, the 
parents, are swapped to create offspring. The parents can be chosen through a 
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process called  tournament selection.  Two random potential suitors are compared. 
Another two suitors are also compared. The winners of the comparisons mate 
(Goldberg  1989 ). 

 These concepts have been explored by a large community of researchers over the 
last several decades (De Jong  2006 ; Eiben and Smith  2003 ; Reeves  2003 ; Zhou 
et al.  2011 ). Figure  1  shows the pseudocode of a typical implementation.

   More details on evaluation, modifi cation and selection processes follow.  

    Evaluation Processes 

 Each solution is evaluated. The evaluations are used for choosing the solutions to be 
recombined, and for deciding which solutions will survive into the next generation. 
When a problem has one primary objective the evaluation is straightforward. For 
example, if the lowest cost design of a product is sought, then the costs of each of 
its components are added together. 

 Evolutionary algorithms are particularly suited to solving problems with multi-
ple objectives. For a product design, the objectives might include minimizing cost, 
maximizing speed, and maximizing quality. These goals involve trade-offs, but 
there are some designs that are better than others along all three dimensions. These 
dominating solutions constitute the  Pareto front . Evolutionary algorithms run in 
such a way that each generation presses solutions toward this front. When little 
progress is made on improving along the chosen objectives, the algorithm then 
focuses on evenly distributing solutions along the front (Deb  2001 ). For example, 
this might yield viable products at different levels of price, quality, and speed.  

    Modifi cation Processes 

 In evolutionary computing, modifi cations take place using mutation and recombina-
tion. How are solutions represented in the fi rst place? They can be mapped onto bit 
strings. But sometimes they are represented at a higher level as parameters, or as 

create a first generation of solutions
evaluate the solutions
while generations continue to improve

do as many matings as are needed
choose a pair of solutions
combine them to yield offspring
mutate the offspring
evaluate the offspring

select the next generation from the parents and offspring
output the best solutions

  Fig. 1    The loop of an evolutionary algorithm       
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trees, or grammars, or graphs. Depending on the representation, mutation and 
recombination are programmed in different ways. 

 When bit strings are used, mutation will fl ip random bits on and off. Recombination 
will take subsequences of bits from each of two solutions and swap them; this is 
called a  crossover . When graph structures are used, mutations will delete edges, and 
recombinations will swap sub-graphs. 

 The ratios of mutation and recombination are adjusted according to the problem 
domain. For some domains, pure mutation provides the fastest optimization. For 
other problems, recombination works faster, because it preserves desirable sets of 
features in parent solutions (Spears  1992 ; Stadler and Wagner  1997 ).  

    Selection Processes 

 Modifi cations may be destructive. Flipping a bit or deleting an edge may degrade 
the solution: children are not necessarily fi tter than parents. 

 A ratchet—a tool that secures already accomplished work—is needed, so that 
every generation is at least as good as its predecessor. Better modifi cations can eas-
ily be kept and worse modifi cations can be dropped from the population. But what 
if all the children are worse than a particular parent? The selection process can 
replicate the parent unchanged to the next generation, insuring that good solutions 
will not be forgotten. This process of promoting the best solutions to the next gen-
eration is called  elitism  (De Jong  1975 ; Deb  2001 ). With this mechanism in place, 
mutation and recombination can focus on generating variety.  

    Memetic Techniques 

 In the typical evolutionary algorithm, mutation and recombination are blind, a ran-
dom shift of a number, or a random mixing of two parents. Memetic algorithms 
inject domain knowledge into the algorithm. Heuristics are used to insure children 
are better than parents. For example, once parents are picked, the space of possible 
children might be systematically explored. Or an effort might be made to augment 
the combination of two parents with other solutions. Or the objectives themselves 
might be changed to surface fresh solutions (Moscato and Cotta  2010 ). 

 When people rather than computers implement evolutionary algorithms, 
memetic processes occur naturally. For example, when people are asked to combine 
things, they will make use of past knowledge, and therefore introduce external ideas 
into the process. And when people are asked to modify an idea, it is unlikely the 
modifi cation will be random. In this way, human-based evolutionary algorithms 
encompass many ideas described in the memetic algorithms literature. The role of 
humans is discussed next in more detail: in particular, how people evaluate and 
modify solutions.  
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    Evaluation by Humans 

 An evolutionary algorithm might be used to generate a fl oor plan for a building. But 
programming a function that reacts to plans the way people do is diffi cult. Better to 
let people perform the evaluation of the computer-generated solutions (Gero and 
Kazakov  1997 ). Such a process is called an  interactive genetic algorithm  (Quiroz 
et al.  2009 ; Takagi  2001 ). 

 Many systems that use this approach were created more than a decade ago, well 
before the advent of crowd work (Gero  1996 ). Now such systems can be run using 
crowds: evaluation can be completed faster by using more people. However, some 
tasks, such as evaluating fl oor plans, demand either special expertise (say, under-
standing fl ow in a building) or particular values (say, the preferences of a client with 
respect to window placement). 

 Preferences can also be used to drive the generation of art: In a system called 
PicBreeder images are morphed and the user steers the evolution according to their 
own aesthetic (Secretan et al.  2011 ). 

 More generally, evaluation can be performed without an explicit objective by 
asking people to choose between two solutions. But asking for comparisons versus 
asking for absolute ratings may yield different results (Füller et al.  2010 ). And 
experts will rate things differently than novices (Welsh  2012 ).  

    Modifi cation by Humans 

 Instead of directing a computer to mutate a string, we can ask a person to improve 
an idea. Instead of directing a computer to swap the bits of two strings, we can ask 
a person to combine the best elements of two ideas. While computers will often 
generate infeasible solutions, people will tend to generate feasible solutions because 
they have a sense of context, background knowledge, and cognitive skills. 

 Combining concepts leads to innovation, claim many (Fleming et al.  2007 ; 
Kijkuit and Van Den Ende  2007 ; Perry-Smith and Shalley  2003 ). Original brain-
storming techniques encouraged idea combination (Osborn  1953 ), and in some 
experimental contexts combination generates better alternatives than simple modi-
fi cation (Kohn et al.  2011 ). In the wild, combination also plays a role: digital media 
makes it easy to remix ideas and designs (Kyriakou et al.  2012 ; Lessig  2008 ; 
Seneviratne and Monroy-Hernandez  2010 ; Tuite et al.  2012 ). Invention is arguably 
driven by context (Gabora  2005 ; Perkins  2000 ). A new idea can occur because of an 
experience. Then why not use people to perform modifi cation as part of an evolu-
tionary system? 

 The earliest expression of this idea (Kosorukoff  2001 ) was followed by an exper-
iment showing that, for a particular problem, an evolutionary algorithm with human 
evaluation and modifi cation converged in fewer generations than an algorithm using 
computer modifi cation (Cheng and Kosorukoff  2004 ). The research also suggested 
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the potential of virtual communities organized by evolutionary algorithms 
(Kosorukoff and Goldberg  2001 ). 

 Since the advent of crowd work (Kittur et al.  2013 ), researchers have performed 
experiments on a range of open ended problems: fi xing an oil spill (Nickerson and 
Sakamoto  2010 ) design chairs (Yu  2011 ; Yu and Nickerson  2011 ), designing clocks 
(Yu and Nickerson  2013 ). In these experiments, the crowd performed most of the 
functions of evolutionary algorithms. The crowd fi rst generated the initial popula-
tion of ideas. For the oil spill problem, the crowd generated ideas by writing; for the 
product designs, by sketching. Then another crowd evaluated the ideas. A computer 
used these evaluations to select ideas for combination, which were presented to yet 
another crowd for combination. The algorithm was run for three generations. 

 Ideas improved, as measured by the crowd. Recombination created new ideas. 
Many of these ideas were worse than the parents. But the selection process culled 
such results and kept the successful combinations, leading to a better set of designs 
at the end than at the beginning. 

 How does the crowd choose features of original ideas in the combination pro-
cess? In one experiment involving combinations of sketches the crowd members 
were attracted to novel but practical features (Yu and Sakamoto  2011 ). They were 
effectively performing evaluation even as they generated variety through recombi-
nation. This process is similar to a memetic algorithm, in that recombination is not 
done blindly, but makes use of domain knowledge. Unlike computers, though, peo-
ple can add ideas collected over a lifetime to the system. The introduction of new 
ideas can happen in a variety of ways: for example, members of the crowd can be 
asked to critique solutions, and then other members asked to modify the ideas in 
response to the critique (Tanaka et al.  2011 ). 

 There are many different ways that crowds and computers can cooperate in evo-
lutionary computing. Crowds can perform all functions, or just a subset of functions, 
leaving the rest to computers. The modifi cation steps of the algorithm can include 
only mutation, or only recombination, or both. Each of the algorithm’s steps, because 
they are run many times, can benefi t from both machine learning and human learn-
ing. In sum, there is a family of possible techniques ranging from the fully com-
puter-based evolutionary algorithms to fully human-based evolutionary algorithms, 
with the many parts of this spectrum still unexplored (Yu and Nickerson  2013 ).  

    Discussion and Final Thoughts 

 Evolutionary algorithms, as implemented by computers, have been used to solve a 
wide range of problems. But they can be computationally expensive, because many 
solutions need to be generated and assessed for hundreds of generations (Deb  2001 ). 

 And they are not a cure-all: they are essentially equivalent to random search 
if they don’t use specifi c domain knowledge (Wolpert and Macready  1997 ). 
Like many metaheuristic algorithms they work well when objectives can be simply 
formulated and solutions can computationally evaluated (Kochenberger  2003 ). 
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The solution representations need to be conducive toward automated mutation and 
recombination. Some solutions are harder to evaluate than others, and harder to 
combine. In these cases, human-based evolutionary algorithms provide an alterna-
tive. People can bring knowledge and experience to the modifi cation and evaluation 
processes, and thereby reduce the number of generations necessary to fi nd feasible 
solutions. 

 There is much we don’t know. While systems in which people perform the evalu-
ation step have been extensively explored, systems in which people perform modi-
fi cation are rare, because such systems require an available, scalable human resource 
pool. In the past such pools were diffi cult to assemble, but now crowd work plat-
forms are growing. This presents an opportunity for further experiments. 

 How do people combine things? People do not perform crossover operations like 
computers do. Instead, people create hybrids by selectively combining features 
(Wisniewski  1997 ). The result is not merely the sum of its constituents (Hampton 
 1988 ; Osherson and Smith  1981 ). One interesting stream of research argues that the 
idea recombination process can be modeled using quantum theory, which can rep-
resent many aspects of concept combination—for example, the emergence of new 
features—that classical probability theory cannot (Aerts et al.  2013 ). 

 People bring to the combination process a sense of context, which is determined 
by their expertise. Crowd members will not necessarily be expert in a particular 
problem domain: expertise has to be found, or created through training, or synthe-
sized (Page  2012 ). 

 Training may be explicit, or it may happen naturally through the repetition of 
idea generation and evaluation steps. Once trained, crowd workers will bring their 
increasing expertise to related problems (Nickerson  2013 ). Such processes take 
place naturally in the traditional work place, as skilled workers increase the produc-
tivity of individual companies and industries overall. We do not know yet how 
crowd workforces will develop, but it is possible these workforces will build knowl-
edge as crowd members modify and combine their ideas, as they share techniques 
and tools with each other. Then these human and machine collectives will become 
more creative. They will evolve.     
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 Introduction

Recommender Systems (Jannach et al. 2010; Resnick and Varian 1997; Ricci et al. 
2011) have become highly popular in recent years. Films and series on Netflix, 
products on Amazon, videos on YouTube, and hotels on Trip Advisor are just a few 
leading examples of recent applications of recommender systems in leading web 
sites. Social recommender systems (SRSs) (Guy and Carmel 2011) are recom-
mender systems that target the social media domain (Guy et al. 2010a). As social 
overload increases over users of social media, with millions of tweets, feed items, 
blogs, photos, and bookmarks created every day, and as millions of users are more 
active than ever before, establishing communities and forming online relationships, 
social media users are having a greater challenge locating the information most 
relevant to them, while social media sites have a greater challenge when trying to 
attract new users and maintain existing ones. SRSs aim to alleviate this challenge by 
applying various techniques that filter the information for a user to the most attrac-
tive and relevant pieces, usually on a personal basis.

Social recommender systems cover many areas of recommendations and take 
advantage of many types of data and metadata. Areas for SRSs span from recom-
mending content to consume (Guy et al. 2009b, 2010c) and to produce (Geyer et al. 
2008), through recommending people (Chen et al. 2009; Guy et al. 2009a, 2011b), 
tags (Sigurbjörnsson and Van Zwol 2008), and communities (Chen et al. 2008), to 
recommending news items in real-time social streams (Berkovsky et al. 2012; Guy 
et al. 2011a; Paek et al. 2010). Data used for recommendations takes advantage of the 
unique and public nature of social media, such as online relationships (Guy et al. 
2009b), tags (Guy et al. 2010c; Sen et al. 2009), comments, and votes (Lerman 2006).
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In this chapter, we delve into a few prominent algorithms used for social recom-
mender systems that serve as good examples for the uniqueness of the domain and 
the pending challenges. We focus on recommendation of people, recommendation 
of mixed content, and recommendation of news items in social streams. The rest of 
the chapter discusses in detail these three areas with examples taken from our previ-
ous research and then concludes with discussing common features and future 
directions.

Specifically, we discuss recommendation of people on social network sites—
both people to connect with and strangers to get to know. We show that recom-
mender systems play a key role in building the underlying graph of people that lies 
at the core of every social network site. We also show that people recommendation 
can contribute to one’s social capital by pointing at people “worth” to know. We 
additionally show that the explicit network built can be effectively used to enhance 
recommendation of social media content. The latter can also benefit from tags, 
which are frequently used to annotate social media content and people. Additionally, 
in the real-time web era, activities are shared through real-time social streams that 
appear in very high pace and require even more sophisticated recommendation 
algorithms. We argue that the recommendation algorithms we show in this chapter 
can play a key role in future forms of human computation, helping to recruit and 
motivate the crowd, assigning the tasks, and reaching the best possible outcome.

 People Recommendation

In this section, we discuss the area of people recommendation. Recommending 
people to people is a specific sub-domain of recommender systems and poses its 
own unique challenges, driven by the fact that the recommended entity is a person. 
We focus on two types of recommendations that are quite different from one another. 
The first recommends people the user already knows in order to connect in a social 
network site. We show that such recommendations are instrumental to building the 
network. The second type recommends strangers and is a more “speculative” type 
of recommender, which aims at increasing one’s social reach and social capital. We 
believe that people recommendation would play a key role in future human compu-
tation paradigms, helping to recruit the right people for a task and motivating them 
appropriately. Recruitment can be of both people the user knows and of strangers, 
as is the case with people recommendation within SNSs.

 The Value of Recommending People to Connect with

With the proliferation of social networks sites (SNSs) (Boyd and Ellison 2007), 
allowing users to connect with each other by sending and accepting invitations to 
and from one another, the need for effective people recommendation systems has 
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become evident. The area of people recommendation strongly ties to social match-
ing (Terveen and McDonald 2007), which discusses recommender systems that rec-
ommend people to people and the uniqueness of this type of recommendation with 
regards to privacy, reputation, trust, and interpersonal attraction. In parallel to the 
emergence of “people you may know” widgets on leading SNSs, such as Facebook 
and LinkedIn, the work on the “do you know?” (DYK) widget (Guy et al. 2009a) 
was the first to study the topic. The widget recommended people to connect within 
the enterprise, based on a rich set of implicit people-to-people relationships, derived 
by SONAR, a social aggregation system that collects relationships across a multi-
tude of data sources (Guy et al. 2008).

Figure 1 illustrates the DYK widget. It enables the user to scroll though a list of 
recommended people one at a time. The list of people is retrieved by requesting the 
top 100 related people to the user as retrieved by SONAR. The recommended people 
are presented in descending order of relationship score. Hence, the first recommen-
dations are those with whom the user is likely to have the strongest familiarity level, 
but are not connected to her yet. For each recommendation, the widget presents a 
picture, the person’s name as a link to her profile, and a summarized list of all avail-
able evidences of the relationship to the user. These evidences are retrieved from 
SONAR as well. The summary would state, for example, that the recommended 
person and the user wrote two papers together, commented on each other’s blogs 
three times, tagged each other in the people tagging application, share a manager, 
have ten mutual connections, and so forth. While hovering over each summarized 
evidence item, a popup appears which includes a detailed list of evidences with rel-
evant links. In Fig. 1, the popup shows the two wikis the users share. After viewing 
a recommended person, the user can decide to scroll to the next or previous person, 

Fig. 1 The “Do You Know?” 
widget for people 
recommendation
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to invite the current person to connect, or to remove the current recommendation. 
The user invites the recommended person by clicking on a connect button below the 
name of the person. This will bring up a default invitation text which users can edit 
according to their wishes. The invitation is then sent out to the recommended person 
through email and the DYK proceeds to the next recommended person.

The DYK widget was deployed as part of the homepage of a widely used enter-
prise SNS, called Fringe (Farrell et al. 2007). A field study, inspecting the wid-
get’s usage over 4 months, reported a dramatic effect on the site, both in terms of 
number of invitations sent and in terms of number of people who send invitations 
(Guy et al. 2009a).

Figure 2 illustrates these results. The diagram on the left compares the usage of 
the DYK widget with the usage of the regular mechanism of inviting through people 
profiles during the 4 month period. First, it shows the number of invitations sent 
from the DYK widget compared to the number of invitations sent from others’ pro-
files—73,088 invitations were sent through the DYK widget, while only 10,548 
were sent through profiles. Acceptance rate was exactly 60 % both for invitations 
sent from DYK and for invitations sent from profiles. The identical acceptance rate 
indicates that while the DYK widget provoked much more invitations, their quality 
in terms of acceptance rate remained equal to that of the usual profile-based mecha-
nism. In addition, while 6,287 users initiated invitations though the DYK widget, 
only 2,048 sent invitations through profiles. These high differences between DYK 
invitations and profile invitations stand in contrast to the fact that the homepage was 
accessed 79,108 times, while profile pages were accessed 91,964 times. The overall 
increase in the number of invitations in Fringe was 278 %, which resulted in an 
overall increase of 230 % in confirmed connections. The increase in people who 
sent at least one invitation was 150 %. This sharp increase took place within a 
period of 4 months and after the Fringe “friending” feature had been available for 
15 months without recommendations.

The diagram on the right of Fig. 2 shows the substantial change in the average 
number of connections per user after the DYK was introduced. Frequent users, who 
accessed Fringe for at least 10 days during the 4-month period, had 11.6 connec-
tions on average before the DYK (stdev 22.7, median 4, max 198), and ended up 
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with 39.1 connections on average (stdev 37.2, median 30, max 389). All Fringe 
users together had 2.0 on average at the beginning of the period (stdev 6.3, median 
1, max 198) and 6.6 on average after the period (stdev 12.2, median 2, max 389).

 Comparing People Recommendation Algorithms

In the study above, we witnessed the strong effect of people recommendation on 
both the number of invitations and the number of people who send invitations in an 
SNS. We next asked ourselves about the contribution of the aggregation algorithm 
to the quality of recommendations. We wanted to compare the SONAR-based algo-
rithms with other more traditional algorithms such as friend-of-a-friend and content 
similarity. To this end, in a subsequent experiment (Chen et al. 2009), we examined 
four algorithms for people recommendation on another enterprise SNS, called 
Beehive. The four algorithms were:

 1. Content Matching (CM)—measuring the cosine similarity between two users 
based the word vectors (calculated using TF-IDF) representing the content they 
created on Beehive. Intuitively this means u and v would be considered similar if 
they share many common keywords in their associated content, and even more 
so if only a few users share those keywords. Users similar to the recipient user u 
were recommended in decreasing order of similarity. We also analyzed newer 
and more sophisticated content similarity algorithms, including Latent Semantic 
Analysis (Deerwester et al. 1990) and Probabilistic Latent Semantic Analysis 
(Hofmann 1999). However, in a preliminary test they did not yield significantly 
better results.

 2. Content-plus-Link (CplusL)—enhances the CM algorithm with social link infor-
mation derived from the Beehive social network structure. The motivation behind 
this algorithm was that by disclosing a network path to a weak tie or unknown 
person, the recipient of the recommendation will be more likely to accept the 
recommendation. CplusL computes similarity the same way CM does, but boosts 
results by 50 % if a valid social link exists between the users (see (Chen et al. 
2009) for the full definition of a valid social link). On average 77.8 % of the top 
ten recommendations computed with this algorithm in our experiments con-
tained valid social link information.

 3. Friend-of-Friend (FoF)—this popular algorithm, used by many social network 
sites, recommends people based on the number of common friends they share 
with the user.

 4. SONAR—recommends people based on their implicit relationships mined by 
the SONAR aggregation system as explained above.

We experimented with these algorithms through a user survey with 230 Beehive 
users. Participants received 12 people recommendations and were asked to indicate 
for each individual whether they know this individual and whether it is a good 
 recommendation. Results are shown in Fig. 3.
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As expected, the pure content matching algorithm recommended mostly 
unknown people. SONAR and FoF recommended mostly known people. On aver-
age each user already knew 85.9 % of the people recommended by SONAR, fol-
lowed by the FoF algorithm with 60.6 %. In contrast, users only knew 36.2 % of the 
recommendations from the content-plus-link algorithm, and 22.5 % of those from 
the content matching algorithm (F[3,711] = 213.5, p < .001). Post-hoc comparison 
(LSD) showed that the percentages for each algorithm were significantly different 
from each other (p < .001). These results confirm the intuition that the more rela-
tionship information an algorithm leverages, the more known people it would 
recommend.

Overall, our users rated 82.5 % of the SONAR recommendations as good, fol-
lowed by 79.2 % for the friend-of-friend, 56.7 % for the content-plus-link and 
49.6 % for the content matching algorithm (F[3,705] = 69.1, p < .001). While there 
was no significant difference between SONAR and friend-of-friend, post-hoc com-
parison (LSD) showed that they have a significantly higher percentage of good rec-
ommendations than the two content-based algorithms (p < .001). Also, the 
percentage of “good” recommendations from the content-plus-link algorithm was 
significantly higher than basic content matching (p < .005). Overall, this suggests 
that the more known recommendations an algorithm produces, the more likely users 
are to consider those recommendations good.

When looking only at recommendations of known people (Fig. 3, below the cen-
ter line), we can see that most of those recommendations were considered good for 
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all algorithms (around 90 % for each algorithm). In other words, users considered 
recommendations of known people to be good, no matter how they were computed.

In contrast, the situation for unknown recommendations is very different in that 
more recommendations are considered to be not good. The number of “not good” 
recommendations increases from right to left, i.e. the content-based algorithm pro-
duces the highest number of recommendations not considered good. One could 
argue that the more strangers an algorithm recommends, the more likely users will 
reject or not like the recommendations.

Overall, our experimentation showed the superiority of the SONAR algorithm 
for recommending people to connect with in an SNS. Aggregation of data across 
social media sites helps achieve very accurate results in terms of who knows whom 
and who should connect to whom.

 Stranger Recommendation

The results of the latter study also sparked our interest in recommending strangers 
in the enterprise. While the accuracy of such recommendations is likely to be sub-
stantially lower, the value in each good recommendation may be much higher, since 
a new relationship that did not exist before may be formed. We thus developed the 
StrangerRec system (Guy et al. 2011b), which recommends employees the user is 
not familiar with, but may be of interest based on common behavior on enterprise 
social media, such as usage of the same tags or commenting on the same blog 
entries.

The task of recommending unfamiliar yet interesting people is quite different 
from “regular” recommendation of familiar people. StrangerRS focused more on 
discovery and exposure to new people and less on facilitating connection within an 
SNS. It aimed at satisfying two rather conflicting goals: on the one hand, the recom-
mended person should not be familiar to the user, and, on the other hand, that person 
should be of some interest. While accuracy of recommendations that satisfy both 
goals might not be high, we argue that the potential serendipity and “surprise effect” 
in getting a fortuitous recommendation of an interesting new person in the organiza-
tion may compensate for lower accuracy (McNee et al. 2006).

To implement our stranger recommender, we used SONAR’s capability to distin-
guish among relationship types: (1) familiarity (Guy et al. 2008)—people the user 
knows; (2) similarity (Guy et al. 2010b)—people with whom the user shares com-
mon interests; and (3) interest (Jacovi et al. 2011)—people in whom the user is 
interested (or interested in the user for the reverse direction—this is the only type of 
relationship that is asymmetric). Particularly, we used the familiarity and similarity 
relationships in StrangerRS. Familiarity relationships were derived based on indica-
tors for knowing a person: either explicit indicators (being connected on an SNS or 
a connection through the organizational chart) or implicit indicators (co-authoring a 
wiki page, being member in the same project, sharing a file, etc.). Similarity relation-
ships were derived based on common activity in social media, which serves as an 
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implicit indicator for mutual interests. For example, usage of the same tag, being 
tagged by the same tag within the people tagging application, bookmarking the same 
page, membership in the same community, or commenting on the same blog, are all 
considered indicators of similarity relationships. To generate the recommendations, 
we applied a social network composition, i.e., a composition of two social network 
types. In this specific case, we subtracted the user’s familiarity network (i.e., list of 
people s/he knows) from the similarity network (list of people s/he has common 
interests with) to suggest strangers who may be of interest. The rich underlying 
aggregation model ensured that we can derive many types of similarity relationships, 
while also being able to effectively filter out people the user is already familiar with.

Figure 4 demonstrates the user interface of StrangerRS. Part A shows the profile 
page of the recommended employee. As opposed to the DYK widget, where only 
few details (photo, name, job title) were shown, here the entire profile was exposed 
in order to provide as many hints on the recommended stranger as possible (e.g., 
their office location, management chain, friends, tags applied by others, or board 
messages). Part B shows the evidence for similar interests with the recommended 
individual, for instance, communities they are both member of, tags they have both 
used, or blogs they have both commented on. Part C shows the feedback users were 
asked to provide on the recommendations. Particularly, the first question (Q1) asked 

Fig. 4 User interface of the stranger recommender systems
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whether the user knows the recommended person and the second (Q2) asked 
whether the recommended person is of interest.

Figure 5 summarizes the rating results. The upper part refers to rating of Q1. We 
compared StragnerRS with two benchmarks: a random person (Random) and a 
strongly familiar person (StrongFam). It can be seen that over two thirds (67.3 %) 
of StrangerRS recommendations are indeed strangers, compared to 97.7 % of the 
random recommendations and only 4.6 % of the strongly familiar recommenda-
tions. Hence, StrangerRS is able to recommend people who are likely to be strang-
ers, even if not with the same likelihood as a random person.

The bottom part of Fig. 5 shows the rating results of Q2 given that Q1 was rated 
1 (i.e., the person was a stranger). While 40 % of these recommendation by 
StrangerRS were rated as 1 (non-interesting), nearly 60 % raised some interest 
(compared to 30 % for random), and 30 % were rated 3 or more. Overall, even 
though the likelihood of StrangerRS to recommend a stranger is lower than Random, 
its likelihood to recommend an interesting stranger is higher. The latter statement 
is obviously true in comparison to the StrongFam. Out of a total of nine recommen-
dations, StrangerRS was able to recommend at least one stranger rated with Q2 = 3 
or higher for over two thirds of the users, and at least one stranger with Q2 = 4 or 
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higher for over 36 % of the users. The value of such a recommendation, suggesting 
a stranger who is interesting, can be very high to workers.

In conclusion, while stranger recommendations have significant lower accuracy 
than recommendations of known people, their value lies in other aspects, such as 
serendipity and diversity. Practically, along time, SNSs should combine both types 
of recommendations. For example, friend recommendations can be suggested to 
new social media users who are building their initial network. Once established, 
stranger recommendations can help extend social circles and expand reach. Another 
option is to mix both friend and stranger recommendations in parallel, integrating 
both the higher accuracy of friend recommendations and the serendipity, or “sur-
prise effect”, of stranger recommendations. Further research needs to examine in 
detail how to interleave both types of people recommendations.

 Recommendation of Social Media Content

Social media presents many types of content that are quite different from each other 
in nature. From blogs and microblogs, through social bookmarks and shared photos, 
videos, or files, to forums and wikis, social media users are flooded with many differ-
ent content types. While various works focused on the recommendation of one spe-
cific type of social media content (Arguello et al. 2008; Lerman 2006; Seth and Zhang 
2008), taking advantage of its unique characteristics to improve recommendation. 
This section will focus, however, on recommendation of aggregated social media 
content. Such recommendation not only brings the user to the most relevant items, but 
also implicitly suggests the types of content that are of more interest for the user.

Collaborative filtering is the most popular recommendation technique today 
(Goldberg et al. 1992). The most common type of collaborative filtering—user- 
based collaborative filtering—is based on recommending items that users with simi-
lar tastes or preferences to the target user have liked in the past. Typically, similarity 
between two individuals is based on the similarity of items they have liked or pre-
ferred in the past. Social media presents new opportunities for recommender sys-
tems, since social network sites, such as Facebook and LinkedIn, allow easier access 
to the user’s list of friends. Previously to the social media era, the user’s friends 
could be extracted only by explicitly interviewing or surveying the user or by min-
ing sensitive contact lists from email, instant messaging, phone calls, and the like. 
With friend lists becoming more accessible, it was only a matter of time until studies 
of recommender systems would suggest and examine the use of these lists com-
pared to the traditional use of similar users in collaborative filtering techniques. 
Most of the studies have shown that the list of the user’s friends is likely to substan-
tially improve collaborative filtering accuracy, when injected into it (Bonhard and 
Sasse 2006; Groh and Ehmig 2007; Lerman 2006; Sinha and Swearingen 2001).

In our work on recommending mixed social media content, we focused on three 
key research questions: (1) which network is better for recommending social media 
content—the user’s list of familiar people or the user’s list of similar people. 
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In theory, each of these lists can pose its own benefits for recommendation: on the 
one hand, the set of people the users knows best are likely to serve as the best filters 
for social media content; on the other hand, not all friends may have the same pref-
erences or tastes, so the list of people who share similar interests may yield the 
better recommendations; (2) Which are better for recommending social media con-
tent—the set of related people to the user or the set of related tags to the user and 
whether a hybrid model can improve the recommendations; (3) What is the effect of 
explanations for both types of recommendations (people-based and tag-based) on 
the effectiveness of recommendation.

We experimented with IBM Connections (http://www.ibm.com/software/lotus/
products/connections), a social media application suite for the enterprise that 
includes different types of social media applications, such as blogs, bookmarks, 
wikis, and files. Recommendations were made in an enterprise setting and evaluated 
through large-scale surveys in which hundreds of employees rated their interest in 
sets of 12–16 recommendations of social media items, originating from different 
social media applications. Effectiveness of recommendation was measured as their 
ability to yield more interesting items.

We foresee content recommendation playing a key role in human computation. 
Recommending tasks both to people and to machines who carry out a computation 
can be key to achieve good results. Similar mechanisms as proposed in this section 
can be utilized to reach effective recommendation, which are accurate, diverse, and 
support serendipity.

 Recommendation Based on Social Relationships

Our first experiment compared recommendation based on the user’s familiarity net-
work with recommendations based on the user’s similarity network. We derived 
both network from interaction in Connections itself. Our ability to accurately extract 
both types of network was proved in our previous research (Guy et al. 2010b, 2008). 
We distinguished between familiarity relationship, derived from data such as being 
friends on the enterprise SNS, tagging one another, or co-editing a wiki and the 
similarity network, derived from data such as common tags, common bookmarks, 
or common blog entries commented.

Figure 6 depicts our UI recommendation widget for providing item recommen-
dations based on the algorithm described in the previous section. The user is pre-
sented with five items consisting of a mix of bookmarked pages, communities and 
blog entries. Each item has a title which is a link to the original document and a 
short description if available. The icon to the left of each item symbolizes its origi-
nating application—the first item in Fig. 6 is a blog entry, the second is a commu-
nity, and the fourth is a bookmarked page. The user can remove an item in order to 
retrieve a new recommendation by clicking on the Next icon. Each recommended 
item includes a list of people’s person names that are related to the item. Each per-
son name provides an explanation of why the item is recommended (serving as an 
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implicit recommender of the item). When hovering over a name, the user is pre-
sented with a popup detailing the relationships of that person to the user and to the 
item. In Fig. 6 the recommended items are chosen according to the similarity net-
work of the user. The popup indicates that Ido on the one hand is a member of the 
recommended community and on the other hand is similar to the user as they both 
share a set of documents and used the same tags.

The recommender engine recommends items according to the following formula 
(representing the score of item i for user u):
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where t(i) is the number of days passed since the creation date of i; α is a decay fac-
tor (set in our experiments to 0.025); NT(u) is the set of users within u’s network of 
type T, T ∈ {familiarity, similarity, overall}; ST[u,v] is the SONAR relationship 
score between u and v based on the network of type T; R(v,i) is the set of all relation-
ship types between user v and item i (authorship, membership, etc.); and W(r) is the 
corresponding weight for the user-item relationship type r.

Our main evaluation of the above RS was based on a user study with 290 partici-
pants who were evenly assigned to one of three groups: familiarity, similarity, and 
overall (the latter is a combination of both types of networks). Each participant rated 

Fig. 6 Widget for recommending items based on social relationships
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12 recommended items in two randomly-ordered phases: one phase included expla-
nations for each recommended item, while the other did not include explanations.

Figure 7 shows the results of the comparison between the three relationship 
types: familiarity, similarity, and overall. Familiarity-based recommendations are 
significantly more interesting than similarity-based recommendations, showing that 
in terms of accuracy, familiarity yields better recommendations. The similarity net-
work, however, has lower percentage of already-known items, indicating that in 
terms of serendipity and novelty, this network may have an advantage (at the 
expense of accuracy). Combining the two networks does not lead to improvement 
over the results of the familiarity network.

Figure 8 shows the effect of explanations. Recommendations with explanations 
were rated slightly higher than recommendations with no explanations. This finding 
was not statistically significant, but was consistent across all three network types 
and most noticeable for the familiarity network. It indicates that in addition to 
longer- term benefits (Herlocker et al. 2000), people-based explanations also 
instantly influence the interest in recommended items. It especially seems that 
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seeing that a familiar person is related to a piece of content provides extra informa-
tion that can affect the decision whether a recommendation is interesting. For exam-
ple, a bookmark that was tagged by a colleague that you know and think high of 
may be interesting for you just because of the fact it was tagged by that colleague.

 Recommendation Based on Tags

After exploring social media recommendations based on social relationships, we 
moved on to examine the effect of adding tag-based recommendations (Guy et al. 
2010c). We first examined several types of tags as indicators of users’ interests. We 
examined tags used by the user in different tagging systems such as the social book-
marking system and the blogging system (“used tags”), tags applied on the user by 
others through a people tagging application (Farrell et al. 2007) (“incoming tags”), 
a combination of used and incoming tags (“direct tags”), and tags put on items the 
user is related to by other users (“indirect tags”).

In our user survey, 65 participants rated a total number of 1,037 tags of all four 
types. Results are summarized in Table 1. Indirect tags are rated significantly lower 
than all other tag types (as could be expected; such tags are noisy and should be 
used only in cases of data sparsity). Direct tags are rated significantly higher than all 
other types of tags, indicating that tags that are both used by the user and applied to 
her by others are the most accurate interest indicators. Interestingly, incoming tags 
are rated slightly higher than used tags (insignificant difference), indicating that the 
topics associated with the user by others are as good indicator for the user’s topics 
of interests as the tags she used herself.

Based on these results, we built a hybrid people-tags-based recommender that 
suggests five types of social media items: bookmarks, blogs, communities, files, and 
wikis (Guy et al. 2010c). The recommender was based on a user profile that consists 
of both people and tags. For people, familiarity relationships were favored over 
similarity relationships by a factor of 3, due to the results of the people-based rec-
ommendation study (Guy et al. 2009b). For tags, we considered direct tags, due to 
the results of the tags user survey described above. Overall, items were recom-
mended according to the following formula:
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Table 1 Rating results of 
tags as topics of interest

% Not interested Interested Highly interested

Used 16.84 38.25 44.91
Incoming 15.48 31.75 52.78
Direct 7.46 22.81 69.74
Indirect 35.38 45.38 19.23
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where d(i) is the number of days passed since the creation date of i; α is a decay 
factor (set in our experiments to 0.025); β is a parameter that controls the relative 
weight between people and tags and is used in our experiments to evaluate different 
recommenders; w(u,v) and w(u,t) are the relationship strengths of u to user v and tag 
t, as given by the user profile; w(v,i) and w(t,i) are the relationship strengths between 
v and t, respectively, to item i.

Ultimately, the recommendation score of an item, reflecting its likelihood to be 
recommended to the user, may increase due to the following factors: more people 
and/or tags within the user’s profile are related to the item; stronger relationships of 
these people and/or tags to the user; stronger relationships of these people and/or 
tags to the item; and freshness of the item. We excluded items that were found to be 
directly related to the user. For example, we did not recommend an item the user had 
already commented on or had already tagged.

In our main user survey, which included 412 participants, we compared five types 
of recommenders: (1) POPBR—a non-personalized popularity-based recommender, 
as a baseline, (2) PBR—a people-based recommender, similar to the one used in the 
first study, considering social relationships only, (3) TBR—a tag-based recom-
mender considering tags only, (4) and-PTBR—a hybrid recommender based on both 
people and tags, (5) or-PTBR—a hybrid recommender based on people or tags.

Results are displayed in Fig. 9. All types of personalized recommenders signifi-
cantly outperformed the popularity-based recommender. The tag-based recom-
mender outperformed the people-based recommender in terms of accuracy (interest 
ratio in recommended items). However, it posed a few shortcomings compared to 
the people-based recommender: higher level of expectedness, reflected in a higher 
percentage of already-known items; lower level of diversity, reflected in about 80 % 
of the recommended items being bookmarked pages; and lower effectiveness of 
explanations (details below). Both hybrid recommenders enjoy the benefits of both 
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“worlds”—they maintain as high accuracy as the tag-based recommender, and sub-
stantially improve on diversity and serendipity.

Figure 10 shows the effect of explanations on the different types of personalized 
recommenders—for each it presents the percentage of interesting items out of all 
recommended items. Interestingly, for the TBR, there is no effect whatsoever on the 
interest rate in recommended items. For the PBR, as previously found, explanations 
slightly improve the instant interest in recommended items. This effect is carried on 
to both of the hybrid recommenders, or—PTBr and and-PTBR, in which explana-
tions also improve the accuracy. Apparently, the tag explanations do not provide any 
information that may lead the user to change his decision regarding her interest in 
the item, while for people, it maybe be the case that the explanations yield the inter-
est in an items. Supposedly, for example, an item may not seem interesting to the 
user until she sees that a related person she appreciates has bookmarked the item. 
We note that this does not imply that “tagsplanations” (Vig et al. 2009) are not effec-
tive. They may very well have desirable long term effects in building trust with the 
user. Yet, they do not seem to have an instant effect on the user’s interest in an item.

 News Item Recommendation in Social Streams

Social streams have emerged as a means to syndicate updates about a user or a 
group of users within a social network site or a set of sites. The Facebook newsfeed 
and Twitter are two of the most popular social streams on the web today, with mil-
lions of news items generated every hour. The flood of news updates within the 
streams poses new challenges in terms of filtering and personalization. Bernstein 
et al. (2010) interviewed users of Twitter and found that they struggle to balance the 
promise of interesting content with the sheer volume of incoming updates. Currently, 
the default filtering of Twitter and Facebook is based on the list of individuals the 
user chooses to follow (“followees”) and the list of the user’s friends, respectively. 
However, this filtering approach is often insufficient, as some friends or followees 

62.3
73.59

70.13 68.5965.06
73.9 74.173.03

0

20

40

60

80

PBR TBR or-PTBR and-PTBR

No explanations Explanations

Fig. 10 Percentage of items rated interesting or very interesting with and without explanations for 
people-based and tag-based recommenders

I. Guy



665

may produce many non-interesting news items or dominate the stream, while inter-
esting updates may also come from sources outside the circle of friends or fol-
lowees. We examined the challenge of personalizing the activity stream by referring 
to it as a recommendation task, aimed at suggesting relevant news items to the user 
from the overall stream (Guy et al. 2011a). We referred to a news item as the basic 
unit of which the social stream is composed. A news item can refer to a network 
activity (e.g., adding a friend), an activity over an ‘entity’ (e.g., editing a wiki page, 
“liking” a file), or a status update.

We experimented with the activity stream of an enterprise social media applica-
tion suite—IBM Connections (http://www.ibm.com/software/lotus/products/con-
nections). The stream consists of status updates as well as activities across the 
different social media applications, which include social bookmarking, file sharing, 
blogging, communities, wikis, and an SNS. For example, a news item can be: John 
Smith edited the wiki page Design Principles in the Cloud Computing wiki. As men-
tioned, our previous work (Guy et al. 2009b; Guy et al. 2010c) has examined the 
recommendation of mixed entities across these applications (bookmarks, files, blog 
entries, communities, and wikis).

Figure 11 illustrates the user interface of the activity stream. News items are 
displayed in reverse-chronological order with an indication of their freshness. Each 
news item includes a textual description with the action, actor(s) and entity(ies) 
involved, and occasionally a short excerpt of the text. Also, each item includes a 
picture of the actor of the item and an icon indicating the originating application. 
Each underlined entity within the news item content is a link to its corresponding 
page. Overall, the stream included news items originating from eight different 
enterprise social media applications.

We experimented with user profiles that included three dimensions: people, 
terms, and places (resources). People included the user’s set of related people. 
Terms included the user’s related terms, as inferred using a term extraction algo-
rithm (Carmel et al. 2012). Places (also referred to as resources) are entities for 
which multiple activities can occur, such as communities, wikis, blogs, or files. We 
extracted the user’s set of related places based on those s/he already interacted with 
in the past.

Our evaluation was based on a user survey with 126 participants that included 
two phases. In the first phase, participants evaluated lists of profile objects, i.e., lists 
of people, terms, and places that make up the profile itself. In the second phase, 
participants evaluated news items that originated from those different profiles. For 
each participant, we retrieved the top ten related people, terms, and places and then 
produced the news items that related to them as recommendations.

Figure 12 shows the results of the second phase. Places clearly yield the highest 
accuracy with over three quarters of the news items rated as interesting or very 
interesting. People yield substantially less interesting news items, while terms pro-
duce the most noisy news items with less than 50 % rated interesting or very inter-
esting. These results show that places are an important addition to a user’s profile 
when it comes to news item recommendation. In case a user relates to a place, it is 
likely that more news from it would draw the user’s interest.
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We also considered another measurement in conjunction with accuracy that we 
called throughput (Guy et al. 2011a). Throughput measures the ability of a profile 
to produce news items in a given time period. There is a natural trade-off between 

Fig. 11 User interface of the activity stream
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throughput and accuracy. Terms were able to produce many more news items than 
people and then places in turn. Therefore, an ideal user profile would combine peo-
ple, terms, and places to achieve an optimal combination of accuracy and through-
put. We left the challenge of combining all three as future work.

Figure 13 shows the rating results according to the application the items origi-
nated from. The percentage in parentheses indicates the portion of the application’s 
items out of the entire recommended news items in our survey. It can be seen that 
the most accurate results are for news items that relate to entities: news items about 
blogs were the most interesting (68.6 % rated interesting or very interesting), fol-
lowed by communities and bookmarks (61.7 % each), files (60 %), and finally wikis 
(51.8 %). The lower percentage of wikis can be explained by the fact that wiki is the 
most common type of news item, with many incremental updates on wiki edits.

Status updates also received relatively accurate results, with 55.6 % rated as 
interesting or very interesting (higher than wikis, but lower than all other entities). 
Interestingly, status replies, both on own board and on others, were considered 
much less interesting, with only 44 % rated interesting or very interesting. It appears 
that replies are perceived as an interaction between two other individuals, and are of 
less interest to the public. Network activities were rated as least interesting, with 
only 36.4 % interest. These news items also refer to interactions between two other 
individuals, but with even less content than the status replies.

Overall, we found that the addition of places, such as communities, wikis, and 
blogs to the user profile is very productive for the news item recommendation task 
as they yield very high accuracy—over 75 %. While producing high accuracy, 
places were also shown to have the lowest throughput. At the other extreme, terms 
produce noisy items with low accuracy and high throughput. People are the middle 
dimension in terms of both measurements. Hybridization of profile dimensions is 
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likely to improve the results even further and allow more flexibility when adapting 
to the user’s needs. Future research should examine hybridization techniques based 
on the characteristics of each of the profile dimensions as shown here.

The accuracy results across the various applications were quite different. Network 
additions and person tagging are of substantially lower interest than status updates 
and replies, while entity-related news have the highest interest rates. These results 
indicate that stream personalization methods should account for the type of origi-
nating application for a news item, as has been proposed by Berkovsky et al. (2012).

Our model was a simple one—we filtered items based on their relatedness to 
profile objects, i.e., if a news item relates to one or more objects in the user’s profile, 
it would be selected, otherwise not. A more sophisticated model would apply a 
score per news item per user and use that score for filtering in a more flexible way. 
While initial works have been done in this direction (Berkovsky et al. 2012; Paek 
et al. 2010), we expect more advanced models to appear in the future, as the chal-
lenge of filtering social streams become more fundamental for web users.

 Conclusions and Future Work

We described a rich set of algorithms and their applications in the social recom-
mender system domain. We reviewed algorithms for recommendation of people on 
social network sites, including recommendation of familiar people and of strangers. 
We discussed recommendation of mixed social media content that is based on rela-
tionship information—both the user’s familiarity and similarity network and on 
tags—both used tags and tags input by other individuals. And we reviewed an 
emerging area for SRS—recommendation of news items in social streams and the 
addition of “places” (resources, such as wikis, communities, and blogs) to the user 
profile alongside people and terms.

A common characteristic of all the recommender systems described in this work 
is the ability to provide explanations for recommendations. We argue that explana-
tions should be an integral part of the recommender system algorithm. The public 
nature of social media allows sharing the logic behind the recommendation, such as 
the people and tags that yield it, in a more transparent way. Explanations were previ-
ously shown to provide longer-term user needs and build trust relationship with the 
user (Herlocker et al. 2000). In our work, we found other positive aspects. For 
example, for people recommendation, explanations lower the entry barrier for send-
ing an invitation since they make the user feel s/he has a good “excuse” to invite that 
person (Guy et al. 2009a). For content recommendation, people-based explanations 
contribute extra information that increases the chances a recommendation would be 
interesting for the user (Guy et al. 2009b, 2010c). Explanations also pose a privacy 
challenge for social recommender systems. For example, a user who gets access to 
one’s recommendations that are accompanied by explanations (e.g., “because you 
watched this video”) might be exposed to sensitive data about past behavior of the 
user who got the recommendations. Future social recommender systems should put 
special care on privacy preservation.
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Our recommendation techniques are generally based on a rich relationship 
aggregation model (Guy et al. 2008). The richness and diversity of data sources, 
originating from social media in the enterprise, allows providing better recommen-
dations. Our previous work showed that the rich set of data sources substantially 
improves the ability to derive the user’s set of familiar people (Guy et al. 2008), 
similar people (Guy et al. 2010b), and related topics (Guy et al. 2013). The methods 
we described here can be applicable for more types of social media content, such as 
photos, music, or video. Obviously, some generalizations were made to allow for 
aggregating a wide set of data sources. Future work should examine how to incor-
porate the preferences of the user to specific types of social media, taking advantage 
of the specific characteristics of application and test whether this can further improve 
the accuracy of recommendations.

Wes use typical social media data, such as people relationships, community mem-
bership, and tags, to produce recommendations. As said in the Introduction section, 
this data helps enhance traditional recommender systems techniques. In the era of 
big data, SRSs are exposed to an ever-growing amount of useful information that can 
be utilized to understand user preferences. Particularly, heavy content- based tech-
niques should be examined as a complementary means for the data used in this work.

Recommender systems generally include three main ingredients—the data, the 
algorithm, and the user interface. As we saw in this chapter, the three are tightly tied 
together and a good algorithm is not enough to make a good recommender system, 
if not accompanied by a good adequate UI and a corpus of data that serves as a good 
ground for recommendation. In fact, it is often the case that an advanced algorithm 
would achieve a small improvement in recommendation accuracy, but would pose 
costs in other aspects, such as the ability to provide intuitive explanations. For exam-
ple, when we examined content-based algorithms for people recommendation (Chen 
et al. 2009), more advanced techniques such as Latent Semantic Analysis (Deerwester 
et al. 1990) and Probabilistic Latent Semantic Analysis (Hofmann 1999) were ana-
lyzed, but since they did not yield significantly better results, we opted to apply the 
simpler algorithm that can provide more straightforward explanations.

In our analysis, we discussed factors other than accuracy, such as diversity and 
serendipity. Yet, the focus of the evaluation is primarily on accuracy and no pre-
defined methodology is used to evaluate the combination of different evaluation 
measures. More emphasis on developing new evaluation methods, with focus on 
factors other than accuracy, should be put in future social recommendation research 
(McNee et al. 2006). Moreover, evaluation over time, where users get used to the 
system and exhaust the initial set of recommendations, while their interests keep 
changing, is also due for future studies. Learning from user feedback can help miti-
gate the expected decrease of user interest in recommendations along time.

As implied throughout this chapter, we envision social recommendation playing 
a central role in human computation methods. Particularly, people recommendation 
can help matching the right people for the right job. Explanations can help achiev-
ing higher level of engagement. Content recommendations are instrumental to task 
management and can help assure people (and machines) are assigned with the right 
activities. Finally, social streams can contribute to engagement in human computa-
tion games and help in participants’ attention management.
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           Introduction 

 Why do people participate in human computation systems, and how can high- 
quality participation be encouraged? This is the key question addressed in this sec-
tion.  This question can be decomposed into more focused questions: What draws 
them to participate? What motivates them, drives them to keep working or contrib-
uting? How does this differ with respect to different types of human computation 
systems? How do you improve the quality of participation? Can one design a system 
to guide the participants to provide highest quantity and best quality output? Is there 
an inherent tradeoff between quantity and quality? 

 These questions are critical to the success of human computation. Although the 
topics covered in the previous sections are fundamental to human computation—the 
infrastructure underlying the systems, the algorithms that operate on the systems, 
and the specifi c techniques to which these are applied—without the proper motiva-
tion, none of this excellent work can be applied. You can design an amazing vehicle, 
but without fuel and a spark it will never go anywhere. The same is true of human 
computation systems. 

 A superfi cial consideration of the question might lead one to think Amazon’s 
Mechanical Turk has solved this problem of incentivizing workers; by paying the 
appropriate wage, workers are motivated to complete the available tasks. However, 
the reality is much more complex. Prior research has shown that the way in which 
tasks are listed on Mechanical Turk affect which jobs are selected (Chilton 
et al.  2010 ), that the size of the incentive does not automatically lead to better 
results (Mason and Watts  2009 ), and that fi nancial reward is actually only a (small) 
part of why Turkers choose to do a task (Ipeirotis  2010 ). In fact, the question of 
what motivates people has been the subject of research for nearly a century, since 
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Freud went “beyond the pleasure principle” (Freud  1920 ), and has been the focus of 
volumes of research in psychology, marketing, and economics. As we see in this 
section, properly incentivizing workers can affect the effi ciency and performance 
with which participants do the work required for human computation, as well as the 
long-term commitment of people to the system. 

 In the fi rst chapter, Chamberlain, Kruschwitz, and Poesio introduce three funda-
mental reasons users may choose to get involved in human computation projects: 
intrinsic interest in the project, which is the usual driver for human computation 
systems such as Wikipedia and citizen science projects; extrinsic motivation, such 
as payments for micro-tasks on Amazon’s Mechanical Turk; and entertainment, 
which is the driver behind so-called “games with a purpose” (von Ahn  2006 ). It is 
this last motivation that the authors focus on, particularly with respect to a project 
known as “Phrase Detectives”. The purpose of this project is to annotate text with 
links between anaphors (e.g.,  he  or  it ) and the part of speech being referenced (e.g., 
 John Smith  or the table). These annotations can be used to aid automatic interpreta-
tion of text. The authors use this task as an example of the challenges one faces 
when trying to convert a human computation system into a game, and techniques 
that can be used to encourage participation in the system. 

 In the next chapter, Reed and colleagues describe qualitative studies of partici-
pants in the Zooniverse collection of citizen science projects. This exploration drills 
down into the “intrinsic interest” motivation outlined in the fi rst chapter through a 
series of surveys. The authors discover three key factors for participation in these 
citizen science projects: social engagement, interaction with the website, and the 
desire to help. 

 An interesting perspective on human computation is to consider the group work-
ing in the system as possessing a sort of collective intelligence that is different from 
the intelligence of the individuals making up the group. In their chapter, Woolley 
and Hashmi discuss how those participating in a human computation contribute to 
an intelligence that is determined by the interactions between the group members, 
as much as it is on the characteristics of those members. Further, they describe a 
framework based on this research that describes tools that can be used to enhance 
the collective intelligence of groups. These include tools that facilitate social per-
ceptiveness and tools that encourage equality of participation. 

 The tools to facilitate collective intelligence suggested by Woolley and Hashmi 
are offered in the context of online collaboration—that is to say, through computer 
mediated communication (CMC). In the following chapter, Santuzzi and colleagues 
discuss the importance of recognizing that factors that affect CMC may be different 
than those that are important in face to face collaborations. For example, when 
designing a human computation system, issues such as trust and leadership may be 
different in online CMC than they would be in offl ine collaborations. The authors 
point out that disciplinary biases in research perspectives can affect any analysis of 
why people are participating in human computation systems, so this chapter should 
be required reading for anyone planning to study the social components of computer 
mediated communication in human computation systems. 
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 Finally, the section concludes with a chapter by Arpita Ghosh that demonstrates 
how a game-theoretic approach—one that considers the equilibrium behavior 
between agents trying to maximize their utility, given the constraints of the sys-
tem—can be used to understand why humans behave in a certain way in different 
human computation systems, and how these systems can be designed to incentivize 
the behavior desired by the creator of the system. Ghosh illustrates the approach 
with three types of human computation systems: games with a purpose, such as the 
“Phrase Detectives” game from Chamberlain’s chapter; applications that use crowd-
sourced judgments; and applications that aggregate quality estimates from the 
crowd. She concludes the chapter and section by highlighting future directions, 
including research on the interactions between intrinsic and extrinsic motivations. 

 The diversity of perspectives and methods for understanding participation in 
human computation that are demonstrated in this section refl ect the same diversity 
that is observed in research on motivation and incentives generally. It is obvious this 
research benefi ts from or may even require the convergence of these methods, from 
the qualitative studies described in Reed and colleagues’ chapter, to the experimen-
tal work by Woolley and Hashmi, to the formal analysis described by Ghosh. 
Moreover, these methods may discover different reasons for participation and 
means of improving participation when focused on citizen science projects (Reed 
et al.), games (Chamberlain et al.), computer mediated communication (Santuzzi 
et al.) or traditional platforms like Mechanical Turk (Ghosh). 

 This research also suggests future directions for understanding the human equa-
tion in human computation systems. For instance, what are the tradeoffs between 
extrinsic and intrinsic motivations, in the short run and the long run, in microtask 
situations (like Mechanical Turk) versus collaborative communities (like 
Wikipedia)? How can you design a system to best take advantage of the typically 
skewed distribution of contributions in human computation systems? Can citizen 
science projects utilize all of the different incentives outlined in this section, or are 
the interest-based communities somehow different? How important is the commu-
nity sense to motivation in human computation systems generally? 

 Although the work presented in this section represent great strides in the study of 
participation in human computation, there is a broad range of questions yet to be 
answered.     
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           Introduction 

 One of the most signifi cant challenges facing some Human Computation Systems is 
how to encourage participation on a scale required to produce high quality data. This 
is most relevant to systems where non-expert volunteers perform tasks, with the 
system aggregating the result. Issues relating to participant psychology are applica-
ble to any system where humans (and subsequently human error) are involved. 

 The willingness of Web users to collaborate in the creation of resources is 
clearly illustrated by Wikipedia 1 : allowing users free reign of encyclopaedic knowl-
edge not only empowers mass participation but the resulting creation is high 
 quality. This can be seen as a good example of the broad term  collective intelli-
gence  where groups of individuals do things collectively that seem intelligent 
(Malone et al.  2009 ). 

 The utility of collective intelligence became apparent when it was proposed to 
take a job traditionally performed by a designated employee or agent and outsource 
it to an undefi ned large group of Internet users through an open call. This approach, 
called  crowdsourcing  (Howe  2008 ), revolutionised the way traditional tasks could 
be completed and made new tasks possible that were previously inconceivable due 
to cost or labour limitations. 

 One use for crowdsourcing can be as a way of getting large amounts of human 
work hours very cheaply as an alternative to producing a computerised solution that 
may be expensive or complex. However, it may also be seen as a way of utilising 
human processing power to solve problems that computers, as yet, cannot solve, 
termed  human computation  as defi ned by von Ahn ( 2006 ). 

1   http://www.wikipedia.org 
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 An application of collective intelligence, crowdsourcing and human computation 
is to enable a large group of collaborators to work on tasks normally done by a few 
highly skilled (and paid) workers and to aggregate their work to produce a complex 
dataset that is robust and allows for ambiguity. Enabling groups of people to work 
on the same task over a period of time in this way is likely to lead to a collectively 
intelligent decision (Surowiecki  2005 ). 

 Using this method of collecting and aggregating decisions from a large, distrib-
uted group of non-expert contributors it is possible to approximate a single expert’s 
judgements (Albakour et al.  2010 ; Feng et al.  2009 ; Snow et al.  2008 ). 

    User Motivation in Collaborative Systems 

 Three variations of collaboration over the Internet have been successful in recent 
years and are distinguished by the motivations of the participants. 

     1.    The fi rst variation is where the motivation for the users to participate already 
exists. This could be because the user is  inherently interested  in contributing, 
for example in the case of Wikipedia or citizen science projects such as 
GalaxyZoo 2  and Open Mind Commonsense 3  (now ConceptNet 4 ). Users may also 
be intrinsically motivated because they need to accomplish a different task, for 
example the reCAPTCHA 5  authentication system.   

   2.    As most tasks are neither interesting nor easy to integrate into another system, 
a second variation of crowdsourcing called  microworking  (or microtasking) 
was developed, for example Amazon Mechanical Turk. 6  Participants (some-
times called Turkers) are paid small amounts of money to complete HITs 
(Human Intelligence Tasks) uploaded by Requesters. The tasks can be com-
pleted very quickly,  however this approach cannot be scaled up for large data 
collection efforts due to the cost.   

   3.    A third approach for collecting and validating data used in human computation 
is to entertain the user whilst they complete the tasks, typically using games. The 
 games-with-a-purpose (GWAP)  approach has been used for many different 
types of crowdsourced data collection including text, image, video and audio 
annotation, biomedical applications, transcription, search results and social 
bookmarking (Chamberlain et al.  2013 ; Thaler et al.  2011 ).     

2   http://www.galaxyzoo.org 
3   http://openmind.media.mit.edu 
4   http://conceptnet.media.mit.edu 
5   http://www.google.com/recaptcha 
6   https://www.mturk.com 
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 There is huge potential for the general public to become engaged in Human 
Computation Systems and to collaborate in producing resources that would not be 
possible to achieve using other methods. 

 This chapter discusses methods that can be used to motivate and engage users. 
As an example, we look at how these methods were used in Phrase Detectives, 7  a 
Human Computation System developed by the University of Essex (England) to 
annotate text documents with a crowd. The conclusion summarises the benefi ts and 
limitations of using such methods in Human Computation Systems.  

    Phrase Detectives 

  Phrase Detectives (PD)  is primarily a GWAP designed to collect data about English 
(and subsequently Italian) anaphoric co-reference (Chamberlain et al.  2008 ; Poesio 
et al.  2013 ). 8  

 The architecture is structured around a number of tasks that use scoring, progres-
sion and a variety of other mechanisms to make the activity enjoyable (see Fig.  1 ). 

7   http://www.phrasedetectives.com 
8   Anaphoric coreference is a type of linguistic reference where one expression depends on another 
referential element. An example would be the relation between the entity   ‘Jon’  and the pronoun 
 ‘his’  in the text  ‘Jon rode his bike to school.’ 

  Fig. 1    Detail of a task in Phrase Detectives       
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The aim of the project is not only to annotate large amounts of text, but also to col-
lect a large number of judgements about each linguistic expression to preserve 
ambiguity that can be used to improve language processing algorithms.

   A version of PD was developed for Facebook 9  in order to investigate the utility 
of social networking sites in collaborative annotation systems.   

    Methods to Engage and Evaluate Users 

 There have been several recent attempts to defi ne and classify collaborative 
approaches in collective intelligence and distributed human computation (Quinn 
and Bederson  2011 ; Malone et al.  2009 ; Wang et al.  2010 ). We focus on four 
main areas: 
     1.    Designing the Task   
   2.    Attracting Users   
   3.    Motivating Users   
   4.    Evaluating Users     

    Designing the Task 

 Whilst design considerations can be somewhat generalised, it is worth noting a 
fundamental challenge for human computation systems. The goal here is to  collect 
data and reward users without directly knowing the quality of their work  
(either by the system knowing the answer beforehand or by manual correction after 
the data is collected). Methods for motivating users without being able to provide 
specifi c feedback are discussed in detail later in the chapter. 

    Using an Appropriate Interface for Your Users 

 When designing any interface it is essential to  know your target audience . 
Individual, social and socio-technical factors will all determine how successful the 
interface is at engaging users and what type of data will be contributed. 

 Wikipedia style open interfaces will invite a different type of user experience 
than a microworking or gaming approach and the expectations of the users need to 
be met in order for them to continue using the interface. Game interfaces should be 
graphically rich, although not at the expense of usability, and aimed at engaging a 
specifi c audience (i.e., a game aimed at children may include more cartoon or styl-
ised imagery in brighter colours than a game aimed at adults). 

9   http://www.facebook.com 
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 Interfaces should  provide a consistent metaphor and work fl ow . For this PD 
used a detective metaphor, with buttons stylised with a cartoon detective character 
and site text written as if the player was a detective solving cases. The tasks should 
be integrated in such a way that task completion, user evaluation and work fl ow 
form a seamless experience. 

 Interfaces deployed on the Web should observe the normal guidelines regarding 
browser compatibility, download times, consistency of performance, spatial dis-
tance between click points, etc. 10   

    Designing the Tasks 

 Whilst the design of the interface is important, it is the design of the task that deter-
mines how successfully the user can contribute data. The task design has an impact 
on the speed at which users can complete tasks, with clicking being faster than typ-
ing. For example, a design decision to use radio buttons or freetext boxes can have 
a signifi cant impact on performance (Aker et al.  2012 ). 

 In PD the player is constrained to a set of predefi ned options to make annotations, 
with freetext comments allowed (although this is not the usual mode of contribution 
in the game). The pre-processing of text allows the game play in PD to be con-
strained in this way but is subject to errors in processing that also need to be fi xed.  

    Considering Task Diffi culty 

 The inherent diffi culty of the task can provide a challenge to more experienced 
users and they need to be motivated to rise to the challenge of diffi cult tasks. 

 There is a clear difference in the performance of users when we consider the dif-
fi culty of tasks in GWAP (Chamberlain et al.  2009a ). One way to measure this is to 
 use a Gold Standard  (a set of tasks that you have the answers for) or to  use inter- 
annotator agreement  that is created by experts or by the users themselves. 

 PD compared the responses from 2 experts across a range of tasks and found that 
they mostly agreed with each other (average 94 %). When comparing the responses 
produced by users of the game, the agreement would be in a similar range to expert 
agreement for simple tasks (average 90 %) but much lower for more diffi cult tasks 
(average 71 %) (Chamberlain et al.  2009a ).  

    Setting Time Limits 

 A time limitation will elicit spontaneous answers from users, whereas no limitations 
gives users time to make a more considered response. The design of the task must 

10   http://www.usability.gov/guidelines 
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balance the increase in excitement a timed element can offer with the need to allow 
users time to give good quality answers. 

 The timing of tasks is usually required in the game format, either as a motiva-
tional feature or as a method of quality control (or both) (von Ahn and Dabbish  2008 ). 
In PD there are no timing constraints, although the time taken to perform a task is 
used to assess the quality of annotations. As the task in PD is text based, it was con-
sidered important to give players time to read documents at a relatively normal speed 
whilst completing tasks and this was confi rmed by usability studies of the interface.  

    Measuring System Performance 

 System performance can be measured by the speed at which the users can process the 
input source (e.g. text, images) and deliver their response (e.g. a click, typing). This 
measure is called  throughput , the number of labels (or annotations) per hour (von Ahn 
and Dabbish  2008 ). As well as measuring how well the task is presented in the inter-
face, throughput is also an indication of task diffi culty and cognitive load on the users. 

 Related to throughput is the  wait time  for tasks to be done. Most crowdsourcing 
systems allow data collection in parallel (i.e., many participants can work at once on 
the same tasks), although validation requires users to work in series (i.e., where one 
user works on the output of another user). Whilst the throughput gives us a maxi-
mum speed from the system, it is worth bearing in mind that the additional time 
spent waiting for a user to be available to work on the task may slow the data col-
lection. Some systems deployed on Amazon Mechanical Turk pay workers a small 
retainer to be act as an on demand workforce (Bernstein et al.  2012 ).   

    Attracting Users 

 In order to attract the number of participants required to make a success of the sys-
tem, it is not enough to develop an attractive interface; it is also necessary to develop 
effective forms of advertising. The number of websites competing for attention is 
huge and without some effort to raise the profi le, it will never catch the attention of 
enough users. 

    Advertising 

 Not all advertising methods are equally successful and it is important to evaluate 
which works best for the task interface, delivery platform and target audience demo-
graphics. Traditional banner or pay-per-click advertising may go some way to 
attracting users, however in a rapidly changing landscape of Internet habits it would 
be worth investigating novel methods of delivery. For example, with a system that 
produces lots of content a dynamic and active Facebook news feed would engage 
more users in a social network rather than a static banner advert. 
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 PD had a modest budget for pay-per-click advertising and considerable effort 
was made to promote the project in local and national press, on science websites, 
blogs, bookmarking websites, gaming forums, special interest email lists, confer-
ences, tutorials and workshops. 

 The importance of promoting an interface should not be underestimated and  an 
advertising budget (both time and money) should be allocated  at an early stage. 

 The success of advertising methods can be analysed with user tracking tools such 
as Google Analytics. 11  This can be used to not only investigate the most successful 
venues for advertising to your audience, but also to analyse their behaviour when 
they come to your site. A useful fi gure is the bounce rate (the percentage of single- 
page visits, where the user leaves on the page they entered on) which shows how 
many casual users are being converted to users of the interface. Analysis of PD traf-
fi c data showed that Facebook pay-per-click banner adverts had a very high bounce 
rate (90 %), meaning that 9 out of 10 users that came from this source did not play 
the game. For this reason advertising budget was redirected to other sources of users.  

   Using Social Networks 

 Given the social nature of Human Computation it seems logical to deploy systems 
on platforms where the users are already networked. In recent years social network-
ing has become the dominant pastime online. As much as 22 % of time online is 
spent on social networks like Facebook, Twitter and others. This is three times the 
amount of time spent emailing and seven times the amount of time spent searching 
the Internet. 12  

 The success of social network games such as Cityville, with over 50 million 
active players each month, or The Sims, Farmville and Texas HoldEm Poker, with 
over 30 million active monthly players each, show that the potential for large scale 
participation is possible using social networking platforms. 13  

 Social incentives can be made more effective when the interface is embedded 
within a social networking platform such as Facebook. In such a setting, users moti-
vated by the desire to contribute to a communal effort may share their efforts with 
their friends, whereas those motivated by a competitive spirit can compete against 
each other. Surveys have shown that the majority of social game players start to play 
because of a friend recommendation. 14 ,  15    

11   http://www.google.co.uk/analytics 
12   http://mashable.com/2010/08/02/stats-time-spent-online 
13   http://www.appdata.com 
14   http://www.infosolutionsgroup.com/2010_PopCap_Social_Gaming_Research_Results.pdf 
15   http://www.lightspeedresearch.com/press-releases/it’s-game-on-for-facebook-users 
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    Motivating Users 

 There are three main incentive structures that can be used to motivate users: per-
sonal; social; and fi nancial (Chamberlain et al.  2009b ). These directly relate to other 
classifi cations of motivations in previous research: Love; Glory; and Money 
(Malone et al.  2009 ). All incentives should be applied with caution as rewards have 
been known to decrease annotation quality (Mrozinski et al.  2008 ). 

 It is important to distinguish between  motivation to participate  (why people 
start doing something) and  motivation to contribute  (why they continue doing 
something) (Fenouillet et al.  2009 ). Once both conditions are satisfi ed we can 
assume that a user will continue contributing until other factors such as fatigue or 
distraction break the cycle. This has been called  volunteer attrition , where a user’s 
contribution diminishes over time (Lieberman et al.  2007 ). 

   Personal Incentives 

 Personal incentives are evident when simply participating is enough of a reward for 
the user. Generally, the most important personal incentive is that the user feels they 
are contributing to a worthwhile project; however personal achievement and learn-
ing can also be motivating factors. 

 Projects may initially attract collaborators because they are contributing to a 
resource from which they may directly benefi t and these are usually the people that 
will be informed fi rst about the research. However, in the long term, most contribu-
tors will never directly benefi t from the resources being created. It is therefore 
essential to provide some more generic way of expressing the benefi t to the user. 

 This was done in PD with a BBC radio interview by giving examples of natural 
language processing techniques used for Web searching. Although this is not a 
direct result of the language resources being created by the project, it is the case for 
efforts of the community as a whole, and this is what the general public can under-
stand and be motivated by. 

 People who contribute information to Wikipedia are motivated by personal rea-
sons such as the desire to make a particular page accurate, or the pride in one’s 
knowledge in a certain subject matter (Yang and Lai  2010 ). This motivation is also 
behind the success of  citizen science  projects, such as the Zooniverse collection of 
projects (Raddick et al.  2010 ) (see also the chapter on citizen science participation 
by Reed, et al.), where the research is conducted mainly by amateur scientists and 
members of the public. 

 When users become more interested in the purpose of the project than the incen-
tives it becomes more like a citizen science approach where users are willing to 
work on harder tasks, provide higher quality data and contribute more.  
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   Social Incentives 

 Social incentives reward users by improving their standing amongst their peers 
(their fellow users and friends). By tracking the user’s effort they can compete in 
leaderboards and see how their efforts compare to their peers. Assigning named 
levels for points awarded for task completion can be an effective motivator, with 
users often using these as targets i.e., they keep working to reach a level before stop-
ping (von Ahn and Dabbish  2008 ), however results from PD do not support this 
(Chamberlain et al.  2012 ). 

 News feed posts are a simple way users can make social interactions from an 
interface that is integrated into social networks such as Facebook or Twitter. PD 
allows its players to make an automatically generated post to their news feed which 
will be seen by all of their friends. 16  

 These posts include a link back to the game and has been a very important factor 
in recruiting more users, as well as motivating existing users by social incentives.  

   Financial Incentives 

 Financial incentives reward effort with money. Direct fi nancial incentives reward 
the user for the completion of a task or for successfully competing against other 
users (for example, achieving a high score). The former is the main method of moti-
vating users of microworking systems. The per-task reward however may encourage 
users to manipulate the system, to do minimum work for maximum reward. 

 Indirect fi nancial incentives reward the user irrespective of the work they have 
done such as entering each completed task into a lottery where the winner is ran-
domly selected (although doing more tasks would increase your chance of winning). 

 In PD and other games indirect fi nancial incentives were sent as Amazon vouch-
ers by email to the winners as this allows the prize to be invoiced, tracked and col-
lected with minimum administrative effort. 

 Whilst fi nancial incentives seem to go against the fundamental idea behind 
GWAP (i.e., that enjoyment is the motivation), it actually makes the enjoyment of 
potentially winning a prize part of the motivation. Prizes for high scoring players 
will motivate hard working or high quality players but the prize soon becomes unat-
tainable for the majority of other players. By using a lottery style fi nancial prize the 
hard working players are more likely to win, but the players who only do a little 
work are still motivated. Prize-based fi nancial incentives present a risk that not 
enough work will be collectively done by the conclusion of the prize period, how-
ever if the users are correctly motivated it should prove much more cost-effective 
than pay-per-task incentives. 

16   Since the initial development of PD Facebook has changed how posts are displayed. Posts from 
the game now appear on the user’s profi le and in a news ticker. 
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 Whilst fi nancial incentives are important to recruit new users, a combination of 
all three types of incentives is essential for the long term success of a project 
(Smadja  2009 ).  

   Evaluating Participation and Contribution 

 We can measure the success of advertising and the motivation to join the project 
(motivation to participate) by how many users have registered over the period of 
time. However, this may not be a good predictor of how much work will be done, 
how fast it will be completed or of what quality it will be. 

 Participation of users to contribute is a way to assess whether the incentives of an 
approach are effective. We measure motivation to contribute by the average lifetime 
participation. 

 One observation that is apparent in most crowdsourcing systems is the uneven 
distribution of contribution per person, often following a Zipfi an power law curve—
see Fig.  2  (Chamberlain et al.  2012 ).

   An approach to improve data quality would be to focus training and incentives 
on the few users that are contributing signifi cantly. However, the infl uence of users 
who only contribute a little should not be undervalued as in some systems it can be 
as high as 30 % of the workload (Kanefsky et al.  2001 ) and this is what makes the 
collective decision making robust. Increasing the participation from the “long tail” 
is key to improving the quality of the human computation.   

  Fig. 2    Chart showing each player on the x-axis ranked by total points scored (approximately 
equivalent to workload) in Phrase Detectives       
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    Evaluating Users 

 The strategies for quality control address fi ve main issues: 

     1.    Training Users   
   2.    Reducing Genuine Mistakes   
   3.    Allowing for Genuine Ambiguity   
   4.    Controlling Malicious Behaviour   
   5.    Identifying Outliers     

   Training Users 

 A training stage is usually required for users to practice the task and to show that 
they have suffi ciently understood the instructions to do a real task. The task design 
needs to  correlate good user performance with producing good quality data . 
The level of task diffi culty will drive the amount of training that a user will need and 
the training phase has been shown to be an important factor in determining quality 
and improvement in manual annotation (Dandapat et al.  2009 ). 

 Training should assume a layman’s knowledge of the task and should engage the 
participant to increase their knowledge to become a pseudo-expert. The more they 
participate, the more expert they become. This graduated training makes a rating 
system (where the user is regularly judged against a gold standard) essential to give 
appropriately challenging tasks. 

 Most projects, at least initially, will have a core of collaborators to test and per-
form tasks and these are most likely to be friends or colleagues of the task designers. 
It can therefore be assumed that this base of people will have prior knowledge of the 
task background, or at least easy access to this information. These pre-trained col-
laborators are not the “crowd” that crowdsourcing needs if it is to operate on a large 
scale nor are they the “crowd” in the wisdom of the crowd.  

   Reducing Genuine Mistakes 

 Users may occasionally make a mistake and press the wrong button. Attention slips 
need to be identifi ed and corrected by validation, where users can examine other 
users’ work and evaluate it. Through validation, poor quality interpretations should 
be voted down and high quality interpretations should be supported (in the cases of 
genuine ambiguity there may be more than one). The validation process is a second 
stage to the data collection, that allows the task to be more varied, to make the data 
collection more effi cient (validation is only required when there is disagreement) 
and to create a sense of user community and responsibility. Validation thus plays a 
key role as a strategy for quality control. 
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 Unlike open collaboration in Wikipedia, it is not advisable to allow players of 
GWAP to go back and correct their mistakes, otherwise a player could try all 
 possible variations of an answer and then select the one offering the highest score. 
In this sense the way players work together is more “collective”, where individual 
work is aggregated after collection, than “collaborative”, where users work more 
directly with each other.  

   Allowing for Genuine Ambiguity 

 The strength of Human Computation Systems is the ability to capture ambiguity in 
the data. Systems should not only aim to select the best, or most common, answer 
or annotation from users but also to preserve all inherent ambiguity, leaving it to 
subsequent processes to determine which interpretations are to be considered spuri-
ous and which instead refl ect genuine ambiguity. 

 Collecting multiple judgements about linguistic expressions is a key aspect of 
PD. In the current confi guration, eight players are asked to express their judgements 
on a task. If they do not agree on a single interpretation, four more players are then 
asked to validate each interpretation. 

 Validation has proven very effective at identifying poor quality interpretations. 
The value obtained by combining the player annotations with the validations for 
each interpretation tends to be zero or negative for all spurious interpretations.  

   Controlling Malicious Behaviour 

 Controlling cheating may be one of the most important factors in Human 
Computation System design. All crowdsourcing systems attract spammers, which 
can be a very serious issue (Feng et al.  2009 ; Mason and Watts  2009 ; Kazai  2011 ). 
However, in a game context we can expect spamming to be much less of an issue as 
the work is not conducted on a pay-per-task basis. 

 Nevertheless, several methods are used in PD to identify players who are cheat-
ing or who are providing poor annotations. These include checking the player’s IP 
address (to make sure that one player is not using multiple accounts), checking 
annotations against known answers (the player rating system), preventing players 
from resubmitting decisions (Chklovski and Gil  2005 ) and keeping a blacklist of 
players (von Ahn  2006 ). 

 A method of profi ling players was also developed for PD to detect unusual 
behaviour. The profi ling compares a player’s decisions, validations, skips, com-
ments and response times against the average for the entire game—see Fig.  3 . It is 
very simple to detect players who should be considered outliers using this method 
(this may also be due to poor task comprehension as well as malicious input) and 
their data can be ignored to improve the overall quality.
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      Identifying Outliers 

 It would be possible to ignore contributions from users who have a low rating 
(judged against a gold standard) however without a gold standard it is diffi cult to 
judge the performance of a user. 

 Variables such as annotation time could be a factor in fi ltering the results. An 
annotation in PD takes between 9 and 11 seconds and extreme variation from this 
may indicate that a poor quality decision has been made. 

 A different approach could be to identify those users who have shown to provide 
high quality input. A knowledge source could be created based on input from these 
users and ignore everything else. Related work in this area applies ideas from cita-
tion analysis to identify users of high expertise and reputation in social networks by, 
for example, adopting the HITS algorithm (Yeun et al.  2009 ) or Google’s PageRank 
(Luo and Shinaver  2009 ).    

  Fig. 3    Player profi ling in Phrase Detectives, showing the game totals and averages ( left ), a good 
player profi le ( centre ) and a bad player profi le ( right ) taken from real game profi les. The bad player 
in this case was identifi ed by the speed of annotations and that the only responses were DN in 
Annotation Mode and Disagree in Validation Mode. The player later confessed to using automated 
form completion software       
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    Conclusion 

 This chapter discussed methods that can be used to engage, motivate and evaluate 
users of crowdsourced Human Computation Systems. 

 Interfaces should be attractive enough to encourage users to contribute. The 
design of the task itself will be determined in part by the complexity of the data 
being collected. By identifying the diffi cult or ambiguous tasks, the pre- and post- 
processing can be improved and the human input can be maximised to produce the 
highest quality resource possible given the inherent diffi culty of the task. The task 
design should be streamlined for effi cient collection of data and the throughput 
(annotations per hour) of the system is a good measure of this. The additional time 
spent waiting for a user to be available to work on the task may also slow the 
system. 

 Most users will not benefi t directly from their participation, however their con-
nection to the project and sense of contribution to science are strong motivating 
factors with the citizen science approach, where users are willing to work on harder 
tasks, provide higher quality data and contribute more. Motivational issues are less 
of a concern when users are intrinsically motivated to participate, as they will 
directly benefi t from their contribution. 

 It is common for the majority of the workload to be done by a minority of users. 
Motivating the right kind of users is a complex issue and is as important as attracting 
large numbers of users. Controlling cheating may be one of the most important fac-
tors in crowdsourcing design and is especially problematic for a microworking 
approach where users are paid on a per-task basis. 

 The issue of data quality is an area of continuous research. The ultimate goal is 
to show that resources created using Human Computation Systems potentially offer 
higher quality and are more useful by allowing for ambiguity. By quantifying the 
complexity of the tasks, human participants can be challenged to solve computa-
tionally diffi cult problems that would be most useful to machine learning 
algorithms.     
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           Introduction 

 Citizen science relies on attracting and maintaining suffi cient amounts of volunteer 
activity to fulfi ll project goals (for a review of citizen science and its relationship to 
human computation, see the chapter by Lintott and Reed). Within the last decade, a 
growing subset of citizen science projects known as  virtual citizen science  (VCS; 
Wiggins and Crowston  2011 ) have increasingly incorporated forms of computer- 
mediated communication such as email, blogs, and websites into project activities 
to reach a larger base of potential volunteers. Not only does this increase the breadth 
of the potential volunteer pool, but also the amount of effort contributed towards the 
projects’ goals. For example, the eBird project increased the size and availability of 
its catalogue of bird watching information because it created a website for bird-
watchers from around the world to record their own efforts as well as access those 
of other birdwatchers (Wiggins  2011 ). As another example, members of the public 
used the gaming interface of the FoldIt project to solve a protein-folding problem in 
a matter of weeks that puzzled professional researchers for years (Khatib et al. 
 2011 ). The Zooniverse, a site focused on citizen science, offers a variety of VCS 
projects to more than 800,000 registered volunteers. In addition to contributing to 
the science behind dozens of peer-reviewed publications, Zooniverse volunteers 
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also made serendipitous discoveries of previously unseen astronomical objects and 
classes of galaxies (Cardamone et al.  2009 ; Lintott et al.  2009 ). 

 This chapter focuses on understanding the motivations associated with partici-
pants volunteering their time and effort to VCS. We begin by describing the 
Zooniverse and the behavior and motivation of existing volunteers on the site. We 
then describe our research on the behavior and motivations of fi rst-time Zooniverse 
volunteers. Finally, we end this chapter with a summary of our fi ndings and a dis-
cussion of future research about the motivation to participate in VCS.  

    The Zooniverse 

 At present, the Zooniverse functions as a central hub for 19 active and three com-
pleted projects. Zooniverse projects contain a primary science task to which volun-
teers contribute their time and effort. These projects use different interfaces 
depending on what type of volunteer activity is required to create valid and reliable 
data for the research investigation (Fortson et al.  2012 ). 

 In addition to the primary science tasks, Zooniverse projects also have online 
forums and blog posts from project scientists. These forums were integral to the 
serendipitous discoveries made in the Galaxy Zoo project because they provided a 
platform for volunteers to post pictures of interesting objects that professional 
astronomers later confi rmed as new astronomical phenomena like a new class of 
galaxy (Reed et al.  2013b ). However, the scientists behind the Zooniverse wanted 
more integration between volunteer activity in the primary science tasks and these 
discussion tools to encourage volunteers to make more serendipitous discoveries 
and engage in more aspects of the process of scientifi c inquiry (e.g., analyzing data, 
writing papers). As a result, the “Talk” tool was added to provide a single destina-
tion to encourage conversation and collaboration among Zooniverse volunteers 
through activities like posting on various task and social forums, creating personal 
pages, and tagging collections of objects interesting to the volunteers. Beginning 
with the Planet Hunters project, all subsequent Zooniverse projects ask volunteers 
as they complete a set of data classifi cations whether they would like to use the Talk 
tools to discuss any aspects of their activity.  

    Volunteer Behavior in the VCS Projects of the Zooniverse 

 Analysis of the Zooniverse website user logs suggests that volunteers vary in their 
use of the primary science task and the Talk tools. Much of the activity in Zooniverse 
projects occurs in the primary science tasks of the project and is often done by a 
small proportion of the overall volunteer base. This same skew in behavior also 
occurs in online discussions or communication amongst project volunteers, with a 
few people making the majority of the statements. Furthermore, the volunteers with 
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a history of participating in the primary research tasks of a project are also more 
likely to use the “Talk” tools. 

 These patterns of volunteer behavior also appear in similar online environments 
like Wikipedia that depend on volunteer contributions to projects (Ortega  2009 ). As 
such, one should not view the behavior of Zooniverse volunteers as anomalous or 
problematic. Instead, we suggest that different kinds and amounts of volunteer activ-
ity on a VCS project refl ect different forms of meaningful contribution, especially 
from the volunteers’ own points of view. The task then becomes how to best describe 
these differing reasons for volunteering. We begin by reviewing research into the 
possible motivations for volunteers with a history of contributing to VCS projects.  

    Motivation of Existing VCS Volunteers 

 Existing research suggests a variety of reasons to volunteer in VCS. For example, 
volunteers from a variety of projects that required large tasks to be divided into 
smaller pieces of work among multiple volunteers and their computers completed 
an online survey about their motivations for participating. These volunteers reported 
reasons for contributing such as contributing to scientifi c research, effectively using 
available computer resources, acquisition of technical knowledge, and competition 
or interaction with other volunteers (Holohan and Garg  2005 ). Volunteers in 
astronomy- based VCS projects participated not only for individually important rea-
sons, but also because they wanted to fi t in with, identifi ed with, or support the 
efforts of relevant groups (Nov et al.  2011 ). A survey of both the scientists who 
created and volunteers who participated in a data curation VCS project suggested 
that volunteers participated to increase their own welfare as well as that of the proj-
ect (Rotman et al.  2012 ). 

 Although these studies provide valuable insights in possible motives for volun-
teering in VCS, it is tricky to synthesize their fi ndings because each study assessed 
volunteer motivations in different VCS projects. A more comprehensive sense of 
motivations may come from a set of studies about participation in the Galaxy Zoo 
project. The Galaxy Zoo is one of the VCS projects in the Zooniverse that asks 
volunteers to participate in actual scientifi c research activities like transforming raw 
data into forms suitable for analysis. Analysis of 20 interviews of Galaxy Zoo vol-
unteers yielded 12 different volunteer motives such as contributing to scientifi c 
research, learning about galaxies, making discoveries, interacting with other people, 
teaching other people, looking at pleasing images, fun, helping, amazement about 
the vastness of the universe, interest in the Galaxy Zoo project, interest in the fi eld 
of astronomy, and interest in science in general (Raddick et al.  2010 ). A subsequent 
survey of a larger sample of Galaxy Zoo volunteers corroborated these 12 motives 
and found that contribution to science was most important among them (Raddick 
et al.  in press ). Mankowski    et al. ( 2011 ) analyzed the content of online forum posts 
of Galaxy Zoo and also found a similar set of motives for participation: social inter-
action, interest in astronomy-related topics like the space race, spiritual aspects of 
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the project material, and a strong pleasing aesthetic appeal of the galaxy images. 
Because these studies all examined the same VCS project, a clearer picture of the 
motivations related to volunteering emerges. 

 Because Galaxy Zoo was its fi rst successful project, the Zooniverse provides a 
natural extension of this research about motivation to participate in VCS projects. 
Reed et al. ( 2013a ) surveyed 199 registered Zooniverse volunteers using a web- 
based survey of 54 items. The questions for the survey used items from previous 
research on motivation to participate in online activities as well as items created 
specifi cally for the survey. Volunteers’ responses were analyzed using an explor-
atory factor analysis to examine any latent motivation constructs underlying the 
responses to individual survey items. The results of the exploratory factor analysis 
suggested three general categories of motivation for participating in the Zooniverse:

    1.    Social Engagement – awareness of and interaction with other members of the 
Zooniverse community;   

   2.    Interaction with Website – sense of awareness, facility, and enjoyment from 
using the various features of Zooniverse projects; and   

   3.    Helping – how participants experience positive feelings from helping or volun-
teering to participate in the Zooniverse projects.    

  Such results advance our understanding of motivation to participate in VCS 
because they build on the existing body of knowledge while making contributions 
like indicating the presence of underlying motivational dimensions. Some previous 
research (e.g., Holohan and Garg  2005 ; Raddick et al.  2010 ) hypothesized motives 
after gathering and analyzing the data, whereas other research (e.g., Nov et al.  2011 ; 
Rotman et al.  2012 ) judged their fi ndings in regards to a priori models of motiva-
tion. In the same vein, we let underlying dimensions of motivation arise from the 
data while relying on existing theory and hypotheses to interpret any fi ndings. As 
such, we are encouraged that these results are consistent with a reanalysis of a sub-
set of items from Raddick et al. ( in press ) that suggested participation in Galaxy Zoo 
was primarily driven by engagement with the project’s content, social opportunities, 
and scientifi c aspects (Reed and Raddick  2012 ).  

    Motivation of First-Time VCS Volunteers 

 Yet for all of the research on motivation of existing VCS volunteers, none that we are 
aware of has addressed their fi rst experience with a particular VCS project. Although 
all volunteers must go through this critical period of initial contact with a VCS 
 project, its transient nature makes it diffi cult to study volunteer reactions as they 
occur. As such, we conducted interviews with visitors to a Midwestern planetarium 
after their fi rst use of one of the astronomy related Zooniverse projects. Interviews 
would allow us to capture maximal information from the expected small number of 
volunteers about their reactions to their fi rst experience with a VCS project. 

 Reed and Carney ( 2011 ) interviewed 30 visitors to a Midwestern planetarium 
after they used one of three astronomy-related Zooniverse projects for about 10 min. 

J.T. Reed et al.



699

When asked to describe what they did on the project websites, visitors provided 
accurate descriptions and details of the activities and features of the Zooniverse 
project they used. While completing the various project tasks, the visitors com-
mented primarily about the mechanics of the task itself and the challenge it pre-
sented. They also commented on the opportunities for personal learning, discovery, 
and contribution to the project afforded by even their brief time spent on the 
Zooniverse project. Visitors overwhelmingly enjoyed what they did, with more than 
90 % of evaluative comments being positive in nature. Importantly, 75 % of the visi-
tors actually revisited the Zooniverse project website they used during the interview 
sessions on their own and did more of its primary science activity. To better under-
stand these results, we next consider them in combination with the results of our 
survey of existing Zooniverse volunteers.  

    Summary and Future Directions 

 Taken as a whole, our survey of existing Zooniverse volunteers and our interviews 
of fi rst-time Zooniverse volunteers offer intriguing insights into and future direc-
tions for research about motivation to participate in VCS. Not surprisingly, different 
motives appear to be relevant at different points in a volunteer’s lifespan in a VCS 
project (Crowston and Fagnot  2012 ). First-time Zooniverse volunteers commented 
more about their own behaviors and reactions during their interviews, whereas 
many of the survey items endorsed by existing Zooniverse volunteers noted the 
presence of and possible interactions with other Zooniverse volunteers. 

 Although volunteers of both types consider their personal reactions and motiva-
tions, these may be especially relevant to fi rst-time volunteers as they familiarize 
themselves with what is possible in the VCS projects. It is analogous to a person 
learning to drive a car for the fi rst time in that new drivers focus primarily on the 
what they must do to functionally operate the car; once these basic actions become 
more familiar, the drivers can then turn their attention to other aspects of the driving 
experience like their subjective sensations or the other drivers around them. This 
initial learning curve can also be an enjoyable experience, as evidenced by the posi-
tive reactions and return visits from the fi rst-time Zooniverse volunteers. These dif-
ferences in motivation could also be related to how different Zoonivese project 
websites display differing degrees of “stickiness” like amount of time volunteers 
spend on project activity and the number of project webpages visited, as well as 
differing degrees of usability (Reed et al.  2012a ,  b ). Future research needs to explore 
how the design features of the websites are relevant to different motivations at dif-
ferent points in a volunteer’s lifespan. 

 Conversely, there are also commonalities in the motives of fi rst-time and existing 
Zooniverse volunteers. The comments from fi rst-time Zooniverse volunteers about 
learning and contributing to the projects corroborate our survey of existing Zooniverse 
users, indicating motivations like interacting with the website and helping with the 
project. Given that participation in citizen science has the potential to increase volun-
teers’ knowledge or appreciation of science (Bonney et al.  2009 ; Price and Lee  in 
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press ; Trumbell et al.  2000 ; but see Brossard et al.  2005 ; Cronje et al.  2011 ), more 
research needs to be done on how participation in different parts of the Zooniverse 
project websites afford volunteers direct contact with the scientifi c process. 

 Recall that Zooniverse volunteers tend to spend the majority of their time partici-
pating in the primary science tasks of the Zooniverse websites. This was especially 
true of fi rst-time Zooniverse volunteers in both their initial and return visits to the 
project websites. These areas of the website may offer opportunities to engage in 
science that are specifi c to a particular skill or area of study. For example, the pri-
mary science task of the Galaxy Zoo project draws on pattern recognition skills 
relevant to the morphology of objects like galaxies. It would be illuminating to com-
pare use of the primary science task with how volunteers use the “Talk” tools and 
how these activities might allow for deeper and more varied types of science experi-
ences (e.g., serendipitous discoveries and discussion about particular observations). 
Knowing what kinds of science experiences are available with different VCS activi-
ties would further refi ne our understanding of motives for volunteering in VCS. 
Future work should determine what relationships exist among volunteers’ motiva-
tions for participation, their actual patterns of engagement with VCS websites, and 
any demonstrated changes in their understanding of and attitudes towards science.  

    Conclusion 

 VCS relies on the efforts of large numbers of volunteers from all over the world to 
conduct reliable and valid scientifi c research. The increasing number of VCS proj-
ects attest to their attractiveness to both researchers who create them and volunteers 
who participate. A better understanding of the variety of motives that drive the dif-
ferent types of volunteers to engage in different types of VCS activity can help cre-
ate projects that provide maximal benefi ts to all parties involved. Our research on 
motivations for participation in the Zooniverse advance the understanding of this 
critical topic and should ultimately lead to a better understanding of how to truly 
create more authentic and engaging science experiences for the volunteers.     
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        The incidence of humans collaborating via computer mediation is rising over time; 
groups collaborate online to author encyclopedias, to write software, to optimize 
search engines and to solve a whole range of problems from uncovering the struc-
ture of an enzyme to documenting blotches on the surface of Mars. 

 One main way in which combined human and computer groups manifest in the 
daily lives of individuals and organizations is in the form of online or computer- 
mediated teams. Online teams have become so common in organizations today that 
surveys estimate that as many as 78 % of professional workers and executives have 
at some point worked in online teams (Martins et al.  2004 ; The Economist 
Intelligence Unit  2009 ). Online teams are used in almost all industries and in a vari-
ety of areas, such as scientifi c innovation (Fiore  2008 ), software development, cus-
tomer service, sales and R&D (Carmel and Agarwal  2001 ; Hertel et al.  2005 ; 
McDonough et al.  2001 ). 

 This chapter examines human computation through the lens of online collabora-
tion. It begins by considering the challenges associated with assessing group perfor-
mance. This leads to a discussion of collective intelligence as a measure of group 
effectiveness, and considers the factors that infl uence this measure of group perfor-
mance. These factors then serve as a focal point for developing techniques that 
foster the emergence of greater collective intelligence in human computation sys-
tems that manifest as collaborative groups. Next, consideration is given to how these 
techniques can help overcome limitations of the virtual communication medium 
and ultimately give rise to unprecedented degrees of collaboration effi cacy. Finally, 
new research directions are identifi ed. 
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    Historical Challenges of Performance Measurement 
in Online Teams 

 Studies have compared the performance of traditional teams and online teams with 
mixed and sometimes confl icting results. While some studies report greater effec-
tiveness for online teams (i.e., Sharda et al.  1988 ), others found that online teams 
could not outperform traditional teams (McDonough et al.  2001 ; Warkentin et al. 
 1997 ). Still others detected no difference between the two types of teams (Burke 
and Aytes  1998 ; Burke and Chidambaram  1996 ; Galegher and Kraut  1994 ). 

 The disparate conclusions regarding the performance of online teams refl ect the 
diffi culties in assessing team performance more generally. Considerable work in 
fi elds such as social psychology, organizational behavior, and industrial psychology 
has been conducted to characterize factors that predict group performance on indi-
vidual tasks. Traditionally, performance has been examined in terms of an “input-
process- output” model, where researchers observe or manipulate inputs to the teams 
(such as individual differences, task defi nition, and resources), then measure pro-
cess variables, and fi nally observe the effects on performance (Ilgen et al.  2005 ). 
Much of this research explores why groups so often appear to under-perform, given 
the potential of the individuals in the group (Steiner  1972 ; Tziner and Eden  1985 ). 
While some of the tasks that have been examined in teams are complex and multi-
faceted, such as tasks performed by top management teams (e.g., Kilduff et al. 
 2000 ; Wiersema  1992 ) or product development teams (Katz  1984 ), even in these 
domains performance has been examined as the outcome of a particular task at a 
particular point in time, despite the wide array of subtasks necessary for a team’s 
success. Thus, conclusions about the performance of computer-mediated teams can 
vary as a function of the group’s task, the technology available, or both, making 
generalization of conclusions across studies quite diffi cult.  

    Collective Intelligence in Human Groups 

 Research on collective intelligence in groups was motivated initially by a desire to 
measure group performance in a manner that would generalize across tasks and set-
tings (both face-to-face and online) and predict a group’s performance on future 
tasks. In exploring alternate ways of conceptualizing and measuring group perfor-
mance, initial studies of collective intelligence in human groups built upon work in 
individual psychology and concepts for understanding and predicting individual 
performance. Psychologists have repeatedly shown that a single statistical factor—
often called “general intelligence” or “g”—emerges from the correlations among 
individual people’s performance on a wide variety of cognitive tasks (Deary  2000 ; 
Spearman  1904 ). But, perhaps surprisingly, until recently none of the research on 
team performance has systematically examined whether a similar kind of “collec-
tive intelligence” exists for groups of people. 
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 Recent research has sought to explore the degree to which the concept of intel-
ligence generalizes to groups. In two studies with 699 individuals, working in 192 
groups of size two to fi ve, researchers found converging evidence of a general col-
lective intelligence factor that predicts a group’s performance on a wide variety of 
tasks (Woolley et al.  2010 ). 

 The groups in this study spent approximately 5 h together in the laboratory, 
working on a series of tasks that required a range of qualitatively different collabo-
ration processes (McGrath  1984 ). Example tasks included brainstorming uses for a 
brick, creating a logistical plan for a shopping trip, accurately typing a large amount 
of text into a computer, discussing a moral reasoning problem, and answering ques-
tions from an individual intelligence test. 

 In a factor analysis of all the groups’ scores, the fi rst factor accounted for 43 % of 
the variance in performance on all the different tasks. This is consistent with the 
30 %–50 % of variance typically explained by the fi rst factor in a battery of individ-
ual cognitive tasks (Chabris  2007 ). In individuals, this factor is called “intelligence.” 
For groups, this fi rst factor is called “collective intelligence” or “ c ,” and it is a mea-
sure of the general effectiveness of a group on a wide range of tasks. Mathematically, 
this collective intelligence factor is a weighted average of the subtask scores, with the 
weights calculated to maximize the correlation with all the subtasks. 

 In addition to the tasks used to calculate c, each group also completed a more 
complex “criterion task.” In the fi rst study, groups played checkers as a team against 
on online computer opponent. In the second study, groups completed an architec-
tural design problem. Both of these tasks required a combination of several of the 
different collaboration processes measured by the individual tasks in the collective 
intelligence battery. As expected,  c  was a signifi cant predictor of team performance 
on both these criterion tasks, and—surprisingly—the average individual intelli-
gence of group members was not. 

 The researchers also investigated what characteristics of a group predicted  c . 
They found that the average and maximum intelligence of individual group mem-
bers was correlated with  c , but only moderately so. So having a group of smart 
people is not enough, alone, to make a smart group. 

 But there were three other group characteristics that were also signifi cant predic-
tors of  c . First, there was a signifi cant correlation between  c  and the average social 
perceptiveness of group members, as measured by the “Reading the Mind in the 
Eyes” test (Baron-Cohen et al.  2001 ). This test measures people’s ability to judge 
other’s emotions from looking only at pictures of their eyes. Groups with a high 
average score on this test were more collectively intelligent than other groups. 

 Second,  c  was negatively correlated with the variance in the number of speaking 
turns by group members. In other words, groups where a few people dominated the 
conversation were less collectively intelligent than those with a more equal distribu-
tion of conversational turn-taking. 

 Finally,  c  was signifi cantly correlated with the proportion of females in the 
group, with groups having more females being more collectively intelligent. This 
result, however, is largely mediated by social perceptiveness since, consistent with 
previous research, women in the sample scored better on this measure than men. In 
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a regression analysis with all three variables (social sensitivity, speaking turn vari-
ance, and percent female), all had similar predictive power for  c , though only social 
perceptiveness reached statistical signifi cance. 

 Taken together, these results provide strong support for the existence of a general 
collective intelligence factor ( c ) that predicts the performance of a group on a wide 
range of tasks in a variety of settings, and a consistent relationship with social percep-
tiveness and equality of participation among group members as signifi cant predictors.  

    Mechanisms of Collective Intelligence: Balancing Convergence 
and Divergence 

 The main aim of the second section of this chapter is to identify factors enabling 
collective intelligence in online groups. Equality of participation and social percep-
tiveness are two factors consistently related to collective intelligence in our studies, 
as described above. They are also essential to enabling the balancing of convergence 
and divergence in collectives more generally (Woolley and Fuchs  2011 ). Here we 
elaborate more on the role of convergent and divergent thought in collective perfor-
mance, and then consider more specifi cally the tools and mechanisms that promote 
these properties in online collectives.  

    Balancing Convergent and Divergent Thinking 

 Some argue that collective intelligence emerges from the collaboration and compe-
tition of many individual entities. Research on collective intelligence has argued 
that central to collectively intelligent systems is the capability to engage in both 
convergent and divergent modes of thought, as well as to leverage the insights from 
refl ection into course-correcting changes (Bloom  2000 ; Woolley and Fuchs  2011 ). 
 Convergent thinking  is thinking that proceeds toward or converges on a single 
answer. In contrast,  divergent thinking  moves outwards from a problem in many 
directions. Both convergent and divergent thinking are necessary to collective intel-
ligence; convergence enables decisions and the possibility of moving forward, while 
divergence is critical for developing the wealth of insights and ideas necessary for 
true innovation. However, while traditional face-to-face groups tend to excel at con-
vergent thinking, the literature on creativity suggests that divergent thinking is an 
area where groups often struggle (Thompson  2003 ). 

 Both convergent and divergent thinking require particular social interaction pro-
cesses to occur successfully in collectives (Larson  2009 ; March  1991 ; McGrath 
 1984 ), whether those collectives are small groups (Woolley et al.  2010 ) or organiza-
tions. Convergence is fostered by increased quantity and intensity of interaction; the 
more information group members can transfer to one another, the greater the proba-
bility of arriving at a correct answer and one that all members will support (Siegel 
et al.  1986 ). Divergence requires just the opposite; groups generate the most divergent 
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and creative sets of ideas when members work relatively independently (Brown and 
Paulus  2002 ; Thompson  2003 ) to enable everyone to participate more equally and 
fully in idea generation. Indeed, studies of innovation in organizations encourage the 
development of “skunk works,” as a means of protecting the pursuit of divergent 
modes of thought (O’Reilly and Tushman  2008 ) by keeping groups of individuals 
pursuing different ideas relatively independent of one another (Andriopoulos and 
Lewis  2009 ; Raisch et al.  2009 ; see also Rosenkopf and McGrath  2011 ). Doing so 
helps prevent one set of ideas from being crowded out by or subordinated to another. 

 Social perceptiveness and equality of participation are likely to play an instru-
mental role in fostering convergent and divergent thought in collectives. Social per-
ceptiveness allows individuals to more effectively read the nonverbal signals of 
others, which is associated with the ability to tune’s one message in a manner that 
enhances consensus-building in groups (Elfenbein et al.  2007 ; Elfenbein  2006 ; 
Wolff et al.  2002 ). At the same time, equality of participation insures that all voices, 
including divergent voices, are heard, raising the chances that collectives will con-
sider a broader range of perspectives (De Dreu and West  2001 ). Thus, collaboration 
tools that can be provided to collectives in online environments to foster social 
perception and equality of participation are likely to enhance convergent and diver-
gent thought and, ultimately, collective intelligence.  

    Tools and Mechanism That Cultivate Collective 
Intelligence Online 

 So the question remains regarding how to encourage social perceptiveness and 
equality of participation in online collectives? Studies of technology use in online 
groups suggest some places to start, as confl icting fi ndings regarding performance in 
online groups seem to relate to the type of task, its reliance on primarily convergent 
vs. divergent properties, and the ability of the technology used to foster the appropri-
ate processes. For example, Sharda and colleagues ( 1988 )—who observed a high 
level of performance in online teams—found that groups generated a greater number 
of ideas using email, a technology that enhances the independence of contributions 
and divergent thought. Burke and Chidambaram ( 1996 )—who found no difference 
between online and face-to-face groups—measured decision quality resulting from 
the use of online discussion boards, a medium that enhances information exchange 
and convergence. The disparate fi ndings have led to many studies examining ‘task-
technology-fi t’ where the researchers distinguish the type of technology best suited 
for different tasks (e.g., Goodhue and Thompson  1995 ). For instance, Majchrzak 
et al. ( 2000 ) found video conferencing better for managing confl icts while email was 
better for routine tasks such as analysis of data. Others have found that online groups 
that rely on a wide variety of different technologies are more satisfi ed and perform 
better than those that use more limited communications tools (Kayworth and Leidner 
 2001 ). These fi ndings support the conclusion that different technologies cultivate 
different processes in groups, and when those processes are well-aligned with tasks 
demands, they help cultivate collective intelligence. 
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 We propose here a framework for thinking about tools in terms of their role in 
enhancing social perceptiveness and equality in participation, which subsequently 
improve the quality of convergent and divergent thought in collectives.  

    Tools Enabling Social Perceptiveness 

 Traditional teams benefi t from face time that enables social cues to be relayed and 
picked up by other members. Online collectives face the challenge of being 
deprived of face time and hence these social cues. This section primarily focuses 
on mechanisms that enhance the availability and interpretation of social cues within 
online teams.

    1.    Signaling to fl ag and communicate contextual information 
 Participants in face-to-face groups can use a plethora of (often unconscious) 
 nonverbal cues, such as facial expressions and body language, to facilitate com-
munications which are not available to online groups. While we know that many 
tools exist to transmit intentional, spoken language in computer mediated set-
tings, a new crop of tools is coming on the scene intended to amplify the passive 
signals people use to adjust the focus of their attention and effort on collabora-
tive products. Systems can be further designed to provide some of these passive 
cues automatically, or else increase the ease with which group members can 
actively generate similar signals. 

 These tools are inspired in part by research in the fi eld of stigmergy. First 
introduced by Grassé ( 1959 ), stigmergy refers to the ways cooperative animals 
coordinate by leaving and sensing signs in a shared environment. A classic 
example is the pheromone trails that ants use to optimally route and distribute 
their foraging behavior. Similar examples occur in many other kinds of animal 
cognition (Bonabeau et al.  1999 ; Karsai and Balazsi  2002 ). 

 The concept of stigmergy has also been developed in the fi elds of robot col-
laboration (Holland and Melhuish  1999 ) and human interactions (Marsh and 
Onof  2008 ; Parunak  2006 ). For instance, Parunak ( 2006 ) distinguishes between 
explicit (“marker-based”) and implicit (“sematotectonic”) signaling tools. 
Examples of explicit signaling tools are fl ags individual members can use to 
signal their current status (i.e., “busy,” “available,” etc.) or emoticons they might 
include in messages to convey their current mood or the emotional content of 
messages. Implicit signals can involve the automatic capture of activities which 
are translated into a signal for remote collaborators, to let them know when their 
collaborators are distracted, uncertain, etc. An example of an implicit signal 
would be the capture of the rate of cursor movement or numbers of additional 
windows open on listener’s desktop to signal remote presenters regarding the 
dissolution of attention being paid by listeners during a live online presentation. 
In collaborative problem-solving, implicit signals could be captured by measur-
ing how long someone’s cursor hovers over or revises a part of a collective prod-
uct, to highlight or change the color of areas where members are less certain of 
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input provided. Such signals could help groups coordinate work by enabling 
remote others to see when attention is wandering (and thus move to reengage), 
or by attracting more workers to parts of problems involving greater uncertainty 
and needing additional input.   

   2.    Status Updates on Profi les and Social Media 
 With the advent of twitter, facebook and other social media, many organizations 
have adopted ‘enterprise microblogging (EMB)’, an off-shoot of the twitter 
model for short updates restricted to their company network, for internal 
 communications (Zhang et al.  2010 ). Studies have shown that that EMB assists 
in (1) awareness creation, (2) task/meeting coordination and (3) idea generation 
& discussion (Riemer et al.  2010 ; Riemer and Richter  2010 ). In particular, 
Riemer et al. ( 2010 ) noted the usefulness of EMB for the gauging and sharing of 
opinions on current issues. Hence, such a tool could be immensely useful for 
capturing and amplifying the social cues that members of a computer-mediated 
collective might use for gauging the mood of the group. 

 Furthermore, when members of online collectives update their status on vari-
ous social networking media, they are able to better relay and share a social part 
of themselves that otherwise remains unknown to remote collaborators. Such 
status updates allow others to interpret otherwise ambiguous signals, such as not 
hearing from someone in response to a message or query, or receiving a shorter 
or different response than expected. By seeing their teammates outside of the 
‘professional environment’ and interacting with them at a more social level, 
increased understanding develops amongst team members, and the social cues 
available for contextualizing other observable behavior become richer.   

   3.    Check-ins 
 Research on effective online team leadership has noted that ‘check-ins’ at the 
beginning of a virtual meeting leads to more successful online teams (Malhotra 
et al.  2007 ; Purvanova and Bono  2009 ). There are different types of check-ins 
that can facilitate teamwork. One of them is a round robin check-in where team 
members share either good news or ongoing progress at the beginning of a 
 meeting. This check-in allows team members to connect and get on the same 
page before conducting a meeting or a task, and provides another source of 
 contextual information for group members to use in interpreting otherwise 
ambiguous signals. Online collectives have the option of doing such check-ins 
synchronously or asynchronously; either approach can allow participants an 
opportunity to share good news and/or updates, information that otherwise may 
not be surfaced but may help the group.      

    Tools Enabling Equality in Participation 

     1.    Multi-channel Chat 
 A major impediment to creativity and divergent thought in groups is what is 
known as “production blocking” or the decline in the number and originality of 
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ideas produced in interacting groups compared to the same number of individu-
als working alone (Thompson  2003 ). Production blocking stems from two dif-
ferent sources: fi rst, as a result of the bottleneck that occurs in group conversation 
when people are hindered in sharing their ideas due to limitations on “air time” 
when only one person can speak at a time; and, second, when each group mem-
bers’ ideas are infl uenced or inhibited as a result of hearing others’ ideas. 
A multi-channel chat room set up to facilitate private, public chats between 
members can allow equality in contributions to a collective product as well as 
avoid production blocking, as members can generate ideas independently in an 
initial step and then share them subsequently. Such a tool can facilitate the Delphi 
technique, a variant of the nominal group technique (Delbecq  1974 ), an approach 
in which individual ideas or inputs are developed independently and then pooled 
to create a fi nal product. The Delphi technique requires a facilitator or a leader 
trusted by the team to aggregate responses from each member individually, 
ensuring equal input and avoiding production blocking. Online, a multi-channel 
chat allows the facilitator to privately chat with and gain input from each mem-
ber. The private one-to-one chat can then be aggregated and shared in the public 
room, consistent with the recommendations of the Delphi technique, thus help-
ing to foster equality of member inputs to collective products. 

 A multi-channel chat room set up to facilitate different tasks (each ‘chat 
room’ is a ‘task’) allows members to work collaboratively or asynchronously as 
best suits the work at hand. By allowing members to divide the tasks amongst 
themselves and create subgroups focused on different areas of work, collectives 
can avoid the bottlenecks described above and integrate a broader array of inputs 
into the work of the collective.   

   2.    Shared Online Documents and Social Media 
 Shared online documents serve to create organizational memory as well as ensure 
equality of contributions to shared products. Like multi-channel chat, shared 
online documents enable members to be working simultaneously and to capture 
ideas and inputs as they occur, rather than having to wait for a turn to speak or to 
work on a more traditional document sequentially. 

 As described above, the use of social networking media, such as facebook, 
google+ and twitter, in online collectives allows the members to ‘see’ other members 
and assist in developing social perceptiveness in the team. Members are able to 
express themselves, their thoughts, feelings as well as feedback. However, such sites 
can also serve as an online resource to create organizational memory. For example, 
using a facebook page where ideas can be documented in full view in addition to 
feedback to those ideas would prevent ideas being repeated and/or forgetting ideas 
all together. This eliminates waste, repetition and encourages new ideas to surface. 
Members have greater opportunity to  contribute to and build those ideas, without 
being hampered or blocked while waiting for others to express themselves.   

   3.    Electronic Voting Systems 
 In conventional face-to-face teams, sometimes facilitators are used who are able 
to keep teams on track and help make resolutions by aggregating feedback from 
each individual. Online, one such tool that could be used for electronic facilita-
tion is an electronic voting system. An electronic voting system allows each team 
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member to provide feedback and determine outcomes based on the feedback of 
the majority of team members. This raises the probability that the ‘best answer’ 
can percolate to the top (Hertel et al.  2005 ). Electronic voting systems can also 
ensure equal participation amongst team members, and enable members to share 
views anonymously if they prefer to do so. This ensures no one particular team 
member can dominate or make decisions for the whole team.   

   4.    Real-Time Feedback System 
 Equality in conversational turn-taking can occur organically when smart teams 
engage all the team members or it can be facilitated using different tools. A tool 
to bring about awareness amongst the team members on their participation levels 
is the use of real-time feedback systems. These systems keep track of contribu-
tions, inputs, and level of communication from each member and display them 
in full view. As such, if any one particular team member begins to dominate the 
conversation, it becomes apparent in real-time. Conversely, if any team member 
is not contributing enough, that too can be fl agged. While assisting equality in 
participation, this tool also prevents social loafi ng, or the tendency of individuals 
to put forth less effort when working in groups, another major threat to group 
creativity and productivity (Karau and Williams  1993 ).     

 Furthermore, a real-time feedback system allows members to gauge each other’s 
status and thus to assist in the development of social perceptiveness as well. Members 
with higher social perceptiveness can focus on the members on either extreme in 
terms of participation and help balance the team member’s contributions. 

 Another type of real-time feedback tool is an electronic chart that displays ranks of 
users by quantity of contributions. This is similar to the real-time feedback systems 
discussed above, but at the team level instead of individual level. This allows teams to 
see how they rank, in terms of their accomplishments, against other teams. Hence, 
teams have benchmarks to surpass or meet. This prevents underperformance and raises 
motivation, enabling teams to be more creative and productive (Paulus et al.  2013 ).  

    Conclusion 

 Collaboration with others via computer-mediation is becoming an everyday reality 
for more and more of us, and offers the possibility of increasing collective intelli-
gence beyond what is possible for traditional face-to-face teams. Initial research on 
the performance of online teams was mixed, but more recent research on collective 
intelligence suggests that the work of such groups is fostered by the same qualities 
that foster the work of traditional face-to-face teams—namely, social perceptive-
ness and equality of participation. These group attributes enhance the quality of 
both convergent and divergent thought, and can be facilitated by a range of estab-
lished as well as newer tools in online settings. 

 Convergent thought is critical to generating consensus and enhancing decision 
making, and is most directly fostered by social perceptiveness. Social perceptive-
ness can, in turn, be enhanced through tools that amplify what might otherwise be 
subtle signals, and provide group members more contextual information about 
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others. The ability to signal status, to communicate about mood and other events 
that might impact members’ contributions to the group can help remote members 
sense what might otherwise be subtle cues, and adjust to these external infl uences. 
Beyond these explicit signals, integrating automatic or implicit signals to highlight 
areas of greater uncertainty or disagreement (such as text that is repeatedly revised, 
or data that has not yet been reviewed) is an example of how human-computer envi-
ronments can be designed to further enhance collaborative work. 

 Divergent thought is essential to creativity and innovation, and requires the 
opposite conditions to those necessary for convergent thought to fl ourish in a group. 
Divergence is enhanced through periods of relatively isolated brainstorming and 
idea generation. It is directly fostered by the same tools that also enhance greater 
equality of participation among group members. Many readily available online 
tools serve to enhance this area of team collaboration, as online environments are 
well-designed for asynchronous work. Newer tools, such as real-time feedback 
about relative member contributions to group collaboration and collective products, 
can help groups preserve equality of contributions and divergent thought when col-
laborating in real time. 

 Newer areas of research in this area are inspired in part by work on stigmergy; 
that is, the ways cooperative animals coordinate by leaving and sensing signs in a 
shared environment. We know that humans sense all kinds of subtle, nonverbal cues 
from one another when collaborating, and that the ability to sense these cues also 
translates to online environments to facilitate collective intelligence in online 
groups. It is exciting to contemplate the ways in which computer- based tools and 
interaction platforms can compensate for the defi cits that human teams frequently 
experience in sensing and interpreting such signals, to raise the level of collective 
intelligence even beyond what is normally observed in high performing, face-to-
face groups. 

 The challenge for those of us who want to encourage the success of human- 
computer collectives is to understand how these tools can be honed to better facili-
tate the fundamental processes for collective intelligence. Doing so can enable an 
even broader level of participation, a trend that stands to benefi t us all.     
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           Introduction 

 The rapid expansions of computer-mediated communication (CMC) and 
information- communication technologies (ICTs) have encouraged the use of geo-
graphically distributed work-teams and other distance collaborations among human 
participants (Gressgard  2011 ). These technology-mediated collaborations may be 
short-term or long-term, and may vary in the extent to which synchronous work is 
required. For example, an investment company might develop a long-term depart-
ment of fi nancial advisors who rely primarily on technology to communicate with 
each other and complete work activities with clients. As a contrasting example, an 
emergency project team might be established and meet only once in a web-based 
conference to quickly solve a problem. 

 Paralleling the emergence of technology-mediated collaborations, social, com-
munication, and information science researchers continue to investigate how effec-
tively human computation tools can facilitate participation in these activities. 
However, conclusions from technology-mediated collaboration studies show very 
little consistency regarding the variables and processes that are important to suc-
cessful collaborations. As noted by Woolley and Hashmi ( 2013 , this volume), the 
mixed conclusions could be driven by overlooked differences in the types of tasks 
involved and/or the technology available to complete those tasks. 

 Adding to their analysis, we take the broader stance that part of the confusion in 
the literature may be driven by the fact that the technology-mediated aspect of col-
laboration in human computation systems is often overlooked or underemphasized. 
Human computation comprises information-processing strategies that are required 
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of all participants who are involved in a collaboration. Importantly, those informa-
tion-processing strategies likely differ in face-to-face collaborations relative to tech-
nology-mediated collaborations and, thus, might yield different social processes 
and task completion strategies within those collaborations. 

 We begin with a brief examination of the variability in the defi nitions and mea-
sures of social process variables in the current literature on collaborations. Using 
the roles of trust and leadership as key examples, we consider the differences in 
research priorities across disciplines as a potential source of inconsistent conclu-
sions. Important factors that contribute to the effectiveness of technology-mediated 
collaborations might be omitted from continued research that is limited to the per-
spective of one discipline. Finally, we recommend that researchers and practitioners 
take a step back and build new interdisciplinary theoretical models specifi cally 
designed for technology-mediated communication and collaboration with a focus 
on human computation, rather than expecting theoretical models informed only by 
their home disciplines to translate directly to technology-mediated collaboration.  

    Technology-Mediated Collaboration: An Interdisciplinary Topic 

 Currently, social, communication, and information scientists seem to agree that 
leadership roles and social processes are important to consider when studying and 
implementing technology-mediated collaborations. A content analysis of the litera-
ture across disciplines found that leadership and trust were the two most cited con-
cepts in empirical and non-empirical work on virtual teams and organizations 
(Cogburn et al.  2011 ). 

 The next logical step seems to be considering the roles of leadership, trust, and 
other previously cited variables in the confi dence in and effectiveness of technology- 
mediated collaborations. In order to establish conclusions about those relationships, 
empirical evidence must exist, be replicated across several studies, and demonstrate 
consensus regarding conclusions. As noted by the authors in their own work as well 
as authors of several attempted meta-analyses (Baltes et al.  2002 ; Ortiz de Guinea 
et al.  2005 ), a disproportionately low number of existing works on technology- 
mediated collaboration are empirical. From the 1,186 works included in their con-
tent analysis, Cogburn et al. ( 2011 ) identifi ed only 183 that were empirical (88 % 
quantitative; 12 % qualitative). The three top contributors of the published empirical 
research were the social (40 %), information (23 %), and management (12 %) sci-
ences. Perhaps even more concerning is the large amount of variability in the rela-
tionships among variables, and their qualifying conditions, among the empirical 
studies that do exist. Various factors qualifi ed differences between virtual and face-
to- face interactions in both meta-analyses, such as the collaborating partners’ ano-
nymity and the level (group or individual) at which the effects occurred. Notably, 
both meta-analyses also found inconsistencies in defi ning and measuring concepts 
across disciplines. To demonstrate those inconsistencies within and across disci-
plines, we focus on the two most cited concepts in the literature: leadership and trust. 
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    Technology-Mediated Leadership 

 The leadership concept usually refers to an individual (or group) charged with sup-
porting, motivating, and encouraging work-related outcomes. Typically, social sci-
entists classify leaders by style (e.g., transactional, transformational, or authentic; 
Avolio et al.  2009 ). Additionally, leaders might be task, relationship, or change- 
oriented (Yukl et al.  2002 ). By either classifi cation, the focus of leadership tradition-
ally has been on the proximal task and the individuals completing it. 

 Some research might suggest that technology-mediated leadership is similar to 
traditional, face-to-face leadership. For instance, the consensus seems to be that 
both face-to-face and technology-mediated leadership involves facilitating effective 
team functioning, managing the socio-emotional environment, ensuring resource 
availability, instilling a sense of team identity, and directing personnel (Avolio et al. 
 2009 ; Bell and Kozlowski  2007 ; Hoch and Kozlowski  2012 ; Zaccaro and Bader 
 2002 ). Each of those functions is essential to successful team performance. Leaders 
neglecting to fulfi ll any of the functions likely inhibit progress towards achieving 
the team objective. However, the manner in which technology-mediated leaders 
address those functions likely differs substantially from face-to-face teams. 

 As such, it seems that leadership within a technology-mediated collaboration 
might present unique roles and responsibilities. Often these leaders must transform 
a collection of geographically distributed individuals into a coherent, cohesive, and 
integrated work-team (Bell and Kozlowski  2007 ). Additionally, leaders are respon-
sible for facilitating transitions within the technology-mediated environment when-
ever adding, removing, or reassigning team members. Consequently, Malhotra et al. 
( 2007 ) suggested that technology-mediated leaders might need to prioritize the 
work environment and focus on creating an atmosphere conducive to technology- 
mediated interactions. Confi rming this, technical researchers have observed that 
ICT malfunctions, differences in available hardware or technology-mediated team 
members’ abilities, and mismatches between software and/or hardware components 
often challenge the effectiveness of technology-mediated leaders (Bjorn and 
Ngwenyama  2010 ). The technology-mediated leader must consider and perhaps 
prioritize the technological environment and how it affects human computation 
among team members to be effective. 

 Moreover, research has shown that transplanting leadership models from tradi-
tional face-to-face interactions directly into technology-mediated collaborations 
might not work well. Hoch and Kozlowski ( 2012 ) reported worse performance by 
technology-mediated teams under hierarchical leadership compared to those under 
distributed leadership. The traditional hierarchical leadership structure of one dis-
tinct leader with many subordinates might be ineffective in technology-mediated 
collaborations. Recent work demonstrates that technology-mediated teams actually 
show a fl at, transitory leadership structure with leader roles distributed among team 
members compared to face-to-face collaborations (Hoch and Kozlowski  2012 ; 
Muethel et al.  2012 ). 

 Taken together, the existing research suggests that technology-mediated leader-
ship has some qualitative differences from traditional face-to-face leadership 
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defi nitions. Technology-mediated collaborations may be more effective when lead-
ership closely monitors the technological environment and allows for fl at, multi-
leader structures. Research and practices excluding the oversight of technological 
environments and fl exible leadership structures from their conceptual defi nition of 
leadership likely will show fi ndings incongruent with results based upon defi nitions 
prioritizing the technological environment and allowing for fl exible leadership 
roles. As elaborated subsequently, differences in leadership defi nitions may be due 
to different priorities and theories across disciplines.  

    Technology-Mediated Trust 

 The defi nition and function of trust is agreed upon even less in the technology- 
mediated collaboration literature. Many conceptual defi nitions have been imported 
from social and management research on face-to-face collaborations. Likewise, past 
technology-mediated collaboration research seems to have assumed that traditional 
variables, such as trust, would be defi ned similarly and play a similar role as observed 
in face-to-face interactions. Accordingly, past research has reported that increased 
trust between technology-mediated team members positively affects team perfor-
mance (Brahm and Kunze  2012 ; Chang et al.  2011 ; Sarker et al.  2011 ) and is likely 
the central element binding virtual team members together (Altschuller and Benbunan-
Fich  2010 ; Clark et al.  2010 ; Sarker et al.  2003 ). Moreover, practitioners seem to 
accept the notion that trust building among technology-mediated team members is an 
important function of an effective technology-mediated leader (Malhotra et al.  2007 ). 

 However, little agreement exists on the precise defi nition of trust within 
technology- mediated collaborations. In fact, defi nitions vary greatly demonstrating 
different focal aspects. For example, Sarker et al. ( 2003 ) relied on existing defi ni-
tions and briefl y defi ned trust in technology-mediated environments as “the degree 
of reliance individuals have on their remotely located team-members taken collec-
tively” (p. 37). Yet, Clark et al. ( 2010 ) asserted that trust operates on three levels: 
ability, benevolence, and integrity. Specifi cally they conceptualized trust as a con-
tinuum comprised of those three dimensions. Others have conceptualized trust as a 
belief in others’ intentions and behaviors, an acceptance of dependence on another, 
feelings of security, a shared history, or as resulting from reliable and competent 
performance (Brahm and Kunze  2012 ; Casey  2010 ; Clark et al.  2010 ; Clases et al. 
 2003 ; Greenberg et al.  2007 ). These defi nitions defi ne trust by affective, cognitive, 
or interpersonal states. One strong theme among those conceptualizations is that 
trust represents some form of interpersonal bond among collaborators. 

 Some research has suggested that such a bond requires time to develop in 
technology- mediated environments. Researchers suggest that trust is initially low 
but evolves over time in technology-mediated collaborations. Such teams may reach 
similar trust levels as face-to-face teams; however, this process typically occurs 
much more slowly for technology-mediated collaborations (Crossman and Lee-
Kelley  2004 ; Altschuller and Benbunan-Fich  2010 ; Walther  1996 ). Given enough 
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time, trust levels in technology- mediated teams might even rise above those of 
 traditional teams (Walther  1996 ). 

 The course and importance of trust building in a collaboration, however, depends 
greatly on the conceptual defi nition of trust. Unlike many defi nitions used by social 
scientists, Jarvenpaa et al. ( 1998 ) defi nition of trust places less emphasis on tempo-
ral investment in intimacy. Instead, they use the term  swift trust . Swift trust occurs 
when collaborators who are unfamiliar with each other assume that trust is present 
from the very beginning of the collaboration. Technology-mediated teams can thus 
build trust through early and frequent social interactions (Jarvenpaa and Leidner 
 1999 ). When defi ned in that way, trust has been shown to improve collaboration 
effectiveness (Jarvenpaa et al.  1998 ). However, this version of trust might refl ect 
collaborators’ enthusiasm and commitment to complete the proximal task rather 
than providing an index of any degree of intimacy. Furthermore, swift trust usually 
is applied to ad hoc teams gathered to maximize human capital in order to achieve 
a short-term objective (Robert et al.  2009 ). As such, swift trust might be less appli-
cable to more long-term technology-mediated collaborations. 

 Adding to the inconsistencies, some research has suggested that trust might not 
play as large a role in technology-mediated work and collaboration as compared to 
its importance in face-to-face interactions (Ortiz de Guinea et al.  2005 ). Gonzalez 
et al. ( 2003 ) found that only task-based perceptions of collaborators affected perfor-
mance quality, whereas social relationship perceptions did not. Therefore, if con-
cepts such as trust are examined using a general social defi nition, trust would appear 
to be unimportant to technology-mediated collaboration. If defi ned as task-specifi c, 
trust would be considered very important. This highlights the critical problem of 
using the same term (trust) to represent conceptually different social processes.   

    Uniting Disciplines to Identify Unique Social Processes 

 As technology-mediated collaborations are interesting to many disciplines of 
research and practice, it is not surprising that multiple areas of study have consid-
ered the topic. Research and other literature on technology-mediated collaborations 
have appeared in psychology, management, communications, computer science, 
engineering, education, and information science. We suggest that one primary rea-
son for inconsistencies in the understanding of technology-mediated collaborations 
is that researchers and practitioners continue to rely on discipline-specifi c theoreti-
cal models rather than considering the possibility that technology-mediated collab-
orations are qualitatively distinct from those models’ original purposes. Relying on 
past models can be problematic for at least two reasons: (1) variables in the original 
models might have different meanings within technology-mediated collaborations, 
and (2) research driven by past models might miss important factors that are 
uniquely relevant to technology-mediated collaborations. 

 For example, computer and information science researchers predominantly focus 
on infrastructure and the usability of technological tools as applied to social 
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interactions. Social science and management researchers tend to focus on social 
interactions that occur within technology-mediated environments. At fi rst, the dif-
ference seems very subtle. Each discipline seems to assume one part of the equation 
is constant while examining their variables of interest. For example, information 
scientists might assume that theories about communication effectiveness such as 
Media Richness Theory (Daft et al.  1987 ) could simply be translated to social col-
laborations that rely on technology media. Similarly, management researchers 
might assume that theories of and research on traditional social dynamics would 
apply to technology-mediated collaborations simply because these situations 
involve some form of social dynamics. 

 Admittedly, any discipline relying on past theoretical models benefi ts from a 
theory-driven starting point for empirical examination. However, different theories 
from different disciplines highlight different priorities. This reality creates a few 
challenges to the understanding of an interdisciplinary topic such as technology- 
mediated collaboration. 

 First of all, researchers relying on past, discipline-specifi c theoretical models to 
inform research hypotheses run a high risk of excluding important variables already 
confi rmed by other disciplines. For example, social science research on technology- 
mediated interactions rarely incorporates precisely defi ned variables refl ecting the 
adoption or adaptation of technology tools. Yet,  technology adaptation  is a formally 
defi ned and well-studied variable in the information science literature. It refers to 
the work-team processes involved in changing the way one or more CMC/ICTs are 
engaged to facilitate task completion (DeSanctis and Poole  1994 ; Thomas and 
Bostrom  2010 ). Furthermore, effective technology adaptation has been shown to 
predict successful team interactions (Marjchrzak et al.  2000 ; Malhotra et al.  2001 ). 
On the other hand, the importance of social variables such as norms and norm viola-
tions seem to be exclusive to the social and communication sciences. For example, 
 chronemics —the timing of electronic messages—has been shown to have important 
implications for technology-mediated communications (Walther  2002 ). Violating 
the normative chronemics during a technology-mediated collaboration can lead to 
negative interpersonal consequences in work teams. 

 Secondly, enough inconsistency appears in the current technology-mediated col-
laboration literature for researchers to wonder whether their theoretical models, 
developed for one situation (e.g., human-computer interaction), are applicable to 
other forms of technology-mediated collaborations. For example, the inconsisten-
cies in the social science literature should invite social scientists to consider whether 
technology-mediated collaboration is qualitatively different from the traditional 
face-to-face collaborations that provide the basis for current theoretical models. In 
this new technology-mediated environment, familiar factors such as leadership and 
trust seem to infl uence team members’ behaviors differently than in face-to-face 
environments. Therefore, a discipline-specifi c focus might leave important vari-
ables undiscovered. Accounting for such variables likely will provide a more com-
plete understanding of the processes inherent to virtual communications and 
collaborations.  
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    Recommendations for Bridging Disciplines 

 In consideration of the evidence and logic above, we recommend that researchers 
and practitioners step back and explore the possibility that unique information and 
social processes might occur in technology-mediated collaborations. Traditional 
collaboration theories or theories about technology and human-computer interac-
tion might not fully account for such processes. Even the information processing 
strategies among individuals during collaborations might differ between face-to- 
face and technology-mediated environments and among the types of technologies 
used to facilitate collaborations. Research could take a more inductive approach to 
identify these qualitative differences and highlight potentially new and more impor-
tant variables than what past theoretical models imply. 

 Rather than starting from scratch, however, we recommend that researchers 
across disciplines begin by consolidating their work and engaging in a systematic 
search to identify points of disagreement. Rather than focusing only on conclusions 
in the literature, we strongly recommend that researchers carefully examine the 
defi nitions and operationalizations of social process and outcome variables. 
Examining factors and processes across disciplines, resolving confl icts, and arriving 
at agreement concerning how those factors and processes are defi ned should pro-
vide not only a better understanding of those processes, but also a more effi cient 
avenue for future research.  

    Conclusion 

 Technology-mediated collaborations tend to be cost-effective and allow for a diverse 
representation of perspectives and demographics as they defy geographic boundar-
ies and barriers. These positive qualities suggest that technology-mediated collabo-
rations are not simply a passing trend. However, there has been little empirical 
testing conducted to date. Moreover, the limited empirical work that does exist suf-
fers from inconsistencies in the conceptual defi nitions of key processes and their 
measurement. We fully support continued, rigorous, and theory-driven empirical 
study of technology-mediated collaborations. Yet, we wish to encourage research-
ers and practitioners to be sensitive to the possibility that: (1) the conceptual mean-
ing of variables studied in their home discipline might not match the defi nitions 
used in another domain, and (2) other disciplines may have identifi ed critically 
important factors involved in technology-mediated collaboration that traditional 
theories in the home discipline do not highlight. 

 We also hope to inspire researchers and practitioners to remain open to induc-
tively identifying novel concepts and theories unique to technology-mediated col-
laborations. Merely applying past theoretical models designed for other activities 
might exclude some unique and perhaps critical variables that would guide a better 
understanding of how to facilitate effective technology-mediated collaborations. 
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For instance, the uniqueness of technology-mediated collaborations within human 
computation systems seems to be underemphasized in the existing empirical litera-
ture. The information processing strategies of participants in a technology-mediated 
collaboration likely differ from those used in a face-to-face collaboration. It is pos-
sible that machine-based contributions of human computation systems provide 
technology-mediated collaborations with some fl exibility to adapt to the technology- 
mediated environment and establish workfl ows that would not occur in traditional 
face-to-face environments. An empirical focus on human computation seems to be 
a fruitful avenue of continued research on technology-mediated collaborations. 
Based on the diverse representation of disciplines in this edited volume, a focus on 
human computation also may serve as a theme that unites the various interested 
disciplines.     
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           Introduction 

 The Web is increasingly centered around contributions by its users:    human compu-
tation is growing increasingly common as a means for accomplishing a wide range 
of tasks, ranging from labeling and categorization of images and other content (with 
workers recruited on paid crowdsourcing platforms like Amazon Mechanical Turk, 
or in systems based on unpaid contribution such as Games with a Purpose or Citizen 
Science projects like GalaxyZoo), to answering questions on online Q&A forums 
(such as Y! Answers, Quora, or StackOverfl ow, to name a few), all the way to peer- 
grading homework assignments in online education. But while some human compu-
tation systems consistently attract high-quality contributions, other seemingly 
similar ones suffer from junk or low-quality contributions, and yet others fail due to 
too little participation. How can we design  incentives  in these systems to elicit desir-
able behavior from potential participants? 

 There are two components to the problem of incentive design for human com-
putation: (i) Identifying the costs and benefi ts of potential contributors to the system 
(the components that help formulate a  model  of agent behavior), and (ii) deciding how 
to assign rewards, or benefi ts, as a function of contribution (analysis and design). 

 The fi rst question of identifying costs and benefi ts relates closely to the question of 
 why  do people contribute—that is, what constitutes a benefi t or a  reward ? The answer 
to this question, of course, varies depending on the particular system in question. While 
some systems (such as those based on the Amazon Mechanical Turk platform), offer 
fi nancial incentives for participation, a vast majority of human computation is driven 
by social-psychological rewards from participation; such rewards include, for example, 
both intrinsic motivators like fun, interest, or the satisfaction of benefi ting a cause, 1  

1   Such as furthering science in a Citizen Science project 
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as well as extrinsic social rewards such as attention, reputation or status. There is now 
a growing literature in social psychology addressing what motivates, or constitutes a 
reward for, users in such systems. 2  

 But even after answering the question of why people contribute, there is a second 
question, which relates to how rewards are  allocated . Given that users value rewards 
(by defi nition, and irrespective of their specifi c nature—fi nancial or social- 
psychological), and incur costs (of time and effort) associated with different actions in 
the system, how rewards are assigned will infl uence what actions users take. That is, 
when a system depends on self-interested agents with their own benefi ts 3  and costs to 
participation, the quality and quantity of contributions will depend on the incentives 
created by the reward allocation scheme being used by the system. Given the under-
standing from the social psychology literature on what constitutes a reward, how 
should the  allocation  of these rewards be designed to incentivize desirable outcomes? 

 The following example illustrates the point. Consider a system with a leader-
board for top contributors (say the users who have classifi ed the most images in a 
Citizen Science project like GalaxyZoo, or earned the most points in a GWAP such 
as the ESP game); such leaderboards appear to be strong motivators for users. While 
there are a number of questions related to leaderboard design, consider a very basic, 
simplifi ed, question—should the system display only the top contributor, or, say, the 
top 5 contributors? On the one hand, if only one top-contributor ‘prize’ is given out, 
it is conceivable that users will try harder to win that solitary prize, leading to higher 
effort than when there are fi ve prizes, since the presence of a greater number of 
prizes could mean one need not do as much to win. On the other hand, one could 
also argue that users will be more likely to put in effort when they know there are 
fi ve prizes to be had, since they have a greater chance of winning something, so that 
their efforts are less likely to ‘go to waste’, in the second case where there are more 
prizes. Which of these is actually the correct prediction of behavior, when all par-
ticipants are facing the same question of how much effort to put in? Now suppose 
these prizes are not positions on a leaderboard, but rather monetary rewards that all 
come out of a fi xed prize budget (for example, as in a crowdsourcing contest)—in 
this case, should the entire budget be spent on one large prize or fi ve smaller prizes? 
Again, informal arguments could be made in favor of either solution; a formal 
game-theoretic analysis is necessary to understand how rewards should be struc-
tured to optimally incentivize effort from contributors. 4  

 A formal game-theoretic approach to incentive design, very broadly, proceeds by 
constructing an appropriate model where users (agents) make choices over actions, 
which are typically associated with costs (note that the term cost does not only refer 

2   The motivations of contributors in human computation are, naturally, closely related to those for 
user-generated content; some of the literature on which is discussed in Jian and 
MacKie-Mason ( 2012 ). 
3   (Arising from a range of motivations including possibly other-regarding, or ‘altruistic’, 
preferences) 
4   This particular problem is addressed in a model stylized for online crowdsourcing (contests, as 
well as crowdsourced content as in Q&A forums), in Ghosh and McAfee ( 2012 ). 
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to fi nancial costs such as an entry fee, but is also used to refer to non-monetary 
quantities such as the cost to time or effort). Action choices in human computation 
systems can consist, for example, of the following: (i) In most 5  systems, participa-
tion is a voluntary action choice (with an associated cost, e.g., of the time required 
to create an account or to log in to the system to participate), and mechanisms must 
be designed to induce adequate participation when entry is an endogenous, strate-
gic, choice. (ii) In many systems, agents can make a choice about how much  effort  
to expend on any given task, potentially infl uencing the quality of their output and 
therefore its value to the system—mechanisms must be designed so as to induce 
agents to expend a high level of effort (which is more ‘costly’ than lower effort). 
(iii) Finally, in some systems, agents may hold information that they can potentially 
strategically misreport to their benefi t, such as in voting or rating—this leads to the 
problem of designing mechanisms that induce agents to truthfully reveal this infor-
mation. (Naturally, any real system might contain a combination of these choices, 
as well as others unique to its function—an example of this latter kind is the choice 
of the order in which to output descriptive words for images in the ESP game; see 
section “GWAPs”). 

 A given design for a human computation system corresponds to, or induces, 
some rules that specify the allocation of rewards or benefi ts given each set of pos-
sible actions by agents. Note that in general, an agent’s reward can depend not only 
on her output, but also the outputs (determined by the action choices) of other 
agents. Given a particular system design and the corresponding rules it induces, 
strategic agents will choose actions that maximize their utility (difference between 
benefi t and cost) from the system. Agents’ choices of actions lead to outputs, which 
in turn define the benefit, or reward, that each agent receives from the system. 
A vector of action choices by agents, roughly speaking, constitutes an equilibrium 
if no agent can improve her payoff by choosing a different action. 6  

 There are two aspects to a game-theoretic, or more generally, economic, approach 
to incentives: analysis, and design. Analyzing equilibrium behavior under the 
reward allocation rules of a  given  system leads to a prediction about the behavior of 
agents, and therefore what kind of outcomes one might expect from that system. 
Choosing (or altering) the rules according to which rewards are allocated to induce 
agent behavior that achieves some particular outcome, or family of outcomes, con-
stitutes  design . While a game-theoretic approach to the analysis and design of any 
system with strategic agents has the general structure described above, each setting 
or system comes with its own unique features, depending on the choices of available 
actions, the nature of the available rewards and differing constraints on how they 
can be allocated, and  observability  of agents’ outputs. In the remainder of this chap-
ter, we will illustrate applications of the game-theoretic approach outlined above to 
some specifi c human computation domains in section “Game-Theoretic Models for 
Human Computation Systems”, and then discuss how the same kind of approach 

5   Albeit not all systems; peer-grading in online education being a prominent example 
6   A number of different  equilibrium  concepts exist to predict how strategic agents will behave 
under a given mechanism; see, for instance, Nisan et al. ( 2007 ). 
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can be applied to reward design in the context of gamifi cation, and rewarding 
contributors for their overall site participation in section “Incentivizing Consistent 
Effort: Gamification and Game Theory”. We conclude with a discussion of 
challenges and directions for further work in section “Challenges and Further 
Directions”.  

    Game-Theoretic Models for Human Computation Systems 

 In this section, we will look at three instances of game-theoretic analysis and design 
for human computation systems to illustrate the game-theoretic approach outlined 
in the previous section. Of course, these are not the only examples of game-theoretic 
analysis in the context of human computation; we briefl y mention two other domains 
of interest. 

 The DARPA red balloon challenge 7  was a highly publicized instance of human 
computation—in the sense of a distributed network of human sensors—that required 
incentivizing the rapid mobilization of a large number of participants on a social 
network. The challenge, run in December 2009, consisted of locating ten 8-foot 
high red balloons that had been moored at ten unknown locations throughout the 
US; the fi rst team to correctly identify the locations of all ten balloons would receive 
a cash prize of $40,000. For a team to win the challenge, it was necessary not only 
to recruit members who would look for and report sightings of the balloons them-
selves, but also to incentivize recruits to further recruit team members, since increas-
ing the number of searchers increased a team’s chance of quickly locating the 
balloons. That is, in addition to the problem of incentivizing participation, a team 
also had to incentivize incentivizing further participation. The recursive incentive 
scheme used by the winning MIT team to split the prize money amongst its partici-
pants is described and analyzed in Pickard et al. ( 2011 ), and highlights some of the 
issues that arise in the context of incentives in human computation tasks on social 
networks where performance, albeit not available reward, scales with the number of 
participants. 

 Another interesting family of problems related to incentives in human computa-
tion (broadly defi ned) occurs in online knowledge sharing or question-answer 
forums, such as Y! Answers, StackOverfl ow, or Quora, where questions posed by 
users are answered by other users of the site. There is a growing literature address-
ing a range of questions related to incentives and strategic behavior on such online 
Q&A forums in a game-theoretic framework, including what reward structures 
elicit quicker answers from users (Jain et al.  2012 ), how to allocate attention 
rewards 8  amongst contributors (Ghosh and McAfee  2012 ), as well as regarding the 
implementability of outcomes (i.e., the number and qualities of answers received) 

7   http://archive.darpa.mil/networkchallenge/ 
8   (By choosing which answers to display, and how often or prominently to display them) 
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by the ‘best-answer’ style mechanisms used by Q&A forums such as Y! Answers 
(Ghosh and Hummel  2012 ). 

 We now proceed with an analysis of incentives and strategic behavior in 
three human computation settings—we discuss Games with a Purpose in sec-
tion “GWAPs”, designing mechanisms for crowdsourced judgement aggregation in 
section “Crowdsourced Judgement Elicitation”, and voting in the context of human 
computation in section “Aggregating Quality Estimates: Voting”. 

    GWAPs 

 Games with a Purpose (GWAPs) (Ahn and Dabbish  2008 ) are an outstanding family 
of examples of successful human computation systems. GWAPs are games designed 
so that people who are ostensibly simply playing the game also simultaneously 
produce useful input to a computation or task which cannot be performed by com-
puters alone. For example, the game Verbosity 9  matches two players, who both 
‘win’ if the fi rst player correctly guesses the word being described by the second 
player (who, of course, is forbidden from directly using the word). This gives the 
second player the incentive to produce good descriptions to successfully communi-
cate the word, thereby generating word descriptions in the process. Another game 
TagATune 10  pairs two players, both of whom receive a sound clip and generate 
descriptions for their clips to decide whether they have the same clip or not—since 
players ‘win’ when they correctly determine whether or not they have the same clip, 
this creates incentives for both players to generate descriptive labels for their clips, 
leading to a useful set of labels for sound clips in the system. 

 The fi rst and perhaps best known GWAP is the ESP game, 11  which cloaks the 
task of labeling images under the guise of a game. In the ESP game, two randomly 
paired players are given an image; both players are asked to generate single-word 
descriptions for that image. Players gain points when they agree with their partner 
on a descriptive word, or label, for the image (neither player can see her partner’s 
choices until the two players have entered a common label). Since players do not know 
who their partner is because they are randomly paired by the game, they cannot 
coordinate on descriptions, and so the easiest way to agree on the output (i.e., a label 
for the image) is to base it on the input (i.e., the image itself). Thus the game design 
aligns the incentives of the players, who want to earn points, with that of the system, 
which is to generate descriptive labels for images. 

 But does it? The ESP game has been tremendously successful in terms of partici-
pation—it was played by over 200,000 people, collecting over 50 million tags 
(Ahn and Dabbish  2008 ) in approximately 4 years since its creation. This high 
participation makes it evident that the basic incentives were well-designed—fun 

9   http://www.gwap.com/gwap/gamesPreview/verbosity/ 
10   http://www.gwap.com/gwap/gamesPreview/tagatune/ 
11   http://www.gwap.com/gwap/gamesPreview/espgame/ 
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was clearly a valid reward, and the game clearly generated adequate ‘fun’ reward to 
compensate for the effort involved in playing the game. But what about the  quality  
of the labels generated? It has been observed, both anecdotally and in a more careful 
study by Weber et al. ( 2008 ), that the labels obtained for images in the ESP game 
tend to have a high percentage of colors, synonyms, or generic words—essen-
tially, labels that do not necessarily contribute too much information about the 
image, and are perhaps not the most useful labels that could be collected by the 
system. As we see next, a game-theoretic model and analysis of the ESP game can 
help explain how the specifi c choices made for the rules of the game encourage the 
creation of such tags, and also suggests changes to the game design which might 
address this issue. 

 Consider a simple model (Jain and Parkes  2013 ) for the ESP game. Each player 
independently chooses one of two effort levels (low or high) to exert while playing 
the game. A player who chooses low effort samples labels from the most ‘fre-
quent’, or common, set of words in the universe (such as colors, or generic com-
mon nouns), whereas a player choosing high effort samples labels from the entire 
universe of words; assume that players know the relative frequencies of each word 
they have sampled. Next, a player can choose in what  order  to output her sampled 
words (which are the labels she thinks of for the image). How do the rules of the 
ESP game affect what effort levels players choose, and the order in which they 
output words? 

 The ESP game design rewards players as follows. Each pair of players are 
matched for a set of 15 images, and try to label as many images as they can achieve 
agreement on in 2.5 min. For each image, both players enter a sequence of single- 
word descriptions and can move on to the next image as soon as they enter a com-
mon descriptive word, which then becomes the label for the image. Players receive 
points for each such successful labeling. Since players can see more images (thereby 
potentially earning more points, since points are awarded per labeled image) if they 
agree quickly on a descriptive word for each individual image, the 2.5 min time limit 
means that players would prefer to ‘match’, or agree on a label, as early as possible 
in their sequence of descriptive words for each image. Thus the design of the ESP 
game induces players to have utilities that can be described as  match-early  prefer-
ences (Jain and Parkes  2013 ), where each player obtains a higher utility from 
‘matching’ earlier rather than later with her partner. What kind of player behavior, 
and correspondingly what kind of labels, can be expected from such ‘match-early’ 
preferences induced by the ESP game design? 

  Theorem 1 (Jain and Parkes  2013 ).  

  (Informal.) With match-early preferences, choosing low effort and returning labels 
in decreasing order of frequency (i.e., from most common to least common) is a 
Bayes-Nash equilibrium in the ESP game.   

 Further, it turns out that under reasonable restrictions on strategy choices, such 
undesirable equilibria, where players coordinate on common words, are the only 
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Nash equilibria 12  in the ESP game. This result helps explain exactly  how  the design 
choices, i.e., the specifi c rules of the ESP game, might lead to the observed out-
comes of common or generic labels for images. 

 Now suppose rewards are instead designed so that the number of points received 
by a pair of players depends not just on the  number  of matches, but also on the  qual-
ity  of each match, based on the frequency of the agreed-upon label. Such a reward 
scheme, where a player’s utility depends not on  when  the match occurs (i.e., at 
which point in the sequence of words output by the player), but rather on the fre-
quency of the matched label, induces  rare-words  preferences. How does changing 
the reward structure to remove the ‘need for speed’, and so that agreeing on rare 
labels leads to higher rewards, affect equilibrium outcomes? 

  Theorem 2 (Jain and Parkes  2013 ).  

  (Informal.) With rare-words preferences, returning labels in decreasing order of 
frequency (i.e., common words fi rst) is a strictly  dominated  13   strategy. Returning 
words in  increasing  order of frequency (i.e., least common words fi rst) is an ex-post 
Nash equilibrium in the ESP game, conditional on both players choosing the same 
level of effort.   

 That is, such a change in the reward design leads players to ‘try’ the rarer words 
in their sample fi rst, leading to more useful labels than those obtained under the 
equilibrium strategy of trying more common words fi rst under match-early prefer-
ences. This change in design alone, though, is not adequate to induce effort—high 
effort sampling need not be an equilibrium strategy in the ESP game even when 
rewards are modifi ed to induce rare-words preferences. If, however, the distribution 
of words in the dictionary from which samples are drawn is Zipfi an (as is the case 
for the English language), and if the rewards are designed so that utilities addition-
ally obey a certain (multiplicative or additive) structure, high effort sampling fol-
lowed by coordination on rare words now becomes an equilibrium in the game. 

 This analysis of the ESP game demonstrates both (i) how a game-theoretic model 
and analysis can explain and pinpoint in what way a particular design choice for the 
game leads to the observed outcomes of low-information labels (arising from coor-
dination on common words), and (ii) what kind of reward redesign can lead, under 
what conditions, to high-effort coordination on rare words. In the next subsection, 
we investigate another family of human computation systems where a formal analysis 
of incentives can aid the design of reward mechanisms that induce desirable behavior 
from participants in the system.  

12   A Nash equilibrium is a set of  strategies , one for each player, such that no player can benefi t by 
deviating from her strategy given the strategy choices of other players; see, for instance, Nisan 
et al. ( 2007 ). 
13   A strategy is strictly dominated if there is another strategy that always leads to larger payoffs 
regardless of other players’ choices, i.e., for all possible strategies of other players. 
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    Crowdsourced Judgement Elicitation 

 An increasingly prevalent application of human computation is in the domain of 
using the crowd to make evaluations, or  judgements . Suppose each of a set of objects 
has one of many possible properties or belongs to one of many categories, and the 
task is to judge, or evaluate, what property the object has or which category it 
belongs to—for instance, categorizing galaxies or identifying birds (as in Citizen 
Science projects), deciding whether some text content is abusive or an image is 
pornographic, or deciding whether a homework assignment is correct or incorrect, 
or what score it should get. When the number of objects to be evaluated is too 
large for a single expert and the evaluation cannot be accurately performed by a 
computer, a human computation-based solution is to replace the expert’s opinion by 
an aggregate evaluation based on judgements from a ‘crowd’ of non-experts, typi-
cally recruited via some online platform. Crowdsourced judgement elicitation is 
now used in a wide range of applications including image classifi cation, identifying 
adult content online, rating learners’ translations on the language-learning site 
Duolingo, and most recently for peer grading in online education, where Massively 
Open Online Courses (MOOCs) with huge enrollments crowdsource the problem of 
evaluating homework assignments back to the students in the class. 

 Consider a worker, say, on Amazon Mechanical Turk who is classifying images, 
or a Duolingo user who has been asked to rate another user’s translation into his 
native language. Such a worker could potentially just arbitrarily categorize the 
object (an image, a translation, and so on) into some category—incurring no effort 
cost, or alternately, she can put in effort to properly evaluate the object.  If  the system 
could check the accuracy of the worker’s output (e.g., the correctness of her catego-
rization), and reward based on accuracy, the worker might be incentivized to put in 
effort into making judgements more accurately—but the reason for using human 
computation, of course, is that the system does not have this information in the fi rst 
place. Given that the only source of information about the ground truth—the true 
category for each object—is judgements from the crowd, how should the system 
reward agents based on the received reports? 

 This question is related, although not the same as, the growing literature on 
mechanisms for  information elicitation , also pertinent to human computation. 
Broadly, that literature addresses the question of designing mechanisms that incen-
tivize agents to  truthfully  reveal information they already happen to possess, such as 
their opinions about a product or service (as in the peer-prediction literature (Miller 
et al.  2005 )), or their beliefs about the probabilities of an event    as in prediction mar-
kets, a literature by now too vast to properly discuss here (Chap. 26, Nisan 
et al.  2007 ). The problem encountered in the crowdsourced judgement elicitation 
domain is somewhat different than the one addressed by this literature, since here 
agents (workers) do not already possess the information they are being asked to 
share—they must expend an  effort cost  to acquire that information in the fi rst place. 
Of course, having acquired the information, the reward structure additionally needs 
to induce agents to truthfully report what they observe. 
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 Given both formal studies (Ipeirotis et al.  2010 ) and anecdotal reports 14  of 
 effort- shirking by raters under ad-hoc or output-independent reward structures in 
real- world systems, there is a need for mechanisms that will incentivize agents to 
exert effort to make useful judgements on their tasks. Suppose an agent’s utility is 
the difference between the reward she receives, and the cost of the effort she puts in, 
aggregated over all the tasks she performs. A mechanism for judgement elicitation 
in such human computation settings should make it ‘most benefi cial’, if not the only 
benefi cial strategy, for agents to not just  report  their observations truthfully, but to 
also to expend effort to  make  the best observations they can in the fi rst place, rather 
than simply making arbitrary reports. Also, it is even more important here to ensure 
that the payoffs from an outcome where all agents blindly and consistently report 
the same observation (such as declaring all content to be good) are strictly smaller 
than the payoffs from truthfully reporting observations of the actual input, since 
declaring all tasks to be of some predecided type (without even observing the input) 
requires no effort and therefore incurs no cost, whereas actually putting in effort to 
make observations about the input will incur a nonzero cost. Dasgupta and 
Ghosh ( 2013 ) provide a simple model for this setting of crowdsourced judgement 
elicitation with unobservable ground truth, where an agent’s profi ciency—the prob-
ability with which she correctly evaluates the underlying ground truth (i.e., the true 
category or property of the object)—is determined by her  strategic choice  of 
how much effort to put into the task. They provide a mechanism—a set of rules 
which determines how to allocate rewards to agents— M   , for binary information 
elicitation for multiple tasks when agents have such endogenous (i.e., strategically 
determined) profi ciencies, that has the following properties. 

  Theorem 3 (Dasgupta and Ghosh  2013 ).  

  Exerting maximum effort into making judgements, followed by truthful reporting of 
observations is a Nash equilibrium in mechanism   M    . Further, this is the equilib-
rium with  maximum payoff  to all agents, even when agents have different maximum 
profi ciencies, can use mixed strategies, and can choose a different strategy for each 
of their tasks.   

 Informally, the main idea behind the mechanism  M    is to use the presence of 
 multiple  tasks and ratings to estimate a reporting statistic that identifi es and penal-
izes  blind , or low-effort, agreement—since the only source of information about the 
ground truth comes from agents’ reports, it is natural to use agreement as a proxy 
for accuracy, and reward an agent for agreement with another agent’s evaluation 
of the same task. However, rewarding only for agreement can lead to low-effort 
equilibria with high payoffs (for instance, where all agents report the same observa-
tion independent of the input and therefore always agree), which is undesirable. 
The mechanism  M    therefore does reward agents for agreeing with another ‘reference’ 
report on the same task, but also penalizes for  blind agreement  by subtracting out a 

14   Such as in Duolingo and peer-grading systems 
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statistic term, which is based on the extent of the agreement that would be ‘expected 
anyway’ given these agents’ reports over all the other tasks they rate. This statistic 
term is designed so that agents obtain nonzero rewards  only  when they put in effort 
into their observations, and so that reward is increasing in effort: this yields the 
maximum payoff property of the full effort-truthful reporting Nash equilibrium. 

 This crowdsourced judgement setting thus demonstrates another instance in 
which game-theoretic models and mechanism design provide useful input into the 
incentive-centric design of a broad family of human computation systems, where—
given the accounts of effort shirking by raters under ad-hoc or output-independent 
reward structures in real-world systems—properly incentivizing agents is key to 
obtaining worthwhile, or valuable, input from the humans in the system.  

    Aggregating Quality Estimates: Voting 

 We illustrate a third kind of incentive problem in human computation by examining 
settings where user ratings are used to compute the (absolute or relative) quality of 
online content, such as photographs on Flickr, reviews on Amazon or Yelp, shared 
articles on Reddit, and so on. Rating and ranking are natural applications for human 
computation—in all the examples we just mentioned, it is hard for a computer to 
accurately process the task at hand, which is inferring content quality or rankings 
(for example, how does Flickr know whether a photograph is appealing?), whereas 
humans can easily accomplish the task. 

 Where do incentives and game theory come in? In a number of such voting or 
rating contexts, the set of people producing ratings is not disjoint from, and often 
has high overlap with, the set of people producing the content or objects 15  to be rated 
(for example, consider a community of photographers such as on Flickr, who both 
post photos themselves, and rate other contributors’ photos). Since having a high 
relative rating for one’s own content is desirable (highly-ranked content receives 
more attention, which seems to be clearly desired by contributors), a contributor 
who is rating other contributions might have an incentive to strategize her votes so 
as to increase her relative ranking—for instance, by downvoting other highly-rated 
contenders. A natural question then is the following: Is it possible to design a 
scheme for aggregating ratings that can ‘get at’ the true qualities, or perhaps the true 
underlying ranking of objects, or identify the set of the  k -best objects, when the 
creators of the objects being rated are also the raters? 

 A simple abstract model for this problem is studied in Alon et al. ( 2011 ). Suppose, 
for simplicity, that the set of raters is exactly the same as the set of creators of the 
content; abstractly, this can be modeled by a voting scenario where the set of agents 

15   Note that these objects can also be the producers themselves, rather than only the content pro-
duced, as might be the case when constructing rankings of users based on their contributions in 
some online community. 
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who vote are identical to the set of candidates being voted on. 16  Consider a directed 
graph over this set of  n  agents, where an edge from agent  i  to agent  j  is taken to 
mean that  i  ‘upvotes’ or supports (for example, likes the content produced by) agent 
 j . 17  Suppose the system wants to fi nd the  k  most popular agents—for example, a site 
might want to prominently display the  k  most popular contributions. Each agent is 
only interested in being selected in this set of  k  ‘winners’, and so may misreport its 
opinions, or ratings, to this end. A  mechanism  in this setting is a way to aggregate 
the set of votes from the  n  agents into a set of  k  selected agents. Is it possible to 
design a mechanism which is simultaneously  strategyproof —i.e., where no agent 
can benefi t by misreporting which other agents she approves (or does not approve) 
of, i.e., her edges—as well as  approximately optimal , in the sense that the total 
number of votes on the chosen set of  k  agents is ‘close’ to (i.e., not much smaller 
than) the total votes for the  k  most popular agents? Alon et al. ( 2011 ) analyze stra-
tegic behavior in this model to fi rst show a surprising impossibility result: 

  Theorem 4 (Alon et al.  2011 ).  

  For any number of agents n ≥ 2, and any number of winners k between 1 and n − 1, 
there is no  deterministic  strategyproof k-selection mechanism with a fi nite approxi-
mation ratio.   

 However, Alon et al. ( 2011 ) constructs a  randomized  mechanism (i.e., where the 
choice of the set of  k  winners also depends on the outcome of some random coin 
tosses) which is both strategyproof, and selects a reasonable set of agents: 

  Theorem 5 (Alon et al.  2011 ).  

  For any k between 1 and n − 1, there is a  randomized  k-selection mechanism that is 
both strategyproof, and has an approximation ratio  18   no worse than 4; this mecha-
nism is approximately optimal as k diverges.   

 Together, these results, based on a formal analysis of strategic behavior in a 
simple voting model, establish the tradeoffs that the designer of a human 
computation- based rating or ranking system should expect to fi nd when dealing 
with self-interested users—while no simple (i.e., deterministic) mechanism for 
aggregating ratings can be both strategyproof and optimal for all inputs, there exists 
a more complex (randomized) mechanism that can eliminate any benefi ts from mis-
reporting while also not compromising the quality of the winner set too much, espe-
cially as the size of that set diverges.   

16   An example of such a situation, outside of the context of human computation or the Internet, is 
the election of the pope in the papal conclave. 
17   For readers familiar with the voting literature, this setting is a special case of  approval voting  
where the set of voters coincides with the set of options. 
18   That is, the set of winners obtains at least 1⁄4 as many votes as the k most popular agents 
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    Incentivizing Consistent Effort: Gamifi cation 
and Game Theory 

 In the previous section, we saw the role of formal game-theoretic analysis and 
design in three human computation contexts—specifi cally, we saw how rewards, 
or benefi ts, for particular tasks can be restructured to provide incentives to agents 
to undertake the ‘right’, i.e., system-desired, behaviors. In this section, we will 
discuss an application of game-theoretic techniques to a broader class of incen-
tives for participation: an increasing number of human computation systems are 
now accompanied by corresponding  online communities , with discussion forums, 
leaderboards, reputation scores, and various other features, all of which also pro-
vide rewards (typically of a social-psychological nature) to participants, albeit not 
for performance on a particular task. While our previous analyses looked at incen-
tives and cost-benefi t tradeoffs from a  single  action or contribution, there are also 
rewards that relate directly to the identity of a  contributor  typically based on her 
overall contribution, rather than to single actions or contributions. In this section, 
we will discuss very recent work on formal approaches to designing incentives 
that motivate  overall contribution  in human computation systems via their 
communities. 19  

 A common theme in a growing number of online communities and social media 
sites relying on user contributions is  gamifi cation —via badges, leaderboards, and 
other such forms of (competition or accomplishment based) social-psychological 
rewards. These rewards, meant to provide an incentive for participation and effort 
on a given system or site, usually refl ect various site-level accomplishments based 
on a user’s cumulative ‘performance’ over multiple contributions. Such badges or 
top-contributor lists clearly appear to motivate users, who actively pursue and com-
pete for them—for example, users on StackOverfl ow are observed to increase their 
effort levels when they get close to the contribution level required for a 
badge (Anderson et al.  2013 ), and there are entire discussion communities on the 
Web centered around how to break into Amazon’s Top Reviewer list or how to 
maintain a Top Contributor badge on Yahoo! Answers, while users who have just 
earned entry into top contributor lists often fi nd an increased number of negative 
votes from other users attempting to displace them. 

 Given that the rewards created by these virtual badges and leaderboards appear 
to be valued by users (a phenomenon that appears to be quite general, occuring 
across a range of online communities) and that participating and putting in the effort 
required to obtain them is costly, a particular way of allocating these rewards creates 
a corresponding set of incentives, or more formally, induces a  mechanism  in the 
presence of self-interested contributors. So gamifi cation also involves reasoning 
about incentives in a game-theoretic sense—given that there are several different 

19   For a broad set of general guidelines on incentivizing participation and engagement in online 
communities, see Kraut et al. ( 2012 ). 
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ways to ‘gamify’ a site, how should these rewards for overall contribution be 
designed to incentivize desired levels of contribution? For instance:

    1.    What incentives are created by mechanisms induced by an  absolute  standard of 
output that must be met to earn a badge (such as a threshold number of images 
that must be tagged, or questions that must be answered), and what incentives are 
created by a  competitive , or relative, standard, such as top-contributor badges or 
leaderboards? And how do these ‘compare’?   

   2.    When badges are awarded for meeting absolute standards, should multiple 
badges be awarded, and if yes, how should they be ‘placed’ relative to each other 
in terms of the accomplishments required to earn successively higher levels of 
badges?   

   3.    Consider a very simple form of a relative standard, corresponding to handing out 
an (identical) ‘top-contributor badge’ to some set of ‘best’ contributors on the 
site. How exactly should badges for competitive standards be specifi ed—should 
the site award some fi xed number of top-contributor badges  independent  of the 
number of actual participants, such as a Top 10 Contributors list (call this mecha-
nism  Mr

p

 
 ), or should the number of winners be some fraction of the number of 

 actual  participants (mechanism  Mr
c )

 
 ? Note that since participation in all these 

human computation systems is a voluntary choice, the number of actual con-
tributors is  not fi xed  apriori, but rather is determined by the choices made by 
self-interested users—so these two specifi cations are  not  equivalent.    

  This family of questions brings us to the frontiers of research on game theory for 
human computation, which we summarize below. First we address the questions 
about what kinds of incentives are created by absolute and relative standards mecha-
nisms. Call the awarding of badges for achieving some absolute standard, say  α , of 
output (such as receiving  α  positive ratings for one’s contributions, or labeling  α  
images correctly), an absolute standards mechanism  Ma   . Call the awarding of 
badges for belonging amongst some set of top  ρ  contributors to the site a relative 
standards mechanism  Mr  

 . Easley and Ghosh ( 2013 ) investigates the existence and 
nature of equilibrium outcomes in these two classes of mechanisms in a simple 
game-theoretic model where users who value badges (presumably for social- 
psychological reasons), and have a cost to effort, strategically choose whether to 
participate and how much effort to put into the site. 20  

  Easley and Ghosh ( 2013 ) fi nd that even the existence of equilibria for relative 
standards mechanisms  Mr  

  depends on  how  the number of top contributor awards 
 ρ  is specifi ed (i.e., whether there are a fi xed number of top-contributor badges that 
will be awarded, or whether the number of badges scales as a fraction of the number 
of actual participants)—this is due to endogenous participation, i.e., the fact that 
users make a voluntary choice about whether to participate depending on the 

20   An equilibrium here consists of some level of participation and some level of effort from partici-
pants, such that no participant can benefi t from either dropping out or choosing to exert a different 
level of effort, and no non-participant would prefer to participate. 
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rewards being offered. While the two versions of the relative standards mechanism 
behave identically for  ρ  lying in a certain range, the result below suggests that at 
least for settings that are reasonably captured by the model in Easley and 
Ghosh ( 2013 ), the mechanism corresponding to announcing a fi xed number of 
top- contributor badges that is independent of the number of actual participants is 
a more robust mechanism than one that declares some fraction of participants to 
be winners, i.e., where the number of winners scales with the number of actual 
contestants. 

  Theorem 6 (Easley and Ghosh  2013 ).  

  (Informal.) 

    1.     For relative standards mechanisms   Mr  
  , equilibria exist for all values of ρ > 0 if 

the site specifi es ρ as a fraction of  potential  contributors, i.e., as a  fi xed number 
 of winners, but not if ρ refers to a  fraction  of  actual  contributors.    

   2.     For absolute standards mechanisms   Ma    , equilibria exist for all possible values 
of the standard α. However, there is a maximum standard α  max   such that the only 
equilibria for all standards higher than α  max   involve zero participation, leading 
to no contributions.     

   This equilibrium analysis suggests an interesting contrast between using relative 
and absolute standards for rewarding overall contribution—while  Mr

p

 
  elicits non- 

zero participation in equilibrium for every value of  ρ  > 0,  Ma    can lead to zero equi-
librium participation when  α  is too large. However, there is also a  partial  equivalence 
between absolute and relative standards  Ma    and  Mr

p

 
 , of the following form. Every 

absolute standard  α  ≤  α  max  leads to an equilibrium outcome that is identical, in terms 
of induced effort and participation, to the equilibrium outcome in the relative stan-
dards mechanism with some appropriate value of  ρ  ∈ [ ρ  min , 1), where  ρ  min  > 0 is the 
equilibrium fraction of winners at the standard  α  max —and in fact, the value of  ρ  that 
elicits the  maximum  effort from contributors occurs at a relative standard  ρ  that lies 
in this range [ ρ  min , 1). So for a site designer who wants to optimize elicited effort, 
and has adequate information about the parameters of the population to choose an 
optimal value of the standard  α  or  ρ , the absolute and relative standards mechanisms 
are equivalent. In the absence of such information, however, or with uncertainty 
about the population’s parameters, a ‘top contributor’ style mechanism  Mr

p

 
  based 

on competitive standards that always elicits non-zero equilibrium participation might 
be, informally speaking, more desirable than an absolute standards mechanism. 

 Finally, we ask a question about multiple badges—consider badges that are 
handed out for absolute achievements. At what levels of achievement should badges 
should be awarded to sustain effort on the site, and how should they be designed to 
steer user behavior towards different actions on the site? Anderson et al. ( 2013 ) 
address this question in a model where there is a multi-dimensional space represent-
ing the possible types of actions on the site. Users have a time-discounted value to 
earning badges and incur a cost when they choose actions from a distribution that 
differs from their preferred mixture of actions on the site. If users act to maximize 
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their utility in this model of costs and benefi ts, how should badges be placed to align 
ideal user behavior with users’ utility-maximizing actions? Anderson et al. ( 2013 ) 
fi nds that the effectiveness of badges in inducing desirable behavior depends signifi -
cantly on their ‘placement’ (i.e., for what level of contribution they are awarded), 
with the optimal location being, roughly speaking, one that is hard to achieve and 
therefore motivates users for a signifi cant length of ‘time’ (contributions). Also, 
multiple badges should be ‘spread out’ with roughly equal values, rather than placing 
them at nearby levels of contribution, suggesting that multiple smaller rewards 
provide more effective incentives than a small number of larger rewards at least in 
settings that are well-described by the model in Anderson et al. ( 2013 ). 

 The literature on a game-theoretic approach to overall contributor reward design 
is very young, and has looked at the most immediate questions under relatively 
simple models and reward structures. There are a number of questions still to be 
modeled and answered, an immediate one being the design of leaderboards. In con-
trast to top-contributor badges, not all ‘winners’ receive equal rewards in leader-
boards since arguably, the reward from placing fi rst (or say in the top 5 positions) is 
somewhat larger than, say, ranking 100th on the leaderboard, even in a site with a 
large population. A number of interesting game-theoretic questions arise, starting 
from the very basic question of how many positions the leaderboard should have to 
optimally elicit effort from contributors; this question is related to our motivating 
example early in this chapter, and a fi rst step towards such questions, although in a 
model with perfectly observable outputs, is taken in Ghosh and McAfee ( 2012 ). 

 Finally, a commonly used reward structure is that of user reputations. The question 
of how to design—and use and update—user reputations to create the right incen-
tives in a human computation system is one that can draw from a vast body of litera-
ture on the design on reputation systems (Chap. 27, Nisan et al.  2007 ), but comes 
with challenges unique to human computation systems that will require the develop-
ment of convincing new models and schemes  21 : In addition to differences in details 
from the models in prior work on reputation systems (for example, in the context of 
electronic marketplaces such as EBay or Amazon), there are also potentially funda-
mental differences that might arise due to the differences in the nature of the rewards 
that agents seek from these systems, which are primarily fi nancial in online market-
places but to a large degree social-psychological (such as status or reputation within 
a community) in human computation systems. We briefl y explore these ideas in 
section “Challenges and Further Directions”.  

    Challenges and Further Directions 

 In the previous sections, we saw how a game-theoretic, or more broadly, an economic 
approach, can help with analyzing strategic behavior and incentive design in human 
computation systems. But there remain many challenges, unique to such online 

21   For preliminary work on social norms for reputation, see Ho et al. ( 2012 ). 
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contribution domains, that need to be understood before we can fully develop the 
game-theoretic foundations for incentives in human computation. First, of course, 
there are a number of immediate questions regarding theoretical modeling and 
analysis. In addition to questions we have already alluded to in previous sections, 
there is also an interesting family of problems arising from the diversity of roles that 
participants play in many systems (for example, contribution versus moderation in 
an online community). How should incentives be designed to ensure that each 
participant is incentivized to properly contribute to her role(s) in the system, given 
that different roles might require different incentives, and that these incentives could 
potentially interact with each other? A principled framework that helps answer this 
question will need to begin with new models that appropriately capture such multi-
role participation as well as interactions between different sets of incentives—an 
issue relates, at least in spirit, to the question of what incentives are created by 
simultaneously using different forms of gamifi cation on a site. A further question 
along these lines, arising from the voluntary nature of participation, is how to struc-
ture incentives to also induce different potential participants to  choose  their socially 
optimal roles in the system. 

 In addition to problems related to modeling and theoretical analysis, there are 
also a number of cross-disciplinary questions. One family of problems lies at the 
interface of game theory and  interaction design . By infl uencing usability, and usage, 
the design of the user interface in a human computation system also interacts with 
incentives in a game-theoretic sense—after all, any game-theoretic analysis involves 
modeling the behavior of the agents (i.e., users) in the system, which is determined 
not only by its rules for reward allocation but also by its interface. As a very simple 
example, consider a system that rewards contributors based on the quality of their 
outputs, as measured by the ratings, or votes, provided by users who view these 
contributions. An interface design which leads to very little rating by users (for 
example, a hard-to-fi nd rating button or an overly complex menu of options), or one 
that leads to ambiguity in the meaning of a rating (such as a thumbs-up button which 
is interpreted by some users to mean ‘Helpful’ and others to mean ‘I agree’) results 
in ‘noisier’ ratings than an interface which elicits meaningful votes from a large 
number of users. A greater degree of noise, roughly speaking, means that reward 
depends on effort in a more uncertain way, which in turn affects the incentives 
for agents to put in effort in the system. It is easy to see that even in this specifi c 
example there is much more to consider at the interface of interaction design and 
incentives, such as the question of  which  users are allowed to rate contributions, and 
whether raters are offered a more or less expressive set of ratings to choose from. 
Another example of the connection between interaction design and game theory can 
be found in the context of badges and gamifi cation—how much information 
about users’ behavior and performance is revealed to other users can potentially 
affect users’ valuations of badges, and consequently their strategic choices; see 
Sect. 5.3 in Easley and Ghosh ( 2013 ). Generally, therefore, how users respond to a 
given mechanism in a strategic or game-theoretic sense, as well as the space of 
available mechanisms itself, can depend on the choice of interface in the interaction 
design phase—an ideal design paradigm would take into account both the 
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infl uence of the user interface and the reward allocation rules on user behavior to 
provide an integrated, complete approach to the design of incentives in human com-
putation systems. 

 Finally, a very important family of questions relate to properly understanding 
contributor motivations and rewards in a more nuanced fashion. One particularly 
interesting issue that is pertinent to most human computation systems is that of 
 mixed incentives : unlike in most traditional economic analysis, human computation 
systems typically involve a  mixture  of potential contributor rewards. Systems with 
fi nancial rewards for contributing, such as Amazon Mechanical Turk, mix two 
entirely different kinds of rewards (fi nancial and social-psychological); even in sys-
tems without fi nancial incentives, there are usually multiple social-psychological 
rewards, either intrinsic or site-created: for instance, von Ahn and Dabbish ( 2008 ) 
describes fun as the primary motivator in the ESP game, but there are also social- 
psychological rewards from leaderboards (competition) as well as from successful 
‘collaboration’ with partners on the image labeling task. 

 How do people—the agents in a game-theoretic model—value these different 
kinds of rewards in combination, and also, how do they value them relative to each 
other? What happens when virtual points are used to create an economy with 
money-like properties (a currency for exchange of goods and services), versus using 
virtual points to create psychological rewards (such as status)? Second, how do 
social-psychological rewards, even individual ones, aggregate in terms of the per-
ceived value to contributors? While utility from money—both in terms of value as a 
function of total wealth, and the change in value of wealth with time—is a relatively 
well-studied subject in the economics literature, very little is known or understood 
about how social-psychological rewards aggregate, and how they retain (or gain 
or lose) value over time; also, unlike fi nancial rewards, this could be partially 
controlled by system design. Understanding how multiple rewards infl uence incen-
tives when they occur simultaneously in a system, and how social-psychological 
rewards provide value—starting with understanding agent preferences from a 
behavioral economics perspective, and then integrating this understanding into 
formal game- theoretic models—is an essential component to a strong foundation for 
incentive design for human computation, and one of the most exciting directions for 
future work in this area.     
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        In many systems considered in this book, computation is an emergent property of a 
large population of interacting individuals.    The role of analysis is to uncover and 
validate the microscopic mechanisms that govern an individual’s behavior. The 
products of analysis are descriptive models and theories of individual behavior, and 
a framework that explains the collective behavior that arises from interactions 
among many individuals. In addition to being descriptive, the models are often used 
to predict emergent collective behavior and motivate the design of future human 
computational algorithms and user interfaces that support them. 

 As social interactions have moved online, they have left behind rich traces of 
human behavior to be analyzed by researchers. The growing abundance of data has 
made it possible to study the cognitive, psychological, social and cultural mecha-
nisms that govern individual and social behavior. The chapters in this section pres-
ent a variety of analytic approaches for studying these data, as well as the insights 
obtained by these approaches. The techniques described in this section are diverse: 
they range from empirical analysis to simulations, mathematical modeling, network 
analysis, as well as higher-level approaches that examine socio-cultural principles 
of behavior and synchrony in social groups. These analytic techniques are indis-
pensable tools of any scientist or engineer who wants to understand collective 
behavior or harness its computational power. 

      Analysis: An Introduction 

             Kristina     Lerman    

        K.   Lerman      (*) 
  USC Information Sciences Institute ,   Marina del Rey ,  CA ,  USA   
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    Empirical Analysis 

 Empirical analysis identifi es patterns in data that reveal common behavioral princi-
ples. Empirical analysis is frequently used in the exploratory investigation of data, and 
is the fi rst step in constructing mathematical or computational models of a system. 

 The chapter on empirical analysis by Kristina Lerman argues that massive data 
about social interactions has enabled quantitative “in-vivo” studies of human behav-
ior. Although such studies lack the controls of human subject experiments that are 
conducted by social scientists in a laboratory setting, the vast scale of the data set, 
plus the naturalistic setting under which it was collected, can complement laboratory 
studies and even provide important insights into human behavior. Specifi cally, the 
chapter illustrates how empirical analysis was used to demonstrate the manner in 
which psychological factors affect online interactions. Psychologists and cognitive 
scientists have long known that people have a limited capacity to process informa-
tion, the phenomenon that we refer to as “limited attention.” As shown in the chapter, 
this constraint has important implications for social communication and information 
spread, and should not be ignored by the designers of social computing systems. 

 One of the main challenges of working with big social data is its heterogeneity. 
People are extremely diverse regardless of the behavior or feature being measured. 
In order to identify patterns or trends in behavior, data scientists normally aggregate 
data across all individuals. However, “the ruses of heterogeneity” may lead to erro-
neous conclusions, e.g., when the average behavior does not apply to any single 
individual. Instead, one must separate individuals into populations that are as homo-
geneous as possible. As the chapter describes, this can drastically change the 
inferred models of behavior. For example, when measuring how people respond to 
repeated exposures to information, aggregating over all people suggests that after 
some point, exposures may inhibit response. However, once we recognize limited 
attention as an important factor in social media interactions and separate social 
media users into distinct populations based on their cognitive load, their response to 
repeated exposures changes dramatically. Now, likelihood of a response increases 
monotonically for all populations, with no evidence of inhibition.  

    Computational Analysis 

 Computational analysis uses simulations to validate individual-level microscopic 
models and explore their population-level outcomes. Beyond validating our under-
standing of human behavior, agent-based models can be used to test, in simulation, 
different candidate social systems before they are launched, for example, to ensure 
that desired behavior is achieved. The chapter on computational analysis by Weng 
and Menczer describes agent-based modeling, a popular framework for studying via 
simulations the behavior of multiple autonomous interacting agents. Each agent’s 
behavior is described by a set of rules, the so-called microscopic model. The 
researcher then evolves the multi-agent system in time, starting from some initial 
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state, by simulating interactions between agents, and monitors its collective behav-
ior. The researcher can then adjust the microscopic rules of an individual agent’s 
behavior until the desired system-level behavior is observed. 

 The computational analysis chapter describes the use of agent-based models to 
explain two empirical observations about the spread of information in social media: 
the daily variety of topics people tweet about remains relatively constant over time, 
and people tend to tweet about topics they tweeted about in the past. Using a model 
of individual agent behavior that includes fi nite attention and memory, Weng and 
Menczer are able to recreate the empirically observed macroscopic trends in the 
persistence of topics on Twitter. This study provides further evidence for the impor-
tance of limited attention in online social interactions. Further, they show that a 
combination of heterogeneous social network structure and fi nite agent attention is 
suffi cient to explain the emergence of broad diversity of persistence times and popu-
larities of various topics on Twitter.  

    Mathematical Analysis 

 Mathematical modeling provides an alternative tool for studying the collective 
behavior of a population of interacting agents, and it has a long tradition in ecology, 
epidemiology, and population dynamics. The stochastic modeling approach dis-
cussed by Tad Hogg in this section is a type of mathematical analysis that considers 
each agent as an automaton, i.e., a set of states and probabilistic transition rules 
between them—in other words as a stochastic Markov process. The Markov process 
then serves as a template for deriving a series of equations describing the collective 
behavior of a population of identical agents. The models are then be solved mathe-
matically to obtain how the collective behavior changes in time. Note that agent- 
based models are related to mathematical analysis, since both start with the set of 
rules describing individual agent behavior; however, their routes to obtaining col-
lective behavior are different. One advantage to mathematical analysis is that the 
dependence of collective behavior on some parameter can be explicitly specifi ed, 
sometimes analytically, whereas in computational analysis such dependence can be 
discovered only after performing multiple agent-based simulations with different 
parameter values. It is important to remember that the mathematical model describes 
average collective behavior, not necessarily the behavior of any specifi c agent. 

 Despite this constraint, stochastic modeling can be used to make predictions 
about collective social behavior. The chapter describes an application of the sto-
chastic modeling approach to predict the popularity of content in social media. This 
is an important problem in social media and crowdsourcing, since the volume of 
new user-generated content is continuously growing, making it critically important 
to provide users with tools to help them identify interesting content in a timely man-
ner. In the chapter, Hogg links user behavior on the social news aggregator Digg to 
features provided by the site, such as the ability to see news stories recommended 
by friends or to easily see the stories Digg promoted to the front page. Hogg explains 
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how to construct equations describing user behavior on Digg, and solve them to see 
how the popularity of news stories evolves in time. In addition to helping evaluate 
different design options for the site, stochastic modeling can be used to predict how 
popular different stories will become.  

    Network Analysis 

 Social computing systems are, by defi nition, social, and social interactions are 
highly structured, with communities of strongly tied individuals interacting more 
frequently and intensely than weakly tied individuals. Understanding how the struc-
ture of social interactions affects the dynamics of emergent behavior is crucial for 
designing effi cient and robust social computing platforms. 

 The structure of social networks is highly heterogeneous, with long-tailed distri-
bution of connectivity, assortativity, community structure, and other types of corre-
lations between nodes. Heterogeneous network structure affects the popularity of 
information, as discussed in chapters by Lerman, and Weng and Menzer. The chap-
ter in this section on network analysis by Aram Galstyan examines how network 
structure affects dynamics of information fl ow. Specifi cally, the chapter studies the 
role of community structure, a common property of social networks, in how far and 
how quickly information diffuses on the network. Repeating the themes of earlier 
chapters, Galstyan employs mathematical analysis and simulations to demonstrate 
that community structure profoundly changes dynamics of information fl ow and 
which nodes should be targeted to maximize information spread.  

    Social Synchrony 

 Social synergy is a much sought-after phenomenon where the total effect of social 
activity is much greater than the sum of individual efforts. However, as Xuan and 
Filkov point out in their chapter, synergy is diffi cult to defi ne and measure. Instead, 
they examine synchrony, a concept related to synergy, as a mechanism for distrib-
uted coordination of collective behavior in social groups. Synchrony occurs in many 
natural systems in which cells, insects and birds coordinate their activity through 
local interactions, in order to improve the well-being or evolutionary fi tness of all 
participating organisms. For example, male fi re fl ies that synchronize their patterns 
of light fl ashing are collectively much brighter and are able to attract mates from 
farther away than they would individually. By analogy, synchrony via distributed 
synchronization in social systems is also thought to offer benefi ts, such as effi ciency 
and robustness. 

 Xuan and Filkov combine the various types of analyses described in this sec-
tion—empirical, mathematical, and network analysis—to study social synchrony. 
The chapter describes various mathematical models of synchrony and discusses the 
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effect that network structure has on dynamics of synchronization. They illustrate 
with a case study of open source software (OSS). To ensure success of an OSS proj-
ect, developers and users have to work together to write code, discover and fi x bugs, 
etc. Xuan and Filkov present an analysis of OSS projects that quantifi es the degree 
to which social synchrony is present in the project. Such analysis could be used to 
monitor the robustness and effi ciency of social computing systems.  

    Analytical Gaming 

 Social behavior is a product of complex cognitive, psychosocial, and cultural pro-
cesses. Individual’s decisions are affected by his or her values, priorities, and rea-
son, but also by cognitive biases, perceptions of risk, and the decisions of other 
individuals which are equally complex. The chapters in this section described 
approaches to disentangling these factors through various analytic techniques. In 
their chapter, Sanfi lippo, Riensche and Haack, describe an alternative approach to 
the analysis of social systems—analytical gaming. Their approach uses gameplay to 
recreate real-world scenarios in which human players make decisions and use their 
judgements to solve problems. Gameplay allows analysts to use actual humans to 
calibrate the impact of “humanness” on the social behavior and scenario outcomes. 
These data are then used to calibrate agent-based socio-cultural models, which can 
be later deployed in other scenarios. This approach allows analysts to identify and 
quantify the psycho-social and cultural factors that contribute to the complex behav-
ior of social computing systems.  

    Conclusion 

 The following chapters should be viewed as introductions to each type of analysis. They 
should serve as springboards for a motivated reader to learn more about each topic.    
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 Introduction

Modern communications technologies, notably email and more recently social 
media, have enabled people to interact on an unprecedented scale. The social net-
works that emerge from these interactions can amplify information (Wu 
et al. 2004; Gruhl and Liben-nowell 2004), mobilize massive ad-hoc teams (Pickard 
et al. 2011) and political movements (Lotan et al. 2011), help people discover infor-
mation (Adamic and Adar 2005; Lerman 2007) and make new connections. In addi-
tion to making social networks ubiquitous, social media has given researchers 
access to massive quantities of data for analysis. These data sets offer a rich source 
of evidence for studying the structure of networks and the dynamics of individual 
and group behavior, and ask new questions about social communication. How far 
and how fast does information spread? How do people respond to new information? 
What are the mechanisms of information spread and how do individual’s cognitive 
limitations affect them?

We have addressed these questions through a large scale analysis of data from 
two social media sites: Digg and Twitter. Despite having different functionality and 
user interface, both sites are used in remarkably similar ways by people to share 
information with others, thus enabling us to uncover principles of social behavior 
that generalize across platforms. The social news aggregator Digg allows users to 
submit links to news stories and recommend stories submitted by other users by vot-
ing for them. On Twitter, users tweet short text messages, that often contain links to 
news stories, or retweet messages of others. Both sites allow users to link to others 
whose activity (i.e., votes and tweets) they want to follow. Upon visiting Twitter, a 
user is presented with a list of messages most recently tweeted or retweeted by the 
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followees of the user, i.e., other users whom the given user follows. Similarly, on 
Digg a user sees a list of news stories recently recommended by those a user fol-
lows. By recommending a story, or retweeting a message, in turn, the user acts to 
further spread the information contained in that story or message.

We trace the flow of information from users to their followers on these sites 
(using URLs as unique markers of information) and measure its properties. We find 
that information does not spread to as many people as predicted by a simple model 
that is commonly used to describe the spread of information. Our attempts to resolve 
this puzzle illuminates the critical role that individual’s limited attention plays in 
social media.

 Social Information Sharing

We studied social information sharing on Digg and Twitter, two popular social 
media sites for sharing news and other content. For our study, we tracked how items, 
uniquely identified by URLs, were shared by users. Details of data collection from 
both sites are described in Lerman et al. (2012).

Figure 1 shows the statistics of social behavior on Digg and Twitter, including 
the distribution of the number of followers ((a) and (d)) and activity ((b) and (e) ), 
i.e., number of votes or retweets made by each user. While the overwhelming major-
ity of users on both sites shared fewer than ten items (URLs) with followers, a hand-
ful of users shared thousands of items over the period of a month. Such heavy-tailed 
distributions are typical of social production and consumption of content, where a 
small but non-vanishing number of items generate uncharacteristically large amount 
of activity, and have been observed in voting on Essembly (Hogg and Szabo 2009), 
edits of Wikipedia articles (Wilkinson 2008), and music downloads (Salganik 
et al. 2006) and other and real-world complex networks (Clauset et al. 2009).

The total number of times the URL was shared reflects its popularity. The distri-
bution of popularity on both sites is long-tailed (Fig. 1c, f). It appears that informa-
tion in social media rarely goes “viral” (Ver Steeg et al. 2011; Goel et al. 2012). The 
vast majority of items fail to spread at all, reaching only a handful of users. Even the 
most popular items spread to at most a few thousands users, which is a tiny fraction 
of the follower graph. Moreover, the distribution of popularity on the two sites is 
strikingly different: while the distribution of popularity on Digg is well described by 
a log-normal (shown as the red line), with the mean of 614 votes, there is no pre-
ferred popularity for retweeted URLs on Twitter. What gives rise to the difference 
in distributions of popularity? Wu and Huberman (2007) proposed a phenomeno-
logical model that explained the log-normal distribution of popularity on Digg as a 
byproduct of competition for attention for news stories and their decaying novelty. 
In contrast, we find that the difference can be explained by Digg’s promotion mech-
anism, which highlights a handful of stories on its popular front page. The test this 
hypothesis, we gathered statistics about more than 20 K stories submitted to Digg 
over the course of 1 day in July 2010. The distribution of popularity of these stories 
is similar to Twitter (Fig. 1c). Of these stories, about 100 were promoted to the front 
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page and their popularity continued to grow. The final popularity of the promoted 
stories had a log-normal distribution. Therefore, we conclude that the log-normal 
popularity distribution is a by-product of selection by the promotion algorithm.

 A Simple Model of Information Diffusion

Why does some content become popular but not other? How does information 
spread between people? In order to answer these questions, we need a model of 
social contagion that describes the microscopic dynamics of the spread of informa-
tion. One of the simplest such models is the independent cascade model (ICM) 
(Newman 2022; Kempe et al. 2003; Gruhl and Liben- nowell 2004; Anagnostopoulos 
et al. 2008), which has been used to describe the spread of a disease in a population 
(Hethcote 2000). In this model, each exposure of a healthy person by an infected 
friend leads to an independent chance of the healthy person contracting the disease, 
and spreading it to her own followers thereby creating a cascade of infections. The 
likelihood that an exposure leads to an infection is set by pathogen’s transmissibil-
ity, i.e., how contagious it is. When ICM is stated in the language of information 
spread, each exposure of a naive individual by an informed friend (e.g., via a tweet), 
creates an independent chance of information transmission. Therefore, the likeli-
hood that the naive individual becomes informed should increase monotonically 
with the number of exposures.

Fig. 1 Characteristics of user activity on Digg and Twitter. Distribution of the number of follow-
ers per user on the two sites, distribution of activity, which is given by the number of votes (on 
Digg) and retweets (on Twitter), and the distribution of popularity of content, as measured by the 
total votes received by news stories on Digg and the total number of times the URL was retweeted 
on Twitter. Red line in the distribution of votes received by Digg stories is log-normal fit to data
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 Simulations of Information Diffusion

The dynamics of the independent cascade model has been well-studied. Specifically, 
it is known that there exists a critical value of transmissibility below which the dis-
ease does not spread, but above which it reaches a substantial fraction of the popula-
tion, resulting in an epidemic (Castellano et al. 2009; Satorras and 
Vespignani 2001; Wang et al. 2003). Moreover, the expected size of an epidemic 
outbreak of a pathogen with a given transmissibility can be theoretically calcu-
lated (Moreno et al. 2002).

Our simulations of the independent cascade model on the Digg follower network 
confirm these expectations. Starting with random seed node, we generate a cascade 
as follows (see Ver Steeg et al. (2011) for details). Each time a node is infected, it 
will attempt to infect each follower independently with probability given by the 
transmissibility λ. The cascade stops when no new nodes are infected. The number 
of infected nodes, i.e., cascade size, is shown in Fig. 2, where each point represents 
a single simulated cascade with transmissibility λ. Dark gray dots represent cas-
cades on the original Digg follower graph, while light gray dots represent cascades 
on a randomized version of the Digg graph with the same degree distribution. Both 
curves manifest a critical value of transmissibility, called the epidemic threshold, 
above which cascades spread to a significant fraction of the graph.1 The location of 
the epidemic threshold is accurately predicted by the inverse of the largest eigen-
value of the adjacency matrix of the graph (Wang et al. 2003): λc

d i g g = 0. 00587 for 

1 Note that even above epidemic threshold, cascades that start in an isolated region of the graph will 
die out.

Fig. 2 Cascade size as a function of transmissibility λ. (a) Comparison of simulated cascades on 
the Digg follower graph and on the randomized graph with the same degree distribution. (b) 
Comparison of real and simulated cascades on the Digg graph that are produced using empirical 
exposure function. Theoretical predictions for a graph of the same size are shown by the bold line
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the original Digg graph and λc
r a n d = 0. 00928 for the randomized graph. The size of 

theoretically predicted cascades is depicted by the gold line, which accurately char-
acterizes both the threshold and growth of cascades on the randomized graph.

Figure 2 presents a puzzle. Information in social media spreads to a far smaller 
fraction of the population than predicted by the epidemic model. This is not because 
these URLs have low transmissibility: the Digg dataset, consists of URLs that have 
been selected for the front page. Nor does it appear to be due to network structure: 
while structure of the real Digg graph reduces the size of cascades in simulations 
compared to the randomized graph, it does not suppress it nearly enough to account 
for the observed sizes of actual outbreaks.

 Exposure Response

A potential explanation for why information spread in social media fails to reach 
epidemic proportions can be found in how people respond to repeated exposures to 
information, that is, the probability they will rebroadcast the information via a 
retweet or a vote after multiple friends have tweeted about it or voted for it. According 
to the independent cascade model, the probability a node becomes infected, e.g., by 
voting for a story on Digg, increases monotonically with the number of infected 
neighbors n it has. This probability is given by the exposure function: 

 p nICM
n( | ) ( ) . infected  infected friends = - -1 1 l  

To measure the exposure function on Digg and Twitter, we isolated users who 
had exactly n infected friends but did not become infected themselves, from users 
who had n infected friends before they themselves became infected. The solid lines 
in Fig. 3a, b show the probability of Digg and Twitter users respectively to become 
infected when exposed to information by n friends, averaged over all users. Exposure 

Fig. 3 Response to multiple exposures. (a) and (b) Show probability of infection given n infected 
friends aggregated over all users on (a) Digg and (b) Twitter. Plot (c) shows exposure response of 
Twitter users after they are separated into different classes based on their cognitive load, i.e., the 
number of friends they follow. Dashed line in (a) show exposure response predicted by the inde-
pendent cascade model. (a) Digg. (b) Twitter. (c) Twitter classes of users
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response on both sites is qualitatively similar. As the number of exposing friends 
increases, a user’s probability to become infected goes up initially, but after a point 
additional exposure does not further increase response, and may in fact inhibit it. 
This behavior is similar to adoption of hashtags reported by Romero et al. (2011). 
In contrast, the dashed line in Fig. 3a depicts exposure response for the independent 
cascade model. ICM dramatically overestimates infection probability.

When we simulated information diffusion on the Digg follower graph using the 
empirical exposure response function measured from the data (Ver Steeg et al. 2011), 
the resulting cascades were dramatically smaller, as shown in Fig. 2b. In fact, the 
size of simulated cascades (pink dots) is similar to those of real information cas-
cades on Digg (blue dots). It appears that failure to respond to exposures to informa-
tion stops social epidemics.

 Limited Attention in Information Diffusion

We still have a puzzle: why do users fail to respond to repeated exposures by friends? 
One potential explanation could be that users become “innoculated” to information. 
In other words, if a user did not find information interesting upon first exposure, she 
will not find it worthy of spreading upon subsequent exposures. The real explana-
tion is both simpler and more interesting: in a nutshell, users do not see the expo-
sures, and hence do not respond to them.

Our study of how Twitter users respond to messages from friends demonstrated 
that users are far more likely to retweet a recent message than an old one, and that 
the more friends a user follows, the less likely he or she is to retweet an older mes-
sage (Hodas and Lerman 2012). We invoke the concept of limited atten-
tion (Kahneman 1973) to explain why people are less likely to retweet older 
messages. In order to retweet some information, a user first has to find it by wading 
through a stream of other messages. Reading tweets, however, requires mental 
effort, of which people have a limited reserve. Limited attention constrains how 
deeply into his or her stream the user will browse before getting tired, bored or dis-
tracted. Since both Twitter and Digg display messages in reverse chronological 
order, with the most recent message at the top of the screen, the user is far more 
likely to see recent messages than older ones that are buried deep in their stream. In 
addition, the more friends the user follows, the faster a message gets buried, and the 
less likely the user is to see it.

Limited attention alters how well-connected users, i.e., those who follow many 
others, respond to information. The exposure response functions shown in Fig. 3a, b 
have been aggregated over all users. These users form a highly heterogeneous group 
with a wide range of capabilities and motivations to consume and share information. 
By conflating together behaviors of different types of individuals, heterogeneity 
may in fact obscure simpler individual behavior (Vaupel and Yashin 1985). Indeed, 
when we separate users into more homogeneous subpopulations, a different picture 
emerges. Figure 3c shows the exposure response function of Twitter users who were 
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separated into subpopulations based on their cognitive load, i.e., total amount of 
information in their stream. The number of messages in a user’s stream is, on aver-
age, proportional to the number of friends he or she follows; therefore, we divide 
users into subpopulations based on the number of friends they follow. A dramati-
cally different picture of exposure response emerges. Now, the response of users 
within each population increases monotonically with the number of exposures, 
similar to the ICM. However, unlike ICM, the response of better connected users is 
suppressed, due to the greater demands placed on their limited attention. The aggre-
gated exposure response in Fig. 3b appears to saturate, because the better connected, 
and less responsive, users contribute to the right-hand portion of the exposure curve.

This result gives us a better picture of what is going on. Unlike the spread of a 
virus, which is boosted by hubs, or highly connected people, who create multiple 
opportunities for the virus to spread, information cascades are suppressed by such 
users. A cascade stops when it reaches such hubs, because they are less likely to see 
the message and retweet it, since there are so many other messages competing for 
their limited attention. Once the response of the highly connected users is encoded 
into a model of contagion, it leads to smaller cascades.

 Discussion

Access to large data sets containing traces of social interactions has created new 
opportunities to study social behavior. One of the main challenges in analyzing such 
data is its heterogeneity. People vary greatly in their abilities and motivations, and 
aggregating over all individuals can sometime lead to erroneous conclusions. This 
effect, known as “heterogeneity’s ruses” (Vaupel and Yashin 1985), was demon-
strated above in how people respond to exposures to information in social media. 
When averaged over all users, it may appear that the more times an individual is 
exposed to information, the less likely he or she is to spread it. However, when we 
divide people into more homogeneous populations based on the number of friends 
they follow, exposure response changes qualitatively. Now, individual response 
within each population increases monotonically: the more times a user sees infor-
mation, the more likely he or she is to spread it. However, users with more friends 
are overall less sensitive than users with few friends. The revised exposure response 
explains a puzzling observation with which we started this chapter: information in 
social media does not spread very far. It appears that decreased sensitivity to expo-
sure of highly connected people inhibits social contagion and prevents information 
from spreading.

The challenge of analysis is to segment the data appropriately. In our analysis, 
we divided people into classes based on their cognitive load, or the volume of infor-
mation in their stream. This decision was motivated by our discovery of the role that 
limited attention plays in the spread of information in social media. Users appear to 
expend finite effort or time on discovering content. Since users with many active 
friends have many more messages in their stream to process than users with few 
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friends, the well connected users are less likely to discover, and spread, any specific 
message. For other problems, other segmentations of data may be desirable. As the 
amount of social data increases, finer segmentations of data into more homoge-
neous populations will be statistically feasible, leading to finer-grained models of 
human behavior.
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        Introduction 

     Agent-based modeling  (ABM) is a class of computational analysis tools that is 
widely used for simulating system dynamics when the system consists of multiple 
autonomous and interacting individual components—named  agents . Each agent 
follows its own decision-making processes according to a set of rules and contextual 
information from history, other agents, and possibly other environmental settings. 
The sets of behavioral rules can be identical for all agents ( homogeneous ) or 
different from agent to agent ( heterogeneous ). For example, in prisoner dilemma 
games, every agent follows the same strategy to negotiate; in an ecosystem, some 
agents play the roles of producers while others are consumers. 

 Eric Bonabeau summarized the key characteristics of ABMs from the perspec-
tives of  capturing emergent phenomena, natural descriptions of systems , and  fl exi-
bility  (Bonabeau  2002 ). The key point of ABM is to describe a system by setting up 
the behavioral strategies of its constituent agents. ABMs are often applied to vali-
date individual-level confi gurations by comparing the patterns that result at the sys-
tem level with empirical data. Model predictions are typically obtained by 
computational simulations, in which the outcomes of interactions between agents 
are repetitively calculated. This approach makes it possible to make predictions that 
reach beyond those derived by pure mathematical methods, when the model cannot 
be solved analytically. 

      Computational Analysis of Collective 
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 Agent-based modeling has now obtained a central role in the study of natural 
systems. A large body of literature has been developing in the past few years about 
the internal characteristics of agents, their activities, connectivity, and multi-agent 
features (Castellano et al.  2009 ). Biological, ecological, human collaborative sys-
tems, and society can be naturally translated into an agent-based framework. ABM 
techniques are therefore employed in domains that include biology, ecology, cogni-
tive science, epidemiology, and the social sciences. Let us consider a few domains 
to demonstrate the usage of ABMs in practice. 

    Social dynamics.    The Axelrod model (Axelrod  1997 ) investigated cultural dynamics 
by modeling individuals as nodes (agents) in networks in which whether a person 
interacts with another depends on the similarity between their statuses. Global con-
vergence and the persistence of diversity are two important ingredients explored in 
this setting. Holme and Newman ( 2006 ) proposed a model in which each agent is 
associated with an opinion. At each time step, agents either change their opinions to 
match neighbors, or re-wire links toward agents with similar opinions. The model 
can capture the dual process of social infl uence via opinion changes and selection via 
re-wiring of connections. Agent-based models have also been applied to the study of 
the birth and decline of scientifi c disciplines (Sun et al.  2013 ). The evolution of dis-
ciplines is guided by social interactions among agents representing scientists. 
Disciplines emerge from splitting and merging of social communities in a collabora-
tion network. This model is capable of reproducing various empirical observations 
about the relationships between disciplines, scholars, and publications. Many more 
models of social dynamics are reviewed in the literature (Castellano et al.  2009 ).   

  Network Evolution.    In the above examples, agents are connected in a network struc-
ture. This is often the case in ABMs, especially in the context of social systems. The 
edges in the network represent social relationships between pairs of individuals. 
Some models focus specifi cally on the local rules that regulate the growth and evo-
lution of the network and lead to its observed global topology. Models have explored 
many different strategies of how an agent creates connections (Erdös and Rényi 
 1960 ; Watts and Strogatz  1998 ; Barabási and Albert  1999 ). For example, the phe-
nomenon of linking to well-connected nodes (e.g., people or Web pages) is described 
by preferential attachment mechanisms (Barabási and Albert  1999 ). Other ingredi-
ents considered in network evolution models include homophily (McPherson et al. 
 2001 ) and triadic closure (Granovetter  1973 ; Shi et al.  2007 ; Leskovec et al.  2008 ).   

  Diffusion.    Information and innovation spread on networks, and we can observe the 
cascades that ensue as agents are infected. The diffusion process is affected by the 
actions of agents and the underlying network structure. Watts studies the cascade 
sizes and vulnerability of the system to global cascades using a simple spreading 
process on random networks (Watts  2002 ). Pastor-Satorras and Vespignani simu-
lated classical epidemic models on scale-free networks (Barabási and Albert  1999 ), 
revealing that infections always survive no matter how small the spreading rate 
(Pastor-Satorras and Vespignani  2001 ). Goetz et al. ( 2009 ) proposed an agent-based 
model of blog dynamics, where each agent is associated with mechanisms capturing 
both the topology and temporal features.   
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       Case Study: Meme Competition for Limited Attention 

 Here we present a case study using agent-based modeling to understand how limited 
human attention may constrain competition among ideas (Weng et al.  2012 ). 

 The advent of social media (Lazer et al.  2009 ; Vespignani  2009 ) has lowered the 
cost of information production and broadcasting, boosting the potential reach of 
each idea or  meme  (Dawkins  1989 ). However, the abundance of information to 
which we are exposed through online social networks and other socio-technical 
systems is exceeding our capacity to consume it, increasing the competition among 
ideas for our fi nite attention. As a result, the dynamic of information is driven more 
than ever before by the economy of attention (Simon  1971 ). In this context one of 
the most challenging problems is the study of the competition dynamics of ideas, 
information, knowledge, and rumors (Crane and Sornette  2008 ; Lerman and Ghosh 
 2010 ; Wu and Huberman  2007 ; Moussaid et al.  2009 ). Studying limited user atten-
tion is motivated by the cognitive limit on the number of stable social relationships 
that one can sustain (Dunbar  1998 ; Gonçalves et al.  2011 ). However, it is hard to 
disentangle the effects of limited attention from many concurrent factors, such as 
the underlying network structure (Watts  2002 ), the activity of users (Asur et al. 
 2011 ), homophily (McPherson et al.  2001 ), and the intrinsic quality of the informa-
tion (Bakshy et al.  2011 ). 

 We can think of the collective actions of many individuals, as they decide which 
information to propagate through the network, as a computational system that pro-
duces a concrete output, namely, a small number of very popular memes while the 
majority of memes go mostly unnoticed. An agent-based model allows to test 
micro-level hypotheses about this type of human computation: can certain individ-
ual behaviors be responsible for the patterns observed at the collective level? 

 The design of agent operation strategies in our model in inspired by empirical 
observations about individual behaviors, outlined in section “Empirical 
Observations”. We then describe an agent-based toy model of meme diffusion and 
compare its predictions with the empirical data in section “Model Description”. 
Finally, in section “Simulation” we show that the social network structure and our 
fi nite attention are both key ingredients of the diffusion process, as their removal 
from the model leads to results inconsistent with the empirical observations. 

    Empirical Observations 

 We investigate this problem using a sample of data from  Twitter , a micro-blogging 
platform that allows millions of people to broadcast short messages through social 
connections. Users post short messages (“tweets”), subscribe to (“follow”) people 
to receive their tweets, and forward (“retweet”) selected posts to their followers. 
Posts may contain special topic labels (“hashtags”), which we use to identify  memes  
operationally. This provides us with a quantitative framework to study the competi-
tion for attention in the wild. 
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 Here we outline two empirical fi ndings that motivate both our question and the 
main assumptions behind our model (Weng et al.  2012 ). First, the attention of a user 
is independent from the overall diversity of information discussed in a given period. 
A user’s daily breadth of attention (measured through Shannon entropy) remains 
roughly constant and bound irrespective of system diversity, which varies greatly 
day by day. Second, users are more likely to retweet memes about which they posted 
in the past, suggesting that user memory is an important component for modeling 
information diffusion.  

    Model Description 

 We propose an agent-based model to simulate the retweeting behavior of Twitter 
users, which explicitly incorporates the above observations about  memory-based 
user interests  and  limited attention . 

 Our basic model assumes a frozen friends/followers network of agents. An agent 
maintains two time-ordered lists of memes: a  screen  that stores received memes and 
a  memory  that records posted memes, capturing endogenous interests. Users pay 
attention to memes in these lists only. At each time step, an agent is randomly 
selected with uniform probability to transmit a few memes to neighboring agents. 
The selected agent can generate a new meme or forward some memes from the list 
and store the posted memes in memory. Neighbors in turn pay attention to a newly 
received meme by placing it at the top of their screens. 

 To model limited user attention, both screen and memory have a fi nite capacity 
so that memes only survive for a fi nite amount of time. Figure  1  illustrates details of 
the model.

       Simulation 

 To evaluate the simulation outcomes of the model, we measured several regularities 
in the empirical data. The meme lifetime and popularity display long-tailed distribu-
tions, meaning that a few memes gain huge popularity. 

 Our aim is to determine a minimal set of individual-level assumptions necessary 
to interpret these collective patterns. To evaluate the role of the competition among 
memes for limited user attention, we simulated variations of the model with  stron-
ger  or  weaker  competition by tuning the length  t   w   of the time window in which posts 
are retained in an agent’s screen or memory. A shorter time window leads to less 
attention and thus strong competition, while a longer time window allows for 
weaker competition. As shown in simulation results, stronger competition fails to 
reproduce the large observed number of long-lived memes (Fig.  2 a), while weaker 
competition cannot generate extremely popular memes (Fig.  2 b).
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   To gauge the role of underlying network structure in shaping the diffusion 
 process, we simulated the model on both the real social network and a random 
 network. The model is able to reproduce the main empirical features on the social 
network, while the observed heterogeneity is largely reduced on a random network 
(Weng et al.  2012 ). The structure of the network is thus another key ingredient of 
the system dynamics.   
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  Fig. 1    Illustration of the meme diffusion model (Weng et al.  2012 ). Tables show the memory and 
screen of the center user. ( a ) The memory contains memes  #u  and  #v , that the center user has 
produced in the past. Memes  #x  and  #y  are received along follower links. ( b ) The received memes, 
 #x  and  #y , appear on the screen. With probability  p   n  , the center user who is selected at this time 
step posts a new meme  #z  to his followers. ( c ) Otherwise, with probability 1 −  p   n  , the user scans 
the screen. Each meme  h  in the screen catches the user’s attention with probability  p   r  ; with prob-
ability  p   m   a random meme from memory is triggered, or  h  is retweeted with probability 1 −  p   m  . In 
the illustrated case,  #x  is retweeted and  #v  is triggered by  #y . ( d ) All memes posted by the user 
are stored in memory. Parameters  p   n  ,  p   r   and  p   m   are estimated from the empirical data       
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    Conclusion 

 In this chapter we discussed agent-based modeling as a powerful computational tool 
to analyze system dynamics, and in particular to study global patterns by simulating 
individual behaviors and interactions between agents (Bonabeau  2002 ). 

 As an example, we presented a case study where agent-based modeling was used 
to shed light on how memes compete for limited attention on social networks (Weng 
et al.  2012 ). The computational approach allows us to demonstrate that, surpris-
ingly, a combination of social network structure and competition for fi nite user 
attention is a suffi cient condition for the emergence of broad diversity in meme 
popularity and lifetime, without having to assume exogenous factors. 

 In general, agent-based models can be very useful in identifying minimal hypoth-
eses consistent with collective patterns generated by human computation systems.     
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        Introduction 

    Stochastic models are a general approach to analyzing and predicting the behavior 
of large interacting systems when details of individual components of the system 
are either unavailable or of secondary interest compared to overall or aggregate 
behaviors. Stochastic models treat these details approximately as probabilistic infl u-
ences on the system behavior. This chapter describes this approach for modeling 
social behavior of users and content on social media web sites. 

 Social media sites such as Twitter, Digg, Flickr, Delicious, and YouTube, allow 
people to post or fi nd interesting content, talk about content they fi nd interesting, 
and interact with friends and like-minded people. The success of such sites depends 
on how well they enable people to achieve these goals. This includes the quality of 
the user experience (Rashid et al.  2006 ) and the extent to which the collective action 
of the users focuses attention on interesting content. 

 A key question is how the performance of social media relates to web site 
designs, particularly the choices of content directed to users’ attention. One approach 
to this question uses machine learning and data mining. In this approach, statistical 
regression-based methods classify large data sets according to features in the data. 
Such methods can identify correlations among sets of features or behaviors, which 
are then used to predict outcomes in new cases. However, these approaches are 
limited in their ability to identify causal mechanisms. Another approach uses exper-
iments, especially with multiple randomly-selected groups (Salganik et al.  2006 ). 
Comparing observed performances of different designs is a powerful approach in 
identifying causal relationships. Unfortunately, such experiments are seldom practi-
cal in the social media domain due to the need to recruit large numbers of users, the 
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challenge of creating realistic social scenarios for those users and the diffi culty of 
running multiple long-term experiments. 

 In contrast to these approaches, stochastic models can identify mechanisms 
relating the design of social media sites to their collective behavior (Lerman 
 2007 ; Hogg and Szabo  2009 ; Iribarren and Moro  2009 ; Castellano et al.  2009 ; Hogg 
and Lerman  2012 ). In general, a stochastic model consists of a set of states and 
probabilistic transitions among these states. For application to social media, these 
states and transitions defi ne a set of key features of the site’s design, its users and the 
content available to those users on the site. By comparing predictions of the models 
to observed user behavior, such mechanistic models can indicate ways to improve 
social media services by identifying key mechanisms leading to successful out-
comes. The rest of this chapter describes this modeling approach and applies it to 
Digg, a news aggregator web site.  

    Stochastic Models of Social Dynamics 

 Descriptions of social media typically focus on aggregate behavior of the large 
numbers of users described by  average  quantities. These include average rate at 
which users contribute and rate content, and the rate they form links to other users. 
Stochastic models of social media are similar to such models used in demographics, 
epidemiology (Ellner and Guckenheimer  2006 ) and macroeconomics, where the 
focus is not to reproduce the results of a single observation, but rather to describe 
the typical behaviors and relations among aggregate quantities, such as vaccination 
policy and fraction of infected population or interest rates and employment. 

 Stochastic models represent an individual entity, whether a user or contributed 
content, as a stochastic process with a few states. This abstraction captures much of 
the complexity seen on social media sites by viewing individual’s actions as induc-
ing probabilistic transitions between states. For simplicity, we focus on processes 
that obey the Markov property, namely, a user whose future state depends only on 
her present state and the input she receives from the site and other users. A Markov 
process is succinctly captured by a  state diagram  showing the possible states of the 
user and conditions for transition between those states. This approach is similar to 
compartmental models in biology (Ellner and Guckenheimer  2006 ). For instance, in 
epidemiology such models track the progress of a disease as shifting individuals 
between states, or compartments, such as susceptible and infected. 

 A key requirement for designing stochastic models is to ensure the state captures 
enough of the variation in individual behavior to give a useful description of aggre-
gate system properties. A suffi cient condition for the usefulness of focusing on aver-
age behavior is that variations around the average are relatively small. In many 
stochastic models, variations are indeed small due to many independent interactions 
among the components and the short tails of the distributions of these component 
behaviors. Ensuring the models are useful is particularly challenging when indi-
vidual activity follows a long-tail distribution (Newman  2003 ), such as seen in some 
epidemics (Lloyd-Smith et al.  2005 ) and commonly found in social media 
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(Wilkinson  2008 ). In these cases, typical behaviors differ signifi cantly from the 
average and we have no guarantee that the averaged approximation is adequate 
(Sornette  2004 ). Instead we must test its accuracy for particular aggregate behaviors 
by comparing model predictions with observations of actual behavior. As described 
below, including user link information as part of the state accounts for enough of 
this variation to provide reasonable accuracy. In particular, including this informa-
tion signifi cantly improves predictions compared to direct extrapolation of voting 
rates without accounting for the properties of the web site user interface. More 
elaborate versions of the stochastic approach give improved approximations when 
variations are not small, particularly due to correlated interactions (Opper and Saad 
 2001 ) or large individual heterogeneity (Moreno et al.  2002 ). 

 In summary, the general stochastic modeling framework requires only specifying 
the aggregate states of interest and how individual user behaviors create transitions 
among these states. The modeling approach is best suited to cases where the users’ 
decisions are mainly determined by a few characteristics of the user and the infor-
mation they have about the system. This is a reasonable approximation for social 
media sites that provide relatively few ways for users to fi nd content and learn about 
other users, i.e., only via a small number of options provided by the web site’s 
graphical interface. These system states and transitions lead to equations describing 
the average rate of transitions among the states. Solutions to these equations then 
estimate how aggregate behavior varies in time and depends on the characteristics 
of the users involved.  

    A Model of Digg 

 With over six million registered users, the social news aggregator Digg was an early 
and popular crowd-sourced news portal on the Web. Digg allows users to submit 
and rate news stories by voting on, or ‘digging’, them. Each day has over 16,000 
new submissions. Every day Digg promotes about a hundred stories to the front 
page. The choice of stories to promote accounts for the reaction of users to newly 
submitted stories. Thus, Digg’s front page is emergent, created by the collective 
decision of its many users. 

 A newly submitted story goes on the  upcoming  stories list, where it remains for 
a period of time, typically 24 hours, or until it is promoted to the front page, which-
ever comes fi rst. The default view shows newly submitted stories as a chronologi-
cally ordered list, with the most recently submitted story at the top of the list, 15 
stories to a page. To see older stories, a user must navigate to page 2, 3, etc. of the 
upcoming stories list. Promoted stories (Digg calls them ‘popular’) are also dis-
played as a chronologically ordered list on the  front pages , 15 stories to a page, with 
the most recently promoted story at the top of the list. To see older promoted sto-
ries, user must navigate to page 2, 3, etc. of the front page. Users vote for the stories 
they like. 

 Digg allows users to designate friends and track their activities. The friend rela-
tionship in Digg is asymmetric, as illustrated in Fig.  1 . For example, in the network 
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shown in the fi gure, Bob and Carol follow Alice, i.e., have designated Alice as a 
friend. We say Bob and Carol are Alice’s  fans . In the fi gure, Bob and Dave follow 
each other, i.e., are each other’s fan. In the context of crowd-sourced news, typically 
a user will choose to follow another person who posts content the user found inter-
esting. In effect, each user can follow a personal set of news “editors” whose judge-
ment the user fi nds appealing.

   A newly submitted story is visible in the upcoming stories list, as well as to the 
submitter’s fans through the friends interface. With each vote, a story becomes vis-
ible to the voter’s fans through the friends interface, which shows the newly submit-
ted stories that user’s friends voted for. For example, suppose Alice submits a story. 
Her fans, Bob and Carol, can then see the story in their friends interface. We call 
such users  submitter’s fans  with respect to that story. The remaining users do not 
immediately see the story in their friends interface: they are  non-fans  of the submit-
ter. As users vote for the story, their fans gain the ability to see the story via the 
friends interface. Such users who are not also fans of the submitter are called  other 
fans . Thus, if Carol votes for the story, her fan, Eve, now has the story in her friends 
interface so switches from the non-fan to the other fan category. 

 Stories submitted or voted on by a user’s friends are highlighted in the friend’s 
interface, so those stories are more readily seen during that user’s next visit to Digg 
than other stories. Thus fans are more likely to see, and hence have an opportunity 
to vote on, stories than non-fan users who visit Digg. We account for this design of 
the Digg user interface in the choice of states for the stochastic model. Specifi cally, 
Fig.  2  shows the state diagram for user behaviors with respect to a single story.

   A story’s submitter provides its fi rst vote, so the submitter is in the  vote  state. 
Other users start in either the  submitter’s fans  or  non-fans  state. A user visiting Digg 
may view the story, either via the friends interface (if a fan of the submitter or prior 
voter) or via another Digg page such as upcoming or front page stories. If so, the 
user moves to the  view  state. Users in the  view  state may decide to vote on the story, 
moving to the  vote  state. In that case, any other user who has not voted for the story 
and is a fan of the new voter but not a fan of any prior voter, moves from the  non- 
fans   to  other fans  state. The stochastic model specifi es transition probabilities for 
users moving between these states, based on how users navigate web sites and the 
diversity of how stories appeal to the user community (Hogg and Lerman  2012 ). 

Alice

Bob

Carol

Dave

Eve

  Fig. 1    A friends network. The  arrows  indicate direction of information fl ow about a user’s activi-
ties. For instance, Eve is a  fan  of both Carol and Dave, who are Eve’s designated  friends . Bob and 
Dave are mutual friends and hence fans of each other       
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 As users vote, the story transitions through its own set of states, shown in Fig.  3 . 
In addition to these states, showing its position in Digg, the story accumulates votes 
from users. The number of votes determines whether the story is promoted and how 
it is shown to users.

   We evaluated this model using voting activity and snapshots of the social net-
work from June 2006 to June 2009. We used this data to estimate parameters 
describing the transition rates for the state diagrams. With these parameter values, 
we can solve the stochastic model to produce predicted behavior. We focus on how 
stories accumulate votes, which is a key property of crowd-sourced news. 

non-fans

other fans

submitter's
fans

view vote

  Fig. 2    State diagram of user behavior for a single story. The probability a user visiting Digg views 
the story depends on the user’s position in the network of followers for the submitter and prior 
voters. Although not shown explicitly in this diagram, the transition from viewing a story to voting 
on it also depends on this property of the users       

submitted

promoted

new upcoming

front page

removed

  Fig. 3    State diagram for a story. A new story discovered by a Digg user is submitted to the upcom-
ing list. If the story is popular enough with other users, it is promoted to the front page. A story not 
promoted after suffi cient time (usually within a day) is removed       
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 Figure  4  shows the behavior of six stories that were promoted to the front page 
and the corresponding solution from the model. In the model, a story has two char-
acteristics: the number of fans of the story’s submitter and the probability a user 
seeing the story will vote for it (the story’s  interestingness  or  quality ), which 
depends on whether the user is a fan of the submitter or one of the other prior voters. 
Overall there is qualitative agreement between the data and the model, indicating 
that the features of the Digg user interface we considered can explain the patterns of 
collective voting. Specifi cally, the model reproduces three generic behaviors of 
Digg stories: (1) slow initial growth in votes of upcoming stories; (2) more interest-
ing stories are promoted to the front page (infl ection point in the curve) faster and 
receive more votes than less interesting stories; (3) however, as fi rst described in 
Lerman ( 2007 ), better connected users are more successful in getting less interest-
ing stories promoted to the front page than poorly-connected users.

   These observations highlight a benefi t of the stochastic approach: identifying 
simple models of user behavior that are suffi cient to produce the aggregate proper-
ties of interest. Solutions to the model indicate how collective outcomes depend on 
the user population: in this case, not only the appeal of a story to the user commu-
nity, as intended for crowd-sourcing, but also the disproportionate effect of highly- 
connected users. Thus while the stochastic model primarily describes typical story 
behavior, we see it gives a reasonable match to the actual vote history of individual 
stories. Nevertheless, there are some cases where individual stories differ consider-
ably from the model, particularly where an early voter happens to have an excep-
tionally large number of fans, thereby increasing the story’s visibility to other users 
far more than the average value.  

    Predicting Story Popularity 

 By separating the impact of story quality and social infl uence on the popularity of 
stories on Digg, a stochastic model of social dynamics supports two novel applica-
tions: (1) estimating story quality for the user community from the evolution of its 
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observed popularity, and (2) predicting its eventual popularity based on users’ early 
reactions to the story. For the fi rst application, by estimating story quality from the 
evolution of its popularity, the model identifi es the distribution of quality among the 
stories (Hogg and Lerman  2012 ). This distribution is not directly apparent from the 
data itself which confounds effects of changing visibility of the stories with their 
appeal to the users. 

 Predicting popularity in social media from intrinsic properties of newly submit-
ted content is diffi cult (Salganik et al.  2006 ). However, users’ early reactions pro-
vide some measure of predictability (Hogg and Szabo  2009 ; Kaltenbrunner et al. 
 2007 ; Lerman and Galstyan  2008 ; Szabo and Huberman  2010 ). To predict how 
popular a story will become, we use the early votes, including those cast before the 
story is promoted, to estimate how interesting it is to the user community. With this 
estimate, the model determines, on average, the story’s subsequent evolution. These 
predictions are for expected values and cannot account for the large variation due, 
for example, to a subsequent vote by a highly connected user which leads to a much 
larger number of users seeing the story and, consequently, to a larger number of 
votes than expected. 

 We can improve predictions from early votes by using the observed distributions 
of quality (Hogg and Lerman  2012 ) as a prior probability for story quality. Using 
Bayes theorem to combine this prior distribution with the observations of early 
votes for a story improves predictions, especially during the period shortly after a 
story’s submission when it has not yet received many votes. Figure  5  shows predic-
tions made for one story based on the votes it received at the time it was promoted. 
The model’s predictions for subsequent votes approximately reproduce the observed 
votes for this story for each class of user considered in this model.

   Examining predictions on other stories (Hogg and Lerman  2012 ) shows that 
errors generally decrease when predictions are made later, as would be expected 
since later predictions are based on reactions from more users. Of more interest is 
the difference among the type of votes, particularly for votes from other fans. Early 
votes are mainly from submitter’s fans and non-fans, so the ability to predict differ-
ences in behavior for those groups based on early votes could be useful in quickly 
distinguishing stories likely to be of broad or niche interest to the user community. 
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  Fig. 5    Predictions compared to actual votes ( dots ) for each type of user for one story. The fi gure 
shows predictions made at promotion ( black line ) and the growth in the 95 % confi dence interval of 
the prediction up to 24 h after promotion. The  dashed vertical line  shows the story’s promotion time       
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 Overall, the model reasonably predicts votes from submitter’s fans and non-fans, 
but is much less accurate for votes from other fans. One reason for this difference is 
the relatively small number of other fan votes while a story is upcoming. Specifi cally, 
the number of other fans starts at zero. Only a vote by a non-fan can increase the 
number of other fans, and upcoming stories have low visibility to non-fan voters. 
Even after a number of users become other fans due to prior votes for the story by 
other users, it takes some time for those other fans to return to Digg. Thus there are 
relatively few early other fan votes, leading to poor estimates for the story’s appeal 
to those users. Moreover, the relatively small number of other fans means a single 
early voter with many fans can signifi cantly change the number of other fans away 
from its average value used in the model. These factors lead to the relatively large 
errors in predicting the other fan votes. As a direction for future work, this observa-
tion suggests predictions would benefi t from including measurements of the social 
network of the voters to determine the actual number of other fans at the time of 
prediction rather than using an estimate based on the model. 

 For crowd-sourcing web sites, predicting whether a story will attract a large 
number of votes is often more important than predicting the precise number of votes 
it will receive. Such predictions form the basis of using crowd sourcing to select a 
subset of submitted content to highlight (Lerman and Galstyan  2008 ). As an exam-
ple of this application, we can use the model to predict whether a story will receive 
more than the median number of votes of each type of user based on votes received 
up to various times. Depending on when the prediction is made, classifi cation error 
for submitter fans and non-fans is around 10  % . However, for other fans, the error is 
around 40  % , again refl ecting the challenge of estimating story interestingness from 
the small number of votes by such users (Hogg and Lerman  2012 ). 

 As a more sophisticated application of prediction, a web site could use prediction 
of likely popularity as part of decisions of what content to highlight to users and 
combine with sponsored content such as ads. In this case, it would be useful not 
only to have the prediction but also an indication of how well early user behavior 
allows for accurate predictions, i.e., an estimate of the confi dence of the model’s 
prediction for individual stories. The stochastic approach can provide such esti-
mates. For a given set of model parameter values, prediction variability comes from 
differences in estimated quality of the story to various types of users (Hogg and 
Lerman  2012 ). If the values are poorly determined, predictions will be unreliable. 
We estimate the values from early votes using maximum likelihood estimation, i.e., 
fi nding the values most likely to produce the observed early reaction to the story 
according to the model. Examining how sharply peaked the likelihood is around this 
maximum indicates how tightly the model constrains the estimated values. In par-
ticular, this gives not only the most likely values for the story’s appeal, but also 
confi dence intervals for those values for each type of user. Solving the model using 
the most likely values gives the prediction, while solving the model using the extent 
of the confi dence intervals provides an estimated range for the prediction accuracy. 

 As one example, Fig.  5  shows how confi dence intervals grow with time subse-
quent to the time the prediction was made. In this case, the predictions are made when 
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a story is promoted, based on the votes the story has at that time. Confi dence intervals 
grow as the prediction is projected further into the future and quantify the decreasing 
reliability of predictions over longer time intervals. Subsequently, as the story receives 
more votes the predictions can be updated based on that new information. Since they 
are based on more information about the story, predictions made at later times gener-
ally have smaller confi dence intervals. Thus the confi dence intervals, which are com-
puted from the vote information available at the time of prediction, indicate how well 
the model can predict votes over various time intervals. However, the confi dence 
intervals do not account for all the sources of error. For instance, in some cases the 
error is considerably larger than the confi dence interval, and only about a third of the 
actual votes 24 h after promotion are within the confi dence intervals, whereas we 
would expect about 95 % of the stories to be within the intervals (Hogg and Lerman 
 2012 ). Additional variation could be due, for instance, to votes by exceptionally well-
connected users that signifi cantly increase the story’s visibility compared to the aver-
age value assumed with the model. Large prediction errors can also arise from poor 
estimates of the sizes of the groups of each type of user at the time of prediction, 
which is particularly an issue for the other fans, as discussed above.  

    Conclusion 

 The stochastic framework provides a simple modeling approach to incorporate 
details of user behaviors based on information available on the web site. Creating 
such models is a straight-forward translation of the web site’s user interface into a 
set of states for users and content, as illustrated for Digg. Solving the model pro-
vides insights into how aggregate behavior arises from the interaction between user 
behaviors and web site design. In particular, user models can help distinguish aggre-
gate behaviors that arise from intrinsic properties of the stories (e.g., their interest-
ingness to the user population) from behavior due to the information the web site 
provides, such as ratings of other users and how stories are placed in the site. In 
addition to explaining empirically observed phenomena (e.g., it is easier for submit-
ters with more fans to get a story promoted to the front page, even when the story is 
less interesting), stochastic models also have predictive power. 

 Social media has transformed the Web into a participatory medium and poten-
tially a powerful new computational platform. As people interact online, their col-
lective activity and the structure of the Web itself are becoming increasingly 
complex and dynamic. The stochastic framework described here models emergent 
behaviors in social media. This framework represents individual dynamic entities as 
stochastic processes and allows the modeler to relate aggregate behaviors to these 
descriptions. As illustrated for the social news site Digg, these models indicate how 
people respond to design choices for the web site’s user interface and allow predict-
ing how the user community will react to contributed content based on the behavior 
of the fi rst users to see the new content.     

Stochastic Modeling of Social Behavior on Digg
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 Introduction

One of the most interesting properties of real networks is modularity, i.e., the 
tendency of nodes to partition themselves into communities (Girvan and Newman 
2002; Newman 2006). Loosely speaking, a community is a group of nodes for 
which the density of links within a group is higher than across the groups. Those 
communities might represent groups of individuals with shared interests in online 
social networks, topic-specific research communities in co-authorship networks, 
and so on.

Much recent research has focused on methods for detecting and analyzing com-
munity structure in networks (for a recent review of existing approaches 
see Fortunato (2010) and references therein). However, the dynamical properties of 
modular and correlated networks have started to attract attention only recently 
(Arenas et al. 2006; Galstyan and Cohen 2007; Gleeson 2008; Melnik et al. 2012; 
Payne et al. 2009).

Understanding the impact of group structure on network dynamics is important 
for social computing applications. Consider, for instance, word-of-mouth (or viral) 
marketing of a new product. If different consumer groups have different rating cri-
teria for the product, or different reaction to marketing strategies, then one needs to 
model how influence propagates within and across communities to predict whether 
the product will be a hit, or confined to a small subset of consumers. Similarly, 
understanding how a political message propagates within and across partisan con-
stituencies could be very important for designing effective political campaigns.

Here we report our analysis of a simple dynamical process in networks with 
community structure. We consider a threshold-based dynamical process on networks 
(Watts 2004) where the nodes can be in two states, passive or active. The actual 
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meaning of those states is application-dependent (e.g., in viral marketing activation 
might correspond to purchasing a product). Starting from initial configuration with 
only a handful of nodes in the active state, we consider a discrete-time dynamics 
where at each time step, a passive node becomes active if the number of his active 
neighbors exceeds some predefined threshold. This process is iterated until none of 
the nodes change his state.

We study the dynamical properties of the above model for networks composed of 
two loosely coupled communities. Our main observation is that if the initially active 
nodes (seeds) are contained in one of the communities, then under certain condi-
tions the cascading process has a two-tiered structure, that is, the peaks of the acti-
vation dynamics in each community are well separated in time. Furthermore, 
depending on the link density between and across the groups, and the fraction of 
seed nodes, the activation might either die out, spread to one of the groups, or spread 
to both groups. In particular, for a given network, there is a critical fraction of the 
seed nodes, so that below this critical threshold the activation process is contained, 
while above the threshold the activation spreads throughout the network. This criti-
cal behavior has implications for problems such as influence maximization, where 
one intends to select initial target nodes so that the size of the resulting cascade is 
maximal. In particular, we demonstrate that simple target selection strategies that 
neglect the network community structure can yield overly sub-optimal results.

The rest of the paper is organized as follows: In the next section we formally 
introduce the cascade model and present its mean-field analysis for networks with 
structural heterogeneity-random graphs consisting of two loosely coupled sub- 
graphs (communities). We then elaborate on the implications of the analysis on the 
influence-maximization problem, and present experiments on synthetically gener-
ated networks. We conclude the paper by discussing our main results in the context 
of the existing literature and pointing out open research questions.

 Mean Field Analysis of the Activation Dynamics

 Cascade Model

There are a number of approaches for modeling activation cascades on networks 
(see Borge-Holthoefer et al. (2013) for a recent survey). In this paper we use the 
Linear Threshold Model (Granovetter 1978) (LTM), which, starting from a set of 
initially active nodes, propagates the activation through a threshold-based mecha-
nism. Let  i  be the set of active neighbors of node i. Then the node i is activated 
whenever 

 wij
j

i

iÎ

³


å q  (1)

 Here wi j is the normalized weight of the link between the nodes i and j, ∑jwi j = 1, and 
θi is the activation threshold for the node i. Usually, θ-s are assumed to be random 
variables from some distribution, reflecting the uncertainty about individuals.
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To simplify the analysis, here we use a modified version of the linear threshold 
model, where the threshold condition is applied not to the fraction of active neigh-
bors, but their number. We stress, however, that our main results are valid for the 
fractional threshold model as well, provided that it demonstrates a phase-transition 
behavior.1

Let us associate a binary state variable with each node, si ∈ { 0, 1}, where the 
states 0 and 1 correspond to passive and active states, respectively. Then the dynam-
ics of the process is characterized by the following set of equations: 

 s t W s t hi ij
j

j i( 1) ( )[ ]+ = −∑Θ  (2)

where Θ(x) is the step function,2 hi is the activation threshold for the ith node, and 
W is the adjacency matrix of the network: For the sake of simplicity, we consider the 
case of an unweighted graph, so that the entries in the adjacency matrix are either 0 
or 1. Equation 2 is iterated until steady state is achieved, that is, none of the nodes 
changes its state upon further iteration.

We have previously developed a mean-field theory of activation dynamics on 
modular graphs (Galstyan and Cohen 2007) in the case when the thresholds were the 
same for all the nodes, hi = H. Here we generalize the framework to the case when 
nodes have different activation thresholds, drawn from a specified distribution Ph.

 Activation Cascades in Single-Community Networks

Let us first focus on a single-community network, and consider a graph composed 
of N nodes, where each of the N N 1 2( ) /−  edges is present with probability p. In 
the limit of large N, the resulting degree distribution of nodes in this network is the 
Poisson distribution with a mean z = p N.

Let ρh(t) be the fraction of active nodes with activation threshold h at time t. 
Initially, it equals to the fraction of nodes that have been targeted, r rh ht( 0) ,0= = . 
We assume that probability for a node to be selected as a seed is independent of its 
activation threshold, so that ρh, 0 = ρ0. The total fraction of active nodes is ρ(t) = 
∑hρh(t)Ph. Further, let P(k; t) be the probability that a randomly chosen node is con-
nected with exactly k active nodes at time t. It is easy to see that at time t = 0, k is 
given by Poisson distribution with a mean p N0 ≡ z ρ0.3 To study the dynamics of the 
process, we need to estimate these distributions for later times. To do so, here we use 

1 Furthermore, we would like to argue that the modified model with integer threshold also seems 
more plausible from the social-choice standpoint. Indeed, it is hard to imagine that, when trying to 
make a decision based on our friends’ recommendations, we normalize the number of recommen-
dations by the total number of our friends.
2 Θ(x) = 1 if x ≥ 0, and Θ(x) = 0 otherwise.
3 Strictly speaking, P(k; t) is given by a binomial distribution B(N0, p). However, in the limit of large 
network sizes considered here, we approximate the binomial distribution by the Poisson distribu-
tion as it simplifies the analysis.
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the so called annealed approximation, which has been used to study the dynamical 
properties of random boolean networks (Derrida and Pomeau 1986; Derrida and 
Stauffer 1986; Rohlf and Bornholdt 2002). Within the annealed approximation, one 
averages over the disorder by “rewiring” the network after each iteration. Since 
during the rewiring process all edges are equally likely, it is easy to see that P(k; t) is still 
given by a Poisson distribution: However, the mean now depends on the fraction of 
active nodes ρ(t) = ∑hρh(t)Ph: 

 P k t e
z t

k
z t

k

( ; )
[ ( )]

!
( )= r r  (3)

Consider all the nodes with an activation threshold h. On the first step of the 
cascading process, the fraction of active nodes among those is given by ∑k ≥ hP(k; t 
= 0). In later iterations, the fraction of active nodes can be calculated as follows. 
There are Nh(1 − ρh(t)) passive nodes at time t, and each one of these nodes will 
probability ∑k ≥ hP(k; t). Also, due to the rewiring, some of the Nh(ρh(t) − ρh, 0) active 
nodes will switch to passive state with the rate ∑k < hP(k; t). We note that the initially 
targeted nodes are not allowed to de-activate. Combining these together, and using the 
normalization condition P k t

k =å =
0

( ; ) 1
¥

, we obtain the following set of equations 

 r r rh ht Q h z t( ) (1 ) ( ; ( )),0+ = − −1 1  (4)

where Q h x e x / kk h
x k( , ) !<= -å  is the regularized gamma function.

To get the total fraction of activated nodes, we multiply Eq. 10 by Ph and sum over 
h, which yields 

 r r r( ) (1 ) ( ; ( ))0t P Q h z th
h=0

+ = − − ∑1 1
∞

 (5)

Equation 5 describes the dynamics of the cascading process in the network. For 
a fixed connectivity z, the dynamics depends on the fraction of initially targeted 
nodes, ρ0, as well as on the threshold distribution function Ph. Let us elaborate on 
the latter dependence in more details. First of all, we assume that P0 = 0, i.e., there 
are no nodes that activate spontaneously, aside from the initially targeted nodes. 
Furthermore, simple inspection shows that the dynamical properties of the model 
depend on the fraction of nodes with threshold h = 1, P1. We call these nodes vulner-
able since they will activate whenever one of their neighbors is active. Clearly, if the 
fraction of the vulnerable nodes is sufficiently large, a single node might trigger a 
global cascade throughout the network. Without going into much mathematical 
details, we simply observe that such a global cascade will happen whenever the 
vulnerable nodes form a giant connected component, which, for the random Erdos–
Renyi graphs translates into P1z ∼ 1. In this paper we focus on the case when P1 is 
either zero, or sufficiently small, P1 ≪ 1 ∕ z, so that for a network of size N, the number 
of nodes required to cause a global cascade must be of order O(N).

For the latter case, the analysis of Eq. 5 yields the following observation: For a 
given connectivity z, there is a critical fraction ρc such that for ρ0 < ρc the activation 
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process is localized, while for ρ0 > ρc activation spreads to all the nodes in the net-
work. This is schematically illustrated in Fig. 1a, where we plot ρ(t + 1) against ρ(t). 
Note that the intersections characterize the steady state of the dynamics, or in other 
words, the fraction of activated nodes at the end of the cascading process. Note, that 
there is always one intersection around r r( ) ( ) 1t t+ =1 ≈ . For smaller ρ0, however, 
there is another stable fixed point. One can calculate the critical density by requiring 
that the left hand side of Eq. 5 be tangential to the right hand side, as indicated in the 
inset of Fig. 1a. This yields the following expression for the critical density:
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where x0 satisfies the following equation: 
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Here Dk = ∑i ≤ kPi is the cumulative distribution function for the activation 
thresholds.

In Fig. 1b we compare the analytical prediction with simulation results for the 
case when all the activation thresholds are set to h = 3. The simulations were done 
for a graph with 5 ×104 nodes, and for 50 random trials. Each pair (z, ρc) was con-
sidered to be above the critical line if a global cascade was observed in the majority 
of trials for that parameters. One can see that the agreement of analytical prediction 
and the simulation results are excellent.
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Fig. 1 (a) Graphical representation of Eq. 5 for below-critical (red) and above-critical (blue) val-
ues of ρ0. The inset shows the equation (in the vicinity of the solution) for the critical value ρ = ρc. 
(b) The critical connectivity plotted against the fraction of seed nodes for the threshold parameter 
H = 3. The solid line shows the phase boundary obtained analytically
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 Activation Cascades in Bi-community Networks

Now let us focus on heterogeneous networks where not all the links have the same 
probability. In particular, here we focus on networks that are composed of a rela-
tively small, tight community that is connected with a larger population of nodes, as 
schematically depicted in Fig. 2. We call the nodes in the first and the second com-
munity as A and B, respectively. Note, that the group B itself might be comprised of 
a larger number of sub-communities. This is the case for the networks that we use 
in our experiments. From the analysis perspective, however, we assume that the 
links are homogeneously distributed within each community. In other words, we 
assume that each community is represented by a random Erdos–Renyi graph of Na 
and Nb nodes, respectively, and the interaction between two communities are intro-
duced by linking each of the NaNb with a uniform probability. Such a network is 
fully characterized by within-group connectivities za, zb, and the across the group 
connectivities zab ≡ (Nb ∕ Na)zba.  

For the sake of simplicity, let us assume that the cascading dynamics in group A 
is not affected by the nodes in group B. This is a reasonable assumption as long as 
there are not that many active B-nodes, which is usually the case at the beginning of 
the cascading process. Thus, the activation dynamics of A nodes is still governed by 
the Eq. 5. For the B nodes, the activation dynamics is given by a similar equation, 
with the only difference that it is affected by active A nodes: 

 r r r rb b h
h

b b ba at P Q h z t z t( ) 1 (1 ) ( ; ( ) ( )),0
0

+ = − − +
=

∑1
∞

 (8)

The steady state fraction of active B nodes satisfies the following equation: 

 r r r rb
s

b h
h

b b
s

ba a
sP Q h z z= − − +

=
∑1 (1 ) ( ; ),0

0

∞

 (9)

where ρa
s is the steady state fraction of active A nodes. Thus, the presence of the 

active A nodes facilitates the activation of B nodes, and the effect depends on the 
across the group connectivity zba. Specifically, if zba is very small, then the activa-
tion dynamics in group B can be described as in the previous section. Namely, there 

A

B
Fig. 2 Schematic illustration 
of a bi-community network
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is a threshold fraction of seed nodes so that above the threshold all the B will be 
eventually activated. However, even below the threshold, there is a possibility of a 
global cascade in group B if the across the group connectivity zba is sufficiently 
large. Indeed, our analysis has shown (Galstyan and Cohen 2007) that for a fixed 
within-group connectivity zb, there is a critical across the group connectivity zba

c so 
that for zba > zba

c the activation will propagate from group A to group B and cause a 
global cascade.

Now let us look at the transient dynamics of the activation cascade; see Galstyan 
et al. (2009) for more details. In the continuous time limit, the dynamics can be writ-
ten as 

 t
r

r r r r
d

dt
P Q h z t z ta b

a b a b h
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b b ba a
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Let r ar a r( ) ( ) ( ) ( )t t ta b= + −1 , a = +N N Na a b/ ( ) , be the fraction of active 
nodes in the whole network. In Fig. 3 we compare the solutions obtained from 
Eq. 10 with the results of simulations on randomly generated graphs for the same 
network parameters but two different values of the threshold parameter. The param-
eters of the network are Na = 5, 000, Nb = 15, 000, z zaa bb= = 15 , zab = 4. The frac-
tion of seed nodes is ρa

0 = 0. 1, and t − =1 0.1 . The simulations are averaged over 
100 random realizations.

We note that the agreement between the analytical prediction and results of the 
simulations is quite good. The network settles to the same steady state for both val-
ues of the threshold parameter H: that is, all of the nodes are activated at the end of 
the cascading process. However, the transient dynamics depend on the threshold 
parameter H. For H = 2, activation spreads very quickly through both communities 
and after a short interval all of the nodes are activate. For H = 4, on the other hand, 
the fraction of active nodes seems to saturate, then, in later iterations, ρ(t) increases 
rapidly and eventually all the nodes become active. In Fig. 3b we plot the rate of 
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Fig. 3 Analytical (solid lines) and simulation (circles) results for the activation dynamics. 
The upper panel shows the fraction of active nodes vs. time for threshold parameter H = 2 and 
H = 4. The lower panel shows the activation rate d ρ ∕ d t vs. time for H = 4
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activation process d ρ ∕ d t vs. time for H = 4. Apparently, the peak rates of activation 
in the two communities are separated in time. We call this phenomenon two-tiered 
dynamics. We would like to note that previously such a multi-peak structure has 
been observed in Gupta et al. (1989), where the authors studied the impact of different 
mixing patterns on the spread of sexually transmitted infection.

 Influence Maximization

We now focus on influence maximization in modular networks. From the algorith-
mic standpoint, the influence maximization problem can be stated as follows 
(Domingos and Richardson 2001; Kempe et al. 2003): Given a social network, an 
influence model, and a set of nodes S, let σ(S) be the expected number of nodes 
that will be activated by the end of the cascading process. Then, for a given budget 
M, the influence maximization problem is concerned with finding the set S of size 
M that maximizes the return σ(S). While this problem is known to be NP hard for 
the many influence models, several approximate methods have been developed. 
An important result established in Kempe et al. (2003) states that for a class of 
models that obey the so called diminishing returns property, a simple hill-climb-
ing algorithm, which works by greedily selecting the next best candidate node, 
yields a solution which is guaranteed to be within ∼ 63 % of the optimal. This 
result was further extended to more general models (Kempe et al. 2005; Mossel 
and Roch 2007).

It is quite safe to assume that the diminishing returns property is satisfied in satu-
rated, or near-saturated, niche markets. However, those models might fail to capture 
the dynamics of emerging markets, where the condition of the sub-modular growth 
can be violated. Indeed, many economical and social phenomenon are better 
described in terms of critical phase transitions, where a huge growth is observed 
only after some threshold conditions are met. Here we are interested in this latter 
case. As we demonstrate below, in such critical systems, the structural properties of 
networks can play a significant role in the cascading dynamics. Consequently, selec-
tion strategies that discard the community structure might result in sub-optimal 
solution to the influence maximization problem. The intuition is as follows: since 
the critical number of nodes necessary to cause a cascade for a given connectivity 
grows linearly with the network size, then it might be beneficial to target the smaller 
group first and cause an activation cascade in that group. Afterwards, the activation 
will propagate through the larger network, provided that the density of links between 
the groups is sufficiently strong.

To validate this observation, we performed experiments on synthetic random 
graphs as well as real-world citation networks, using both integer and fractional 
versions of the linear threshold model.4 We examined several different targeting 
strategies. The results presented below are for the random selection (RS), and 

4 Due to space restrictions, here we report our findings only for the integer threshold model on 
synthetic graphs.
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greedy selection with two different tie-breaking mechanisms in case there are more 
than one candidates for selection: A random tie-break, where one of the candidates 
is chosen randomly, and a maximum degree tie-break, where the candidate with the 
maximum number of links is selected. We denote the corresponding algorithms as 
GR S and GM D. Furthermore, we complemented each of those strategies by another 
strategy, which work exactly the same way, but now the candidate nodes are selected 
only from the community A. The corresponding strategies will be differentiated by 
a superscript A: RSA, GRS

A, and G AMD.
We constructed synthetic networks using a generative model known as stochastic 

block model (Holland et al. 1983). Namely, we assume that the network is com-
posed of m groups, with Nm nodes in each. Each pair of nodes within the same group 
are linked with probability pi n, while the pairs across the groups are linked with 
probability po u t. Thus, the corresponding connectivities within and across the 
groups are zi n = pi nNm and z p N Nout out m= −( ) , respectively. In the experiments 
below we used m = 10, and Nm = 100, so that the total network size is N = 1, 000. 
We assume that one of those ten groups constitute the group A, while the remaining 
nine communities form the group B.

In Fig. 4 we plot the fraction of activated nodes against the number of targeted 
nodes for the integer-threshold model, and for different selection strategies. The 
connectivities are set to z zin out= = 10 . The integer thresholds were chosen ran-
domly and uniformly from the interval [2, 10]. One can see that the selection strate-
gies that explicitly target nodes from the smaller community are generally much 
more efficient, compared to the targeting from the general population of nose. 
Namely, for small and large values of N0, both methods have a similar performance. 
However, there is a window [N1

c, N2
c], within which the selection of A nodes is 

clearly superior. Recalling the analysis from the previous section, it is clear that N1
c 

corresponds to the critical threshold for which the activation spreads throughout 
group A, and the spills into the rest of the network. If one targets nodes from the 
general population, on the other hand, this critical effect does not come into play 
until later, when larger number of nodes, N0

2, have been selected. The difference 
N2

c − N1
c depends on the particular selection strategy (e.g., greedy, random selection, 

etc.), as well as the size of the network. For instance, for random selection strate-
gies, the difference can be estimated as ρc(Nb − Na), where ρc is the critical fraction 
of seed nodes required to cause a global cascade (see section “Activation Cascades 
in Single-Community Networks”).

Fig. 4 Results for the integer-threshold LTM
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 Discussion

We have examined linear threshold model of activation cascades in structured 
heterogeneous networks. We demonstrated that for models with critical behavior, 
the structural properties of the network, and specifically, its community structure, 
can have a strong impact on the cascading process. For two-community networks, 
we demonstrated that by targeting nodes from the smaller community, one can 
achieve a cascade with fewer number of seed nodes. This effect is especially signifi-
cant if the sizes of two communities are vastly different.

We note that the networks considered here mimic scenarios where innovations 
are introduced through a small community of early adopters. In this respect, our 
work is related to the organizational viscosity model of Krackhardt (1997) and 
McGrath and Krackhardt (2003) that describes the diffusion of ideas in an organiza-
tion. In their approach, the organization is modeled as a number of interacting sub- 
units, with closer social ties within each unit. When the organization has a more or 
less homogenous structure, then a newly introduced idea cannot survive unless it is 
initially adopted by a large number of individuals. However, if the network describ-
ing the interaction of sub-units meets certain structural conditions, then the idea 
might take over the whole population even starting from a small number of initial 
adopters.

While the analysis shown here was for Erdos–Renyi networks, a similar behavior 
is observed also for communities with power-law degree distribution; see Galstyan 
et al. (2009). One important implication of the heavy tail is that it might affect net-
works dynamical properties, and, in some cases, suppress critical behavior. Finally, 
we note that the binary-state, single-stage model considered here might be too naive 
to capture certain dynamical processes on real-world networks. A number of authors 
have started examining multi-stage models that allow for more fine-grained notion 
of influence (Bruyn and Lilien 2008; Melnik et al. 2013). Another important exten-
sion is enabling nodes with more elaborate temporal dynamics, where the activity 
patterns can be sustained and reinforced over time (Piedrahita et al. 2013). 
Understanding the impact of network modularity on more elaborate dynamical 
models is an interesting future problem. 
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 Introduction

Self-organized synchrony is a group behavior which commonly occurs in nature. 
For example, groups of insects (Sullivan 1981), birds (Emlen 1952), and fish (Shaw 
1978) can coordinate their moves and speeds with their neighbors so that they can 
all move together, behavior called swarming, flocking, schooling, and herding, for 
different kinds of species. Other examples of such behavior include fireflies that 
flash in unison (Mirollo and Strogatz 1990), pacemaker cells in the heart (Kuramoto 
and Yamagishi 1990), neural activities in cognitive processing (Fries 2005), etc. 
Synchrony is also a staple in social settings: choir singing (Müller and Lindenberger 
2011), synchronization of applause in concert goers (Neda et al. 2000), and the 
formation of public opinion (Haken 2004) are easily recognizable examples. 
Another example is the collaboration in decentralized communities, e.g. among 
developers in Open Source Software (OSS) projects (Pinzger and Gall 2010; Xuan 
et al. 2012; Posnett et al. 2013). Yet other examples include the herd behavior 
among stock market traders (Scharfstein and Stein 1990; Chiang and Zheng 2010), 
the collective attention and emotion waves in online communities (Lehmann et al. 
2012; Schweitzer and Garcia 2010), and language mimic (Gonzales et al. 2010).

It may be surprising that such synchronized behavior arises spontaneously without 
overall coordination and centralized authority. In fact, in all those groups synchro-
nization emerges spontaneously, driven by simple decisions made by individuals in 
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the group, based on limited sensory input of the behavior of their immediate neighbors. 
Staying synchronized with others takes effort, and thus comes at some cost to the 
individual. Thus, there are benefits to being synchronized, ranging from higher 
attractiveness to mates (fireflies) and evading predators (school of fish), to expressing 
forceful appreciation (concert goers).

Understanding the emergent behavior of complex systems which lack centralized 
governance would greatly enhance our understanding and interaction with the world 
around us. Recently, computer scientists have much benefited from observing self-
organized biological systems and simulating their distributed rules in order to solve 
computational problems efficiently. E.g., a number of artificial intelligent algo-
rithms (Navlakha and Bar-Joseph 2011; Anthony and Bartlett 2009; Dorigo and 
Blum 2005; Poli et al. 2007) were proposed to solve computational tasks of non- 
trivial difficulty (Vellido et al. 1999; Singh et al. 2009; Merkle et al. 2002; Aghdam 
et al. 2009; Gaing 2003). Meanwhile, these natural rules were also adopted to design 
distributed control schemes (Blaabjerg et al. 2006; Yu et al. 2012; Yan and Chen 
2013) for groups of artifacts in order to deal with complex tasks, e.g., formation of 
spacecrafts (Beard and Hadaegh 2001) and robotic drumming (Crick et al. 2006). 
Effective study of synchrony in nature and society requires the use of quantitative 
analysis methods and data sets exemplifying such behavior.

Here we review work on social synchrony, a phenomenon arising when a group 
of people perform similar actions in a short period of time, actions which, over time, 
lead to the accomplishment of tasks of significant complexity (Choudhury et al. 
2009). Although not all naturally occurring social synchrony is well understood, a 
significant corpus of work on these questions has amassed. A typical property of 
social synchrony is that individuals can obtain some information of others’ behav-
ior, followed by a simple modification of one’s own behavior. Repeating this behav-
ior leads to the emergence of the self-organized collective. This leads to several 
important questions that we and others have asked:

 1. Synchrony is easy to describe and observe, but how can synchrony be measured 
and modeled in social groups?

 2. If social ties among individuals and their behavior are in correlation, then what 
is the role of the social network structure on their synchronization?

 3. Why do individuals synchronize their activities with each other, i.e., what is the 
benefit of synchronization? Does it lead to synergy?

This review chapter is structured around the above questions, and thus will elab-
orate on the quantitative aspects of social synchrony modeling, including specific 
metrics and models, the impact of social structure on the ability to synchronize, and 
the possible benefits of synchronization for the individual and community. Formal 
mathematical descriptions are used in the following sections for completeness; the 
chapter can be followed and understood sans the mathematical formalism.

Where appropriate, we will also summarize our results on the subject. Our own 
research work has recently centered on understanding self-organization in those social 
networks formed to achieve specific tasks, which we call task-oriented networks. To 
that end, we have focused significant attention on Open Source Software communities. 
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An established avenue for creating social capital, and reachly rewarding for the volun-
teer participants, OSS are examples of projects where people work in the absence of a 
coordinating hierarchy, to create snippets of code which when put together become 
complex artifacts of useful software. Some popular OSSs are Apache web server, 
Linux operating system, and the Mozzila web browser, but thousands of others exist. 
The software developers in OSS can be thought of as collaborating remotely on pro-
gramming tasks, code integration, documentation writing, bug fixing, etc., while coor-
dinating their work via electronic communication or by sharing examples. At the end 
of the chapter we present a case study on synchronization of software developers’ 
activities in the Apache web server project.

 Metrics and Models for Social Synchrony

Information exchange is necessary to achieve synchrony. A social network describes 
the links through which pairs of individuals exchange information. The following 
model is often used to describe the dynamics in social networks (Yan and Chen 
2013; Park et al. 2006; Arenas et al. 2008; Gómez-Gardeñes et al. 2007): 

 �x t F x t G x t x t i Ni i
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i j
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where xi(t) and πi are the state and the neighbor set of individual vi, δ is the coupling 
strength, F( ⋅) is the individual dynamics, and G(⋅) is the coupling function through 
which different individuals interact with each other. The group of individuals 
v1, v2, …, vN are considered mathematically synchronized if and only if 
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as t → ∞ (Yu et al. 2012; Lü and Chen 2005; Li et al. 2007). However, Eq. (2) cannot 
be directly used to measure the synchrony in real systems because of their finite life 
span, and also because individuals may not take actions at the exactly same time, 
i.e., there might be short delays between their actions. To overcome these limita-
tions, recently, several quantitative methods were proposed to measure social syn-
chrony more realistically.

Sun et al. (2011) modeled synchrony in a group of cows, of two different behav-
ioral states, eating or lying down. If we denote by τi(k) the kth time at which cow vi 
switches to certain state (switching action), then the synchrony of this state between 
cows vi and vj is measured by 

 Dij i j
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K
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where it is assumed that the two cows have the same number of switching actions. 
A smaller value of Δi j indicates more synchrony of the two individuals. Then, for 
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N cows, the group synchrony is measured by averaging over all pairwise 
synchronies: 

 D D D= á ñ =
=

åij ij
i j

N
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2
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,

 (4)

An alternative metric for synchrony is to directly count how often all individuals 
have the same state (Fæevik et al. 2008).

In many real cases different individuals may be active at very different rates in 
any given time interval, and each action may last for only a very short period of 
time, or even be discrete, i.e., the activities may form a Zero-measure set on the time 
axis. For example, in Open Source Software projects, different software developers 
have different rhythms of submitting changes to the software, and only the times 
when they submitted the changes are recorded. To address this situation, we have 
proposed the following more general metric for synchrony.

 1. Identify activity bursts. From the time-series of activities for each individual, 
identify activity bursts based on a one-dimensional clustering method, i.e., first 
inter-activity time intervals larger than a predefined time window θ are obtained, 
then the activities between two consecutive large intervals are grouped as an 
“active burst”, with occurrence time equal to the average of the times of the first 
and the last activities in this burst.

 2. Smooth bursts. Let Γi be the set of all occurrence times of activity bursts of indi-
vidual vi. The smoothing function of the activity bursts is constructed by using 
Gaussian kernels (Moon 2001), as follows: 
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 3. Calculate synchrony through correlation. For each pair of individuals vi and vj, 
their centralized curves are obtained by subtracting the corresponding average 
value in the time interval [TL, TU], where TL and TU are the minimum and maxi-
mum elements in the set Γi ∪Γj, respectively. Their synchrony is calculated by 
the Pearson correlation coefficient (Chatterjee and Price 1991) between the two 
centralized curves. Similarly, the group synchrony is calculated by averaging 
over all pairwise synchronies.

The metrics above calculate synchronies but don’t tell us if those values are sig-
nificantly different than those that would result from chance synchronization. To 
calculate the significance of the results we need a random or null model of behavior 
for all possible activities. One null model example is the uniform model, and another 
is a class of models that results from randomly permuting the labels on the events in 
the time series (bootstrapping) (Xuan et al. 2012). Using such models, the data can 
be randomized many times, each resulting in a population, and then pairwise syn-
chronies can be computed for the individuals in each population. This procedure 
will yield a distribution with which the statistical significance of the real case can be 
assessed, using tests such as the t-test or the Wilcoxon-Mann-Whitney test.
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 The Impact of the Network Architecture on Synchrony

Based on the mathematical model represented by Eq. (1), we can see that synchrony 
may depend on the underlying network structure. As a result, it is of much scientific 
interest to characterize the kinds of networks which can facilitate synchrony.

In many theoretical works (Park et al. 2006; Arenas et al. 2008; Barahona and 
Pecora 2002; Hong et al. 2004; Motter et al 2005; Lerman and Ghosh 2012), it is 
simply assumed that 

 G x t x t H x t H x ti j j i( ( ), ( )) ( ( )) ( ( )),= -  (6)

 where H(⋅) is called the output function. Equation (6) is intuitive by considering 
that each individual is cooperative and hopes to be in an activity state close to those 
of its neighbors. By substituting Eq. (6) into Eq. (1), we have 
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where L is the Laplacian matrix with its element Li j = − 1 if vi and vj are neighbors 
in the network, Li i = ki if vi has degree ki, and Li j = 0 otherwise. If the network is 
connected, i.e., there is a path between each pair of nodes, the Laplacian matrix has 
the eigenvalues satisfying 0 = λ1 <  λ2 ≤ λ3 ≤ … ≤ λN.

Nishikawa et al. (2003) found that the network’s ability to synchronize is deter-
mined by λN ∕ λ2: the smaller that ratio, the less difficult it is to synchronize the 
dynamics of the nodes, and vice versa. Then, the question is which kind of networks 
have relatively small ratio of λN over λ2. Several studies (Barahona and Pecora 
2002; Donetti et al. 2003; Xuan et al. 2009) proved that the ratio is mainly deter-
mined by two factors: small world property and homogeneity. That is, a group of 
individuals are more likely to synchronize with each other when they are close to 
each other, i.e., have short average distance, and meanwhile have similar social 
status, i.e., have similar degrees. Thus, it is easy to infer that the fully connected 
network has the maximum synchronization ability since it has the minimum average 
distance and all the nodes have exactly the same degree. In fact, it can be proved 
that, in a fully connected network of N nodes, λ2 and λN have the same value N, so 
that the ratio λN ∕ λ2 is equal to 1, which is the minimum over all connected networks 
(Chen et al. 2012). However, in most real cases, an individual cannot establish and 
keep the social ties with all others in a social system, especially when the system is 
large. Therefore, it is of much interest to identify the optimal network structures for 
synchrony under the condition that the average degree is fixed and much smaller 
than the network size. Donetti et al. (2003) proposed a method to minimize the 
eigenvalue ratio by a rewiring process, and they found that the optimal networks 
have extremely homogeneous structure, i.e., very small variance in degree, node 
distance, betweenness, and loop distributions (Costa et al. 2007), properties similar 
to those of Cage graphs (http://mathworld.wolfram.com/CageGraph.html) studied 
by many mathematicians. We obtained the same result by adopting another method 
(Xuan et al. 2009), where the average shortest path length rather than the ratio is 
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minimized by a rewiring process under the condition that all nodes have exactly the 
same degree. In fact, we found that the average shortest path length and the ratio 
λN ∕ λ2 are linearly correlated in the optimization process. Since such optimization 
algorithms are always very time-consuming, we also proposed a growth model to 
obtain sub-optimal structure of large-scale networks in this work.

Most real-world networks have heterogeneous and modular structure (Barabási 
and Albert 1999; Girvan and Newman 2002; Ravasz et al. 2002; Xuan et al. 2006). 
When looking inside, it was found that hub nodes and the links connecting different 
modules play key roles in the synchronization process (Choudhury et al. 2009; Park 
et al. 2006; Wang and Chen 2002). For example, theoretical analysis (Wang and Chen 
2002) proved that the network of individuals are more likely to be synchronized when 
those highly connected individuals are selected as leaders (they are not influenced by 
others), i.e., smaller number of leaders are needed, as compared to the random case, 
while empirical studies of the popular social site Digg (Choudhury et al. 2009) also 
indicate that large-scale social synchronies are more likely to arise if initialized by 
individuals with larger numbers of connections. Recent studies of synchrony on mod-
ular networks can also provide some useful insights. In fact, synchrony always occurs 
within each module at group level because the nodes in each module are always 
highly connected, almost like a fully connected subnetwork. However, the steady 
states of different modules may be independent from each other, i.e., the global syn-
chrony cannot be achieved at system level, unless there are enough between-module 
links including some random and long- range links among these modules (Park et al. 
2006; Oh et al. 2005; Zhou et al. 2007). These findings indicate that the links con-
necting different modules are important for the systemic behaviors.

The Kuramoto model (Arenas et al. 2008; Acebrón et al. 2005) may be the most 
well-known model to study the synchronization on networks. In this model, 
F(θi) ≡ ωi and G(θi, θj) ≡ sin(θj − θi), where ωi is the natural frequency of node vi, θi 
rather than xi is adopted as the state of a node in order to keep these symbols the 
same as those in the related references, and the time t is omitted for simplicity. 
Then, we have the following collective dynamics: 

 �q w d q q
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The synchronization here means that a group of individuals with different natural 
frequencies may oscillate with the same mean frequency when their coupling 
strength exceeds some critical point determined by the network structure. Note that 
this model can be theoretical analyzed, and Arenas et al. (2008) have provided a 
detailed review for this kind of study, which will not be extendedly discussed here. 
In fact, the Kuramoto model on networks has a simple linear form: 
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Recently, Lerman and Ghosh (2012) proposed a more general linear model by 
replacing the Laplacian matrix L in Eq. (9) by R ≡ α I − A in order to describe non- 
conservative social and biological processes more appropriately. The synchronization 
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process partly depends on network structure, as a result, it can also be used to identify 
the network structure (Arenas et al. 2006; Boccaletti et al. 2007; Li et al. 2008; Fortunato 
2010), e.g., detect communities. Interestingly, Lerman and Ghosh (2012) found that 
the identified network structure may be different by using different kinds of interac-
tions in the synchronization scheme, which suggests that such methods for identifying 
local structures in complex networks must be used with great care.

 Benefits of Social Synchrony: Toward Synergy

One of the reasons that a group of individuals prefer to take similar actions in cer-
tain time is that they want to deal with complex tasks more efficiently, in other 
words, they see synchrony as a way for the group to gain more than what each indi-
vidual puts in. Thus, they aim to achieve synergy, defined as the creation of a whole 
that is greater than the sum of its parts (French et al. 2008). There are a dozen of 
such examples in nature. Ants are more likely to follow others in the same colony in 
order to perform better when they search and carry food as a group (Deneubourg 
et al. 1983; Dorigo et al. 1996). Male fireflies synchronize their flashing rhythm in 
order attract more females in a wide-range area (Otte 1980; Lewis and Cratsley 
2008). A larger flocking of birds can help them detect approaching predators with a 
higher probability (Siegfried and Underhill 1975), meanwhile, formation flight can 
also reduce the flying cost on aerodynamics aspect (Hummel 1983), which can 
explain why groups of birds always present special shapes when they migrate over 
a long distance.

There are also many reasons for humans to synchronize our actions with others: 
Macrae et al. (2008) found that the synchrony of movements during social exchanges 
may facilitate the person perception process, e.g., the memory for an interaction 
partner’s characters can be enhanced during this process. Hove and Risen designed 
experiments to show that interpersonal synchrony increases affiliation with a group 
(Hove and Risen 2009), similar to the effect of mimicry (Lakin et al. 2003), which 
may provide evidence for the hypothesis that such phenomena may play important 
role in social cohesion (Freeman 2000). While recently Paladino et al. (2010) sug-
gested that synchrony may also have a magic to blurs self-other boundaries. All of 
these psychological findings indicate that social synchrony is selected evolution-
arily, which may help a group of people increase their cooperative ability to better 
solve complex social tasks, as validated by Gonzales et al. (2010), Valdesolo et al. 
(2010), and Wiltermuth and Heath (2009) in their empirical studies. Moreover, 
Woolley et al. (2010) suggested that such cooperative ability can be characterized as 
a general collective intelligence factor, i.e., they found that the group performances 
on different tasks are significantly positively correlated, while the average and max-
imum performances of individual group members are not, and this factor can further 
be used to predict the group performance on other tasks. More on collective intelli-
gence can be found in Woolley and Hashmi’s chapter of this book. Having chosen a 
metric and model of synchrony as described in the above sections, synergy can be 
studied as an outcome, by modeling it in terms of the observed synchronizations in 
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the groups or in the whole system. Great attention must be paid to following good 
modeling habits to avoid colinearities and other statistical obstacles.

 A Case Study of Synchrony in Open Source Software Systems

Open Source Software systems provide a good platform to analytically study social 
synchrony and synergy among people. In OSS, groups of volunteer software devel-
opers create a software artifact by sharing programming experiences, finding bugs, 
or committing to files directly. OSS resemble ecological systems (Posnett et al. 
2013) in that in addition to the actual developers, they attract thousands of users and 
other contributors looking to gain knowledge. These human resources, in turn, make 
the software grow faster and become better by providing feedbacks and joining the 
ranks of developers occasionally. Pavlic and Pratt, in another chapter of this book, 
compare eusocial insect behavior with human behavior conceptually in the context 
of OSS on a variety of dimensions.

Here, we look at projects from the Apache Software Foundation, and show how 
to validate whether developers prefer to work together or not, i.e., we show how to 
measure social synchrony and demonstrate that it is prevalent in these projects. We 
selected the six projects Ant, Axis2_java, Cxf, Derby, Lucene, and Openejb because 
they contain most developers so that we can get most meaningful statistical results. 
The data, gathered on March 24th, 2012, contains both the commit-code-to-file 
(commits) activities and the communication activities (emails) among developers. 
For each commit in a project, we have gathered the developer ID, file ID, the sub-
mitting time in seconds, and the numbers of added and deleted lines of code in each 
file. For each email communication activity, we have the sender ID, receiver ID, and 
the sending time in seconds.

Based on this data we calculated group synchrony. First, we filtered the data by 
selecting the files committed to by at least ten developers, and considered each 
month from the first to the last commit time as a time window. For each file fi, out 
of a total of M across all six projects, we counted the number of developers, denoted 
by ni(t), that committed to this file in each time window t. Let Xi the total number 
of months in the time interval and Yi = maxtni(t). Then, for each fi, we obtained an 
Xi ×Yi binary count matrix Ai, with its elements Ai(t, ni(t)) = 1 and the others equal 
to zero.

Note that the count matrix Ai shows that developers worked together in the same 
month on the same file, which, however, may be largely dependent on their own 
working rhythms, i.e., Yi will be very large if the developers worked on the file fre-
quently and will be very small otherwise. Therefore, to establish a baseline, we need 
to create simulated count matrices for comparison. To do that, we randomized the 
data as follows. If developer vj committed to the file in hi j months, we randomly 
permuted these hi j active months among the total Yi months. We repeated that pro-
cess 100 times and got 100 binary matrices, denoted by Bi

l, l = 1, 2, …, 100, for these 
random cases. Note that the real and simulated matrices may have different sizes, in 
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which case we then expand the smaller matrices by filling them with zeros, so that 
all these matrices have the exactly same size. When considering all M files together, 
we also expand smaller matrices by the same method, and still denote them by Ai 
and Bi

l, i = 1, 2, …, M, l = 1, 2, …, 100. Then, we can calculate the real and simulated 
matrix counts by: 

 A A B Bi
i

M

i
l

li

M

= =
= ==
å åå

1 1

100

1

1

100
,  (10)

respectively. Based on these two matrices, we can get a significance matrix C with 
each element calculated by ci j = (ai j − bi j) ∕ bi j, which shows how significantly differ-
ently than chance the developers prefer to work together as a group at a certain scale. 
Here, only the elements satisfying ai j ≥ 5 and bi j ≥ 0. 1 are considered. The signifi-
cance matrix C for the first 2 years of the lives of the files is visualized in Fig. 1, where 
we can see that developers indeed prefer to work together as a group at larger scale, 
and the absence of most points when S = 1 indicates that they seldom work alone.

 Conclusions

In this chapter, we have described social synchrony, and reviewed proposed metrics 
and models for it. We also discussed its possible benefits in social groups, especially 
how it leads to synergy among participants. We applied those methods to the analy-
sis of distributed software development as a case study. In our analysis, we success-
fully discovered group synchrony of code developers when they commit to files, 
demonstrating the utility of this technique.

Future work involves extending this technique to identify synchrony patterns in 
OSS systems, based on which more realistic synchrony models for code developers 
can be created. These methods can also be used to analyze other social communi-
ties, where people cooperate with each other to finish complex tasks, e.g., online 
knowledge communities like Wikipedia, or question and answer communities such 
as Stack Overflow, where people share knowledge by shaping answers for technical 
problems together.

T

S

Fig. 1 The visualization of the significance matrix C. Here, S is the group size and T is a month in 
the first 2 years for each file since it was created. The elements with ai j < 5, bi j < 0. 1, or ci j ≤ 0 are 
not shown. The point size is proportional to the value of the corresponding element in matrix C
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           Introduction 

 Human decision making is hard to capture in computation systems because it is 
strongly driven by insight and creativity and infl uenced by cognitive biases. Qualities 
such as the ability to focus on what is perceived to be most important and the capac-
ity to make quick decisions by insight and intuition make human judgment uniquely 
effective (Gigerenzer  2007 ; Gladwell  2005 ). However, the same qualities can also 
be responsible for fallacious reasoning when judgment is affected by memory limi-
tations (Miller  1956 ), lack of knowledge/expertise (Klein  1998 ), and biased judg-
ment due to factors such as increased confi dence in extreme judgments and highly 
correlated observables (Kahneman and Tversky  1973 ), positive framing (Tversky 
and Kahneman  1981 ), “groupthink” (Janis  1972 ; Surowiecki  2004 ), and premature 
commitment to a single expected outcome (Heuer  1999 ). The ability to understand 
weaknesses and leverage strengths in the human decision process is crucial in 
designing human computation systems which effectively benefi t from and comple-
ment human intelligence. 

 In this chapter, we review some of the challenges and opportunities regarding the 
integration of human decision making into human computation systems and discuss 
ways in which challenges can be met to avail ourselves of the opportunities afforded. 
We discuss a  gamifi cation  approach in which gameplay is applied to real-world prob-
lems to develop social intelligence and support analysis and decision-making through 
a concerted reasoning effort that interleaves human and machine intelligence. We 
describe a systematic methodology for integrating modeling algorithms within a seri-
ous gaming environment in which role-playing by human agents provides updates to 
model nodes and the ensuing model outcomes in turn infl uence the behavior of the 
human players. The approach implements a strong functional partnership between 
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human players and computer models that leverages modularity and independence 
across participating agents and components to facilitate the connection between 
model and game structures. We illustrate an embodiment of this approach with refer-
ence to the characterization of transactions in illicit nuclear traffi cking.  

    Decision Making and Risk Perception 

 Risk perception plays a major role in regulating human decision-making. For exam-
ple, experiments performed to see how people evaluated probabilities (Kahneman 
and Tversky  1973 ,  1974 ; Tversky and Kahneman  1981 ) demonstrate that people are 
risk-averse with respect to gains, but risk-seeking about losses. A certain outcome 
is preferred over a gamble with a higher expected utility which presents the possibil-
ity of total loss, while the hope for the chance of losing nothing is preferred over a 
sure but smaller loss. Understanding how cognitive and cultural biases impact risk 
perception is therefore crucial in designing a strategy for integrating the human 
decision making process in human computation systems. 

 Psychometric approaches to risk perception (Kahneman and Tversky  1974 ; Starr 
 1969 ; Slovic  1987 ) have made signifi cant strides in identifying cognitive factors 
responsible for infl uencing the individual perceptions of risk. Social and cultural 
approaches (Douglas and Wildavsky  1982 ) have broadened the scope of risk per-
ception research by focusing on how the perception of risk refl ects an individual’s 
commitment to competing cultural and political views. Several promising interdis-
ciplinary efforts are underway to integrate the psychometric and sociocultural per-
spectives into a unifi ed cultural and cognitive framework of risk perception (Kahan 
et al.  2010 ; Kasperson et al.  2003 ). 

 Kahneman’s and Tversky’s groundbreaking experimental and theoretical work 
on the psychology of decision-making (Kahneman and Tversky  1973 ,  1974 ; 
Tversky and Kahneman  1981 ) paved the way to the identifi cation of patterns of 
deviation in human judgment that occur under risk. Through empirical observation, 
Kahneman and Tversky ( 1974 ) propose that people rely on simple heuristics when 
exerting judgment under uncertainty. These heuristics are crucial in streamlining 
human decision-making so as to achieve an ideal balance between judgment effec-
tiveness and use of cognitive-processing and information resources. However, they 
also lead to cognitive biases. For example, Tversky and Kahneman ( 1981 ) showed 
through a series of experiments that different ways of framing the same risk infor-
mation can have diametrically opposite responses. In one of these experiments, sub-
jects were asked to choose health intervention options to combat a disease outbreak 
expected to kill 600 people. The fi rst choice was between program A, which would 
save 200 people, and program B, which would either save all the people with a 1/3 
probability or no people with a 2/3 probability. Most subjects preferred the guaran-
tee that 200 people be saved (A) rather than risking everyone dying (B). However, 
when asked to choose between program B and program C, in which 400 people 
would die, most subjects chose program B, even though the expected outcomes of 
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programs A and C are identical in terms of casualties. The overtly expressed certain 
death of 400 people is less acceptable than the two-in-three chance that all would die. 

 Risk perception research within the psychometric paradigm has increasingly 
emphasized the role of affect and emotion on risk perception. The impact of fear/
dread, outrage, familiarity and uncertainty/lack of control were demonstrated early 
on to be important determinants of risk perception (Slovic  1987 ). Recent work has 
focused on capturing the emotion components into an affect heuristic, according to 
which positive and negative affect is modulated by information about benefi ts and 
risks (Slovic et al.  2005 ). 

 Risk perception is also regulated by social and cultural identity factors. As indi-
viduals, we typically form judgments within a social context. Consequently, our 
assessment of risk is fi ltered through concerns about safety, power, justice and legiti-
macy that are germane to the social enclave with which we identify. Our perception 
of risk thus refl ects our individual commitment to specifi c cultural values, as opposed 
to alternative ones. Following this line of reasoning, the cultural theory of risk 
(Douglas and Wildavsky  1982 ) explains variance in the perception of risk in terms 
of social and cultural values to which allegiance grants taking higher risks. The 
polemic surrounding the human-papillomavirus (HPV) vaccination is a good exam-
ple of how critical one’s own commitment to specifi c cultural values determines the 
willingness to accept a higher or lower risk. HPV is responsible for 70 % of cervical 
cancers, 80 % of anal cancers, 60 % of vaginal cancers, and 40 % of vulvar cancers 
(De Vuyst et al.  2009 ). Since 2006, when the U.S. Food and Drug Administration 
approved the fi rst preventive HPV vaccine, political dispute has hindered a plan to 
vaccinate US girls against HPV, amid claims that the vaccine causes harmful side 
effects and promotes unsafe sex among teens (Kahan  2010a ). Interestingly, experi-
mental evidence (Kahan et al.  2010 ) shows that when the arguments pro and against 
HPV vaccination are conveyed in such a manner as to reduce “biased assimilation” 
(i.e., the propensity to credit and dismiss information so as to confi rm one’s own 
prior beliefs), opinion polarization diminishes. People react more open-mindedly 
towards achieving scientifi c consensus instead of forming risk perceptions that 
refl ect their commitments to controversial views of ethics and morality. 

 While psychometric and sociocultural approaches have emphasized diverse fac-
ets of human behavior that shape how people perceive risk, both sides have long 
recognized that an integration of the two perspectives is highly desirable. This intel-
lectual advancement has led to the establishment of a new approach to risk percep-
tion, known as  cultural cognition of risk , as an interdisciplinary endeavor that draws 
from several social science disciplines including psychology, anthropology, politi-
cal science, sociology, and communications (Kahan et al.  2010 ; Slovic  2006 ). 
According to cultural cognition, people form perceptions of risk which conform 
with the behavior they and their peers fi nd honorable and socially benefi cial. For 
example, people who subscribe to individualistic values are inclined to value com-
merce and industry and accept or doubt environmental risks ensuing from such 
activities, while people who subscribe to egalitarian and communitarian values tend 
to regard commerce and industry as sources of inequality and are more critical of 
environmental risks (Kahan  2010b ; Kahan et al.  2006 ). Experimental studies have 
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provided strong support for this hypothesis and established a new paradigm for the 
study of risk perception based on attitudinal measurements (Kahan  2010a ). These 
measurements are now starting to be used to support the creation of models and 
simulations of risk perception (Burns and Slovic  2007 ). Human computation sys-
tems can benefi t from the integration of these models to manage human judgment 
biases due to the psychosocial amplifi cation of risk.  

    Serious Gaming as a Psychosocial and Cultural Aware Human 
Computation System 

 Analytical or serious gaming provides a unique opportunity to address cognitive 
and cultural biases in human decision-making through the use of role-playing and 
gameplay. These game mechanics leverage people’s natural desires for competition, 
achievement, status, self-expression, altruism, and closure to engage people in col-
laborative problem solving. For example, game logics can be used as a control 
mechanism to compare, contrast and measure (e.g. via scoring) different problem 
solving strategies. Such a control mechanism is usually be represented as a set of 
rules implemented by a human game master or a computer model (or a combination 
of the two) that regulate outcomes during gameplay. Using resources allocated to 
each role, and the game logic and activities, human players can update model 
parameters and engender new model outcomes which in turn infl uence the behavior 
of the human players in the game. The approach ensures a strong functional partner-
ship between human players and computer models that regulate or/and predict role- 
play behavior, while maintaining a high degree of independence and greatly 
facilitating the connection between model artifacts (e.g. computational agents), 
human players, and game structures. The outcome of this approach is a collabora-
tive decision-making process which exploits cognitive and cultural awareness to 
engage human creativity and reduce the impact of biases on human judgment. 

    Background 

 Due to their great potential as an aid to understanding complex issues, role-playing 
games (RPG) are currently being widely tested for learning and training purposes, 
and to a lesser extent for analysis and decision making. In RPGs, players endeavour 
to enact the roles of fi ctional characters within a narrative, either through literal act-
ing or through a process of structured decision-making in which the players’ actions 
succeed or fail according to a formal system of rules and guidelines (Sanfi lippo et al. 
 2010 ; Cover  2010 ). RPGs can be played live as tabletop, live-action, or computer 
games. Tabletop RPGs are conducted through discussion, while in live action role-
playing games players physically perform their characters’ actions (Tychsen  2006 ). 
Both tabletop and live-action RPGS rely on a game master to administer and the 
rules and setting of the game and referee its outcomes. Computer RPGs exist both as 
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multi-player games, such as massively multiplayer online role- playing games 
(MMORPGs), and single-player games. MMORPGs can be regarded as an imple-
mentation of tabletop or live-action RPGS, in which discussion and live perfor-
mance is computationally mediated and the function of the game master is partially 
or fully automated. 

 In a recent literature survey, (Sanfi lippo et al.  2010 ) found that approximately 
32 % of 684 RPG systems examined for the period 2000–2008 address analysis and 
decision support. Only a small proportion of this subset focuses on how to bridge 
across human judgment and machine inference, with reference to criteria such as 
the ability of the game to facilitate interactions across human players and accom-
modate a player’s request for a resource or outcome not represented in the game 
(Table  1 ).

   Figure  1  below illustrates how a selection of the systems surveyed rank accord-
ing to the criteria described in Table  1 . As shown, only a few systems (those enclosed 

    Table 1    Criteria that promote a system’s ability to bridge across human judgment and machine 
inference (Adapted from Sanfi lippo et al.  2010 )   

  Social interaction   Games that allow multiple human players to interact 
(negotiate, compromise, etc.) contribute more than those that do not 
bridge the gap between human and machine reasoning, as human 
judgment is often performed as a collective activity 

  Adaptability & 
fl exibility  

 Degree of role restriction, e.g. are the players’ roles solely determined 
by the roles in the model? Can new roles be defi ned in the game by 
grouping model parameters at will to match the player’s wishes? 

 Can the players specify new model rules and parameters? 
 Can the game outputs be modifi ed to fi t decision making requirements? 

  Fig. 1    Comparison of selected game systems (Adapted from Sanfi lippo  2010 )       
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in the circle) appear to have a high degree of social interaction and at the same time 
exhibit some degree of adaptability/fl exibility. For example, in the  World Cellular 
Model  (Valkering et al.  2007 ) multiple players interact with the goal to “survive” in 
a sustainable world. Players can modify some aspects of game rules through a 
weighted vote, include new events and drivers, and enact a game scoping stage 
based on previous game outcomes; however, the players’ roles seem to be rigidly 
determined by the roles in the model. The  Infrastratego  game (Kuit et al.  2005 ) is 
highly interactive including up to 40–50 participants and players can negotiate the 
introduction of new rules with the game master/controller. The  Pieplue  game 
(Barretau and Abrami  2008 ) enables participatory decision making; rules are set up 
in advance, but new parameters can be introduced into the game.

       Analytical Gaming 

 Analytical Gaming (AG) (Sanfi lippo et al.  2010 ; Riensche et al.  2009 ,  2000 ) pro-
vides an environment in which analysts and decision makers can engage in interac-
tive role-play to critique each other’s ideas and action plans in order to achieve 
preparedness in real-world situations. AG facilitates creation and execution of 
games analogous to traditional tabletop simulation exercises. One application of the 
AG approach is to generate virtual evidence, by recording the behaviors of players, 
for calibrating model parameters in the absence or sparseness of real-world evi-
dence. AG may also be confi gured as a collaborative and interactive interface to 
computer models. In constructing such environments, (Sanfi lippo et al.  2010 ; 
Riensche et al.  2009 ,  2000 ) set a number of goals, including:

•    Defi ne interfaces that allow inclusion of computerized data sources (e.g., mod-
els/simulations, historic datasets) in an interactive environment.  

•   Defi ne interfaces that allow display of an environmental state (informed by the 
aforementioned data sources) to players in ways that are naturally intuitive and 
realistic.  

•   Defi ne interfaces by which players may interact with the environment (and by 
extension, other players and underlying models).  

•   Construct software architectures to implement these interfaces in such a way that 
the architectural “building blocks” are reusable across multiple distinct games.  

•   Leverage the use of common software architecture across multiple games to col-
lect data regarding player actions and environmental/model states during game 
play, which can be used to reconstruct a history of game play(s) and to analyze 
the context of player actions and interactions.    

 As described in (Riensche et al.  2009 ,  2000 ), the abstract architecture that imple-
ments such goals includes the following notions:

•     Domain models –the applicable computational models that we can use to drive 
changes in the game environment.  
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•    Roles –the roles we will ask players to assume. Identifi cation of roles includes 
determining how and why a player in a particular role would be involved in the 
scenario represented by a game, what that player’s objectives would be, and the 
means by which the player may infl uence the environment.  

•    Game parameters –the underlying data parameters that describe the state of the 
environment.  

•    Game elements –the user interface devices by which information is exchanged 
between the environment and users.  

•    Handles —the game elements which users may directly manipulate.    

 Figure  2  provides a graphic representation of the analytical gaming concept and 
its components.

        Application: Illicit Nuclear Traffi cking 

 Illicit nuclear traffi cking networks are a serious security threat. These networks can 
directly lead to nuclear proliferation, as state or non-state actors attempt to identify 
and acquire nuclear weapons-related expertise, technologies, components, and 
materials. The ability to characterize and anticipate the key nodes, transit routes, 
and exchange mechanisms associated with these networks is essential to infl uence, 
disrupt, interdict or destroy the function of the networks and their processes. One of 
the major challenges in addressing these requirements is the lack of reliable data 
that can be used to develop and evaluate computational models. For example, the 

  Fig. 2    Analytical gaming       
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total number of known incidents of illegal possession and movement of nuclear 
material or radioactive sources and attempts to sell, purchase or otherwise use such 
material for illegal purposes, for the period 1993–2012 is just a few hundred (Fig.  3 ). 
Consequently, the use of machine intelligence to infer and forecast patterns of illicit 
nuclear traffi cking from historical data has limited reach. Instead of purely deduc-
tive models, we need generative models of illicit nuclear traffi cking.

   Sanfi lippo et al. ( 2011 ) describe a prototype analytical game that provides an 
environment where human and machine intelligence can be jointly harnessed to 
meet the requirements and challenges of developing generative models of illicit 
nuclear traffi cking (henceforth “INT game”). The INT game focuses primarily on 
human behavioral dynamics, in particular communications, deception, deal- making, 
and infl uencing. The game was developed using a simplifi ed framework, where a 
subset of the real life contexts in which illicit traffi cking occurs is selected. This 
methodology is akin to the practice in biological research to recreate in vitro com-
ponents of an organism that have been isolated from their usual biological surround-
ings in order to permit a more detailed and convenient analysis than can be done 
with the whole organism. 

 Initially the game is developed as a tabletop exercise to identify and articulate 
game elements and their behavior. Once the structure of the game has reached matu-
rity, it is implemented as a computer-based game. In the INT game, one player is 
given the objective of obtaining a set of commodities required to achieve nuclear 
weapon readiness (e.g. acquire uranium ore, computer and fi ssile core fabrication 
capabilities, nuclear reactor equipment, and weapon delivery systems), while some 
other players seek to prevent the achievement of this goal, and still other players 

  Fig. 3    Incidents reported to the ITDB involving unauthorized possession and related criminal 
activities, 1993–2012 (Adapted from the IAEA Incident and Traffi cking Database, 2013 Fact 
Sheet,   http://www-ns.iaea.org/downloads/security/itdb-fact-sheet.pdf    )       
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who may have nuclear commodities are motivated by other objectives such as profi t 
within or outside the bounds of legality. Players are not told in advance who the 
would-be proliferator is. 

 Game roles include a mix of  Countries  and  Companies.  All players managed 
resources ( Commodities ) that were divided into three categories based on their role in 
the nuclear weaponization model: General Use (i.e., unrelated to nuclear weapons), 
Dual Use (e.g., items that could serve purposes in both nuclear energy and nuclear 
weapons production, and Focused Use (items that are only useful in production of 
nuclear weapons). Potential player actions included primarily sending of communica-
tions, attempts to intercept communications of other players, and initiating transfers 
of money and  Commodities . All communications and actions were moderated by a 
Game Master, with whom the players could also negotiate addition of ad hoc actions. 

 Figure  4  provides a view of player’s application screen half-way through playing 
a game session. The player’s aim is to acquire assets (lower left in Fig.  4 ) which 
would enable the construction of nuclear weapons. In carrying out this aim, the 
player communicates with the other players through instant messaging to

•     Use fi nances and other resources available to the player (e.g. crude oil) to acquire 
nuclear material and capabilities, and  

•   Cover his/her real intents to escape interception by controlling actors (e.g. the US).    

  Fig. 4    A player’s interface to the game (Adapted from Sanfi lippo et al.  2011 )       
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 Each player has specifi c roles in the game and each plays to his/her own 
 advantages in making alliances tactically or strategically, as needed. Occasionally, 
in a random fashion, intelligence is leaked by the game master that reveals covert/
deceptive operations. Players can negotiate with the game master authorization to 
perform new activities and be rewarded with new assets in the event the new activity 
is successfully carried out. 

 Every time the INT game is played, the game results are stored and analyzed to 
characterize the behavior of players (Fig.  5 ). The analysis of players’ behavior is 
then used to calibrate an agent-based model of how the exchange of goods and 
know-how may play out through time series simulations with reference to develop-
ments of ongoing behaviors and the emergence of new behaviors, as shown in 
Fig.  6 . Agent-based modeling (ABM) provides an ideal way of capturing the evolu-
tion of networking structure emerging from proliferation activities and knock- on 

  Fig. 5    Mining game results       

  Fig. 6    Time series simulation output of an illicit nuclear traffi cking agent-based model       
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effect from the behaviors of specifi c actors involved, such as the observables from 
the role-play activity described above.

    Once the illicit nuclear traffi cking ABM is suffi ciently calibrated, it is integrated 
with the game. Model parameters, roles and activities are matched with roles, assets 
and activities in the game so players’ behavior is both regulated by and perturbs the 
model’s simulations as discussed in (Sanfi lippo et al.  2009 – 2011 ). The emerging 
approach is still in its experimental stage and if successfully implemented can be 
instrumental in enabling analysts and policymakers to plan strategic action in infl u-
encing, disrupting, interdicting or destroying the function of illicit nuclear networks 
and their processes, and can be integrated with a radiation detection approach to 
address medium and short medium analysis and intervention objectives.  

    Conclusions 

 The integration of psychosocial and cultural processes that affect human judgment 
is crucial in designing human computation systems which effectively leverage and 
complement human intelligence. In this chapter, we have argued that gamifi cation 
helps achieve such an integration. The goal of gamifi cation is to apply gameplay to 
real-world problems in order to develop social intelligence through a concerted rea-
soning effort that exposes judgment biases and promotes creativity by interleaving 
human and machine intelligence. The gameplay data which results from this 
endeavor provide content that can be used to train and calibrate behavioral models. 
This is a signifi cant achievement, especially in those domains where using historical 
data has limited value, either because there is not enough data available, as in the 
illicit nuclear traffi cking problem discussed in this chapter, or because the opera-
tional context changes so rapidly, as in the cybersecurity domain. The models 
trained on the data generated through gameplay can be linked back to the game to 
increase the complexity and or level of automation of the game. This process can be 
repeated iteratively to develop human computation systems capable of making more 
complex and powerful inferences. 

 Partly due to its novelty, there is no shortage of challenges and opportunities for 
this novel endeavor. Ubiquitous access to the Internet, mobile telephony and technolo-
gies such as digital photography and digital video have enabled social media applica-
tion platforms such as Facebook, YouTube, and Twitter that are altering the nature of 
human social interaction. The fast increasing pace of online social interaction intro-
duces new opportunities to articulate a gamifi cation approach to human computation 
systems that integrates psychosocial and cultural factors that infl uence human judg-
ment. However, online behavior tends to differ from non- virtual behavior in ways that 
we still do not fully comprehend. Moreover, despite the great progress in understand-
ing how humans make decision under risk, the integration of psychometric, emotive 
and cultural factors that impinge on risk perception is still largely unexplored. Another 
important question is the evaluation of game-based human computation systems. The 
level of human engagement elicited by these systems is certainly an important metric 
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that can be assessed with relative ease. However, other performance metrics such as 
the reliability and effectiveness of the analysis and decision-making outcomes these 
systems generate may be harder to measure. A resolution of these challenges and the 
ensuing ability to reap the related benefi ts will largely determine the success human 
of computation systems based on gamifi cation techniques.     
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        The rewards and rules of human collaboration systems shape the behavior of the 
human participants, often leading to behaviors the human computation system 
designers never envisioned. Most software designers make the mistake of assuming 
that people will follow the intent of the rules they set up in the program. But, as the 
rising wave of cyber-crime shows, people do what they can get away with. People 
will do anything they can to achieve rewards, and sometimes the reward means 
breaking the system for the joy of fi guring out how to solve a puzzle. 

 Most systems suffer from concentrating on the functionality of the system and 
the developers add security only when they realize someone has broken the rules. 
Developers assume that people will behave in “cyber-space” the same way the 
behave in the real world. Unfortunately the anonymity, and the cognitive leverage 
that computers give people result in a very different behavior. 

 Many human computation systems have altruistic goals, and will have a core 
assumption that people are participating to do “good”. Even, if they recognize the 
existence of malicious users the developer’s core assumption of “good” players 
tamps down their ability to see just how devious a malicious player can be. For 
example, will they seed problems to have the other human solvers help them in sup-
port tasks for a malicious goal? How will people mix in things from the real world 
into the human computation environment, like greed, jealousy and network packet 
lengths that the developer simply has not thought of? 

 People have postulated that reward mechanism in human computation games 
must be carefully constructed to reward the exact behavior desired. If the rules are 
poorly designed people playing within the rules may perform legal actions that 
result in different outcomes from what the developers intended. Now consider at the 
meta-rules; what the human computation system actually enforces at a low level. 
What parts of the system are easy to break, spoof, or compromise? Now can you 
predict the fi nal outcome of a collaboration effort? 

      Introduction to Security and Policy Section 
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 Growing up in rural Minnesota, there was a saying, “Locks are for honest peo-
ple”. Meaning the people that locks stop from entering your house probably did not 
plan on taking your stuff anyway. We locked the door mainly to keep neighbors 
from leaving apples, or other produce we would have to eat or can. The one time our 
home was burglarized the thieves pushed the locked front door out of its frame to 
get into the house. Which was unfortunate since we left the back door open in case 
a neighbor really had to get rid of a bushel of apples. For human computation, this 
means two things, fi rst you have to have set of clearly defi ned mechanisms to get the 
human behavior you want for the honest people. This fi rst set of obvious security 
mechanisms guides the honest people to the desired behavior. Second, you need 
hard security mechanisms to enforce that behavior, detailed auditing for when the 
mechanisms fail, and policy to make it clear to malicious users the penalty for mali-
cious behavior. 

 There is a complex dance between security and policy. Building secure software 
costs money and developers must always trade security for features to reduce devel-
opment time, which leaves gaps in the security enforcement model. Often policy 
can cover these gaps cheaper than developing the necessary software. For example, 
developers can easily implement password authentication, but passwords do not 
really identify the person, only that the person knows the secret. A complete secu-
rity system includes a policy, to inform the users not to share their passwords with 
anyone. This allows the developers to trade development costs for a weaker form of 
authentication. Human computation environments must make these same types of 
trade-offs; implementing mechanisms to encourage desired behavior, and policy to 
defi ne behavior when the mechanisms are insuffi cient. 

 In this section we have fi ve papers covering both security and policy. Felstiner 
writes about labor laws standards and human computation. Computation environ-
ments could be written that enforce fair labor laws for different countries, but think 
of the expense for simply understanding all those different laws, let alone imple-
menting them in software. Instead developing clear policies about what labor laws 
mean in a global, anonymous job market can help ensure fairness with less expense. 
James Caverlee also discusses exploitation in human computation systems. System 
developers may assume that contributors are volunteering their time, but money and 
rewards attract middlemen who might be packaging laborers from depressed eco-
nomics for a cut of their wages, making for a very different experience for the con-
tributors than the developers imaged. 

 Tom Deutsch then looks at how our neurobiology plays a role in our digital 
interactions, specifi cally as it relates to privacy, and how human computations sys-
tems need to consider those dynamics to meet their own goals. Elena Ferrari and 
Marco Viviani look the evolution of privacy from offl ine to online communities 
and the impact for online collaboration systems. Finally in my chapter, I look at the 
risks involved in human computation systems. What are the assets worth protect-
ing? How can those assets be degraded or lost? Since you never get enough budget 
to secure all your assets, you need to make sure the most valuable assets get 
protection. 
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 The history of computer science has shown that when developers explore a new 
area of using computers, developers concentrate on the exciting new features and 
not security. Often security does not get integrated until someone suffers. With this 
new area of human computation we have another chance to get security right before 
people accept poor security practices as the norm. We can still prevent catastrophic 
failures in human computation by designing in the correct balance of security mech-
anism and policy to aid fi nding new solutions.   

Introduction to Security and Policy Section
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           Introduction: Human Computation and Work 

 Human computation, as broadly conceived in this handbook, encompasses many 
activities we might call “labor” or “work.” Where an individual makes a conscious 
decision to perform a task in exchange for money or other compensation, a more 
traditional employment relationship may arise and, consequently, various labor laws 
may apply. For example, online work platforms such as Amazon’s Mechanical Turk 
distribute computational tasks to a large pool of workers who can choose to accept 
and perform those tasks at the advertised pay rate. Despite the novelty of the plat-
form, the workspace, and the payment structure, this is still recognizable as “work.” 

 Not all forms of human computation follow such a clear model for the exchange 
of labor. Sometimes a group of people will collaborate online to sequence a gene, 
examine a galaxy, or build a software model, without any expectation of compensa-
tion. They are contributing labor in some form, but we might hesitate to call it 
“employment.” Similarly, online gamers perform human computation within the 
gaming context, either as participants in a “game with a purpose,” or simply to 
enrich their own experience in the virtual environment. They gain some satisfaction, 
and their labor (if it can be called that) contributes to a greater whole, but their par-
ticipation somehow seems to fall outside our notion of “work.” 

 The work/non-work distinction matters only insofar as it may help to shape the 
discussion of what labor standards ought to apply in human computation projects. 
As used here, “labor standards” refers fi rst and foremost to the legal obligations that 
attach to an employment relationship. Many countries regulate wages, hours, ben-
efi ts, and other aspects of work. How those laws might pertain to human computa-
tional work, generally speaking, occupies the bulk of this chapter. The variety of 
different employment laws, across borders and in different jurisdictions, precludes 

      Labor Standards 
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drawing fi rm conclusions about any particular human computation project under 
any particular law. Instead, this chapter aims to sketch out the features of human 
computation and employment law that are likely to infl uence legal authorities and 
policy makers. 

 To that end, the discussion below assumes that “labor standards” are primarily 
relevant to situations in which people consciously decide to exchange their labor for 
some form of compensation. The people in question act not as collaborators, volun-
teers, or consumers, but as “workers,” in some sense. Of course the categories often 
overlap especially in online environments such as games or shopping sites where 
work, recreation and consumption weave together. 

 One way to separate “work” from “non-work” is to look at the nature of the bar-
gain participants make. For example, on online labor (sometimes called “crowd 
labor”) platforms, fi rms (or “requesters”) offer to trade some amount of compensa-
tion for the performance of a task. The product of the labor and its ultimate benefi t 
go to the requester, while the worker receives cash, credit, or some form of virtual 
currency (discussed in more depth below). This fi ts the traditional defi nition of 
“work,” and we can see how labor standards might apply to this bargain. 

 Online collaborations and games with a purpose, by contrast, are diffi cult to 
characterize as “work.” They may involve an exchange of labor, but the bargain 
functions differently. Participants act out of self-interest, altruistic volunteerism, or 
some combination of the two, but no one anticipates any formal compensation. 
What participants get instead is personal satisfaction, or future benefi ts in the form 
of better software, medicine, government, etc. Labor laws almost always exempt 
volunteer activities of this kind, so NASA need not worry that it owes minimum 
wage and overtime to the image-processing volunteers who mapped Mars. 1  

 It becomes diffi cult to draw these distinctions in online environments where work 
blends with recreation and consumption, as in some social games and shopping web-
sites. Certain games allow gamers to perform small tasks on crowd labor platforms 
such as Mechanical Turk, in exchange for virtual currency. 2  Those arrangements 
remain “work,” though the participant arrived at the task in pursuit of recreation and 
performed it to prolong or enhance the recreation. However, an online shopper who 
performs a survey in exchange for free shipping cannot be described as “working” 
without overstretching the boundaries of the defi nition. To remain within a safe 
defi nition of work, this chapter assumes that any “labor standards” will apply only to 
bargains involving a conscious decision to trade labor for compensation, with the 
benefi t clearly conferred upon the recipient of the labor’s product. 

1   Szpir M (2002) Clickworkers on Mars. Am Sci 90(3):226. 
2   See Galante J (2010, June 17) Crowdfl ower’s virtual pay for digital purchases. Bloomberg 
Businessweek Magazine.  http://www.businessweek.com/magazine/content/10_26/
b4184041335224.htm . Accessed 31 May 2013; Kit Eaton (2009) Gambit lets you be a mechanical 
Turk for social game credits. Fast Company.  http://www.fastcompany.com/blog/kit-eaton/techno-
mix/gambit-lets-you-be-mechanical-turk-social-game-credits . Accessed 31 May 2013. See also 
Felstiner A (2012) Regulating in-game work. J Internet Law 16(2):3. 

A. Felstiner

http://www.businessweek.com/magazine/content/10_26/b4184041335224.htm 
http://www.businessweek.com/magazine/content/10_26/b4184041335224.htm 
http://www.fastcompany.com/blog/kit-eaton/technomix/gambit-lets-you-be-mechanical-turk-social-game-credits 
http://www.fastcompany.com/blog/kit-eaton/technomix/gambit-lets-you-be-mechanical-turk-social-game-credits 


825

 The fi rst section examines the regulatory obstacles and unsettled legal questions 
that arise when work is distributed in small chunks to a global network of casual 
laborers. It discusses which employment laws may apply, to whom they apply, and 
how they might operate in light of alternative compensation models steadily gaining 
ground in online economies. 

 The second section, “Voluntary Measures,” recognizes that for many the term 
“labor standards” means more than the minimum obligations an employer must 
meet to stay on the right side of the law. We have an expectation that when people 
contribute labor, in exchange for compensation or not, the terms and outcome 
should meet some threshold level of fairness—particularly with respect to those in 
subservient positions, with inferior bargaining power, little control, and no prospect 
of extracting profi t. This section offers several suggestions for voluntary measures 
that online work platforms can take to address emerging ethical issues. Whether 
covered by labor laws or not, the companies that control online work platforms can 
act to protect their users’ reputations, privacy, and dignitary interests. 

 The fi nal section identifi es and briefl y describes some of the opportunities cre-
ated by online distributed work. Too often regulatory debates come to resemble a 
battle between meddling authoritarians and their laissez-faire opponents. Assuming 
that employment law applies to these forms of work, or should apply, this last sec-
tion emphasizes aspects of the work that legal authorities contemplating regulation 
may see fi t to preserve and encourage.  

    Obstacles and Open Questions 

    Jurisdiction and Choice of Law 

 Though this article discusses labor law in broad terms, systems of labor regulation 
vary widely from country to country. Given the globality of distributed human com-
putation, the fi rst step of any inquiry may be to determine which legal body has or 
should have the authority to administer justice. This is called “jurisdiction.” The 
authority with jurisdiction will also need to know which labor laws to apply. Usually 
the answer is whatever labor laws are in effect in that jurisdiction, but where the 
employment relationship crosses jurisdictional boundaries in some respect, the 
authority may face a choice of law. 

 With different laws in different places, jurisdiction as a threshold question can 
dramatically affect the rights and obligations of the parties as well as the outcome 
of any dispute they seek to resolve. In some cases it is quite simple: where an 
employment relationship exists entirely within a jurisdiction, the authority and 
applicable laws would readily present themselves. In the United States, for exam-
ple, if an employer is headquartered and operates within a jurisdiction, the worksite 
is there, and the employee lives there, the local authority in that jurisdiction decides 
any employment dispute and determines what laws will govern. Even where an 
employer is headquartered outside the jurisdiction, or operates in multiple 
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jurisdictions, the deciding authority may change but the location of the worksite 
will usually determine the applicable laws. Labor laws developed with this (now 
sometimes outdated) model of employment in mind. 

 As employment relationships stretch across borders, disputes become more com-
plex. The European Union has adopted multinational labor standards, which estab-
lish baselines in certain regulatory fi elds such as health and safety. 3  The EU has also 
issued some guidance on choice of law, aimed at tackling problems that arise when 
employees perform work outside their normal location. 4  For many years the 
International Labor Organization has also set broad standards, without much resul-
tant uniformity, even among the member states. 

 Given the potential for confusion, it is no surprise that the parties often settle 
jurisdiction and choice of law matters through contract. They may agree to resolve 
any disputes in a particular forum, according to particular laws. or to submit those 
disputes to a neutral arbitrator. Such contractual clauses avoid jurisdictional issues, 
provided that both parties embrace the proposed mechanism. In practice, the party 
with less power—invariably the employee—is effectively compelled to acquiesce in 
order to obtain the job, if he or she even knows about the clause at all. Once a dis-
pute arises, the employee may discover that litigating in the chosen forum is pro-
hibitively distant or costly, and also that laws in that forum favor the employer.  

    Who Is Covered? 

 Applying any labor standard requires at minimum two parties that the law will rec-
ognize as an employer and an employee. “Employer” and “employee” tend to func-
tion as terms of art, not as common-sense descriptors. Their purpose is to precisely 
carve out, from the mass of actors engaged in “labor,” just those workers and bosses 
the law in question seeks to regulate. 

 Such a seemingly simple issue can quickly grow quite fraught, due in no small 
part to vagueness in legal defi nitions. 5  Distinguishing true “employees” from self- 
employed contractors, who sell their “services” rather than their labor, often proves 
tricky. In the UK, for example, the law understands “genuinely self-employed” to 
mean people who run their own businesses and take responsibility for success or 
failure, have several customers at once, control the details of their work, can hire 

3   See Council Directive 89/391/EEC, June 12, 1989 (“On the introduction of measures to encour-
age improvements in the safety and health of workers at work”); Council Directive 2003/88/EC, 
Nov. 4, 2003 (“Working Time”). 
4   See Council Directive 96/71/EC, Dec. 16, 1996 (“Posted Workers”). 
5   For example, U.S. minimum wage law unhelpfully defi nes “employee” as “any individual 
employed by an employer,” and defi nes “employ” as “to suffer or permit to work.” 29 U.S.C. §§ 
203(e)(1), 203(g). Under U.K. law, employees are workers who have an express or implied con-
tract of employment. 
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others to replace or assist, and provide their own equipment. 6  In the US, courts and 
administrative agencies use a panoply of factors, some rather intangible—such as 
the degree to which the worker exercises independent judgment or serves as an 
“integral” part of the principal’s business. 7  And the factors sometimes change 
depending on the law at issue. 

 Identifying the proper employer (or employers) is normally a matter of looking 
at the sign above the door, or the company name on the paychecks. However, con-
voluted sub-contracting models, particularly in agriculture and business services, 
have muddied that water as well. These work arrangements often involve a series of 
middlemen, some of which exercise a not insignifi cant amount of control over the 
work, worksite, and compensation. Those that ultimately receive the fruits of the 
labor are able to disengage completely from the process. 

 Legal tests for “employer” and “employee” developed with a traditional employ-
ment relationship in mind. Employees had a fi xed or at least identifi able worksite, a 
single employer, and a relatively permanent economic connection to that employer. 
This labor model has already begun to erode, in various ways, but the migration of 
work onto online platforms transforms the employment relationship beyond any-
thing the law’s original authors could have envisioned. Crowd labor changes the 
usual cardinality—one employer with many employees—to a many-to-many rela-
tionship. The notion of a fi xed worksite evaporates in the face of globally networked 
crowds and proliferating mobile technology. And microtask labor can shrink the 
duration of an employment relationship into a single transaction, one in a stream of 
such small exchanges, lasting minutes or even seconds and followed immediately 
by another. 8  The authors of those original laws never anticipated this. To the extent 
the original employment law rules survive at all, legal authorities will need to adapt 
them, or replace them as they become obsolete. 

 For example, we can fairly easily imagine how to administer minimum wage 
laws where a single employer has recruited a group of workers, in different loca-
tions and with different shifts, to screen photos or perform sentiment analysis. The 
only thing that would distinguish this form of human computation from any other 
traditional employment relationship is the human computation aspect. By contrast, 
if those workers are more distributed, and anonymous, if they have control over 
what tasks they accept, if they work for multiple (or nested) requesters, if their 
supervision is replaced with engineered redundancy—in short, if their labor is dis-
integrated—we still need to know whether the law applies. 

6   See HM Revenue and Customs (2013) Work out if you’re employed or self-employed.  http://
www.hmrc.gov.uk/working/intro/empstatus.htm . Accessed 31 May 2013. 
7   U.S. Dept. of Labor, Wage and Hour Standards Division (2009) Fact Sheet #13: Employment 
relationship under the Fair Labor Standards Act.  http://www.dol.gov/whd/regs/compliance/
whdfs13.pdf . Accessed 31 May 2013. 
8   Pontin J (2007, Mar. 25) Artifi cial intelligence, with help from the humans. New York Times, 
p. 35; Felstiner A (2011) Working the crowd: employment and labor law in the Crowdsourcing 
industry. Berkeley J Employment Labor Law 32:143. 
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 As with jurisdiction, there are no easy answers to that question. Authorities may try 
to simplify by relaxing existing legal standards. For example, the question of who 
exerts “control” over the relationship dominates the employee/contractor distinction in 
US and UK employment law, but perhaps that factor matters less in a distributed work 
environment. Authorities might also introduce some fl exibility into the “employer” 
defi nition to account for the convoluted relationships between the multiple online enti-
ties that compensate and exert their infl uence over the “crowd” as it works. 9  

 Legal authorities will have to balance expedience, fairness, and inclusion. If they 
draw the employer/employee defi nitions in full deference to the painless and uncom-
plicated application of the law, many workers in the grey areas will effectively lose 
protection. On the other hand, if the defi nitions become so inclusive as to disappear, 
even more than they already have, no one can apply the law or enter a labor market 
with any certainty. An ideal balance would adapt and replace in service of the origi-
nal regulation’s purpose(s)—with a steady eye toward the protections the original 
law aimed to provide and the attendant coercions it deemed necessary.  

    Compensation 

 Many jurisdictions impose restrictions on compensation and hours, including wage 
fl oors, overtime, sick pay, and parental leave. All these require an initial determina-
tion of the covered employee’s work time and compensation rate. Where employees 
receive monetary compensation at an hourly rate, the legal questions are fairly sim-
ple, even if the employees work unusual schedules in locations spread across the 
globe. Piece-rate compensation traditionally occurred in textiles and agricultural 
labor, but now also predominates in online crowd labor. The piece-rate system com-
plicates the math, but leaves the legal questions unchanged. For example, employ-
ees performing piecework in the US are still entitled to the hourly minimum wage 
and overtime, calculated using their total work hours and compensation during the 
workweek. 10  

 Knottier legal problems arise in virtual compensation—that is, compensation in 
representational forms of currency or other virtual assets. Ten or fi fteen years ago 
the law would perhaps have treated virtual compensation as a hypothetical question, 
but the recent surge in social networking and online games has made it an undeni-
able reality. Virtual currency has become a multi-billion dollar industry. 11  Demand 
for virtual assets continues to grow, and those who cannot afford or choose not to 

9   Felstiner A (2011) at 174–76; Felstiner A (2012) at 11–12. 
10   See U.S. Dept. of Labor (2009) Employment law guide: minimum wage and overtime pay.  http://
www.dol.gov/compliance/guide/minwage.htm . Accessed 31 May 2013; 29 C.F.R. § 778.111. 
11   Eldon E (2011, Dec. 7) US Virtual Goods Market To Hit $2.9 Billion In 2012, With Facebook 
games maturing, mobile booming. Techcrunch.  http://techcrunch.com/2011/12/07/us-virtual- 
goods-market-to-hit-2-9-billion-in-2012-with-facebook-games-maturing-mobile-booming/ . 
Accessed 31 May 2013. 
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buy the currency outright have found bustling labor markets in which to earn it. 
Many will earn virtual currency to enable some other online pursuit, such as gaming 
or online shopping. Some, online gamers perform microtasks in exchange for vir-
tual currency, which they can then use to buy virtual goods or execute trades in their 
game’s virtual economy. Crowdfl ower, a leading microwork vendor, estimates that 
it makes half of its payments to crowd workers in virtual currency. 12  

 The fi rst question is whether an employer can legally pay its employees in virtual 
currency. Laws generally require employers to pay employees in cash or its equiva-
lent. 13  In the US, federal law actually prohibits employers from compensating 
employees using scrip, coupons, credits, or similar devices. 14  Virtual currency 
would seem to fall into one of these categories. Imaginary gold coins or space cred-
its are not cash, or the equivalent of cash. Even where a recipient of virtual assets 
can immediately redeem those assets for “real money,” perhaps on an informal 
exchange or grey market, the potential liquidity of the virtual asset does not make it 
equivalent to cash. Thus, virtual compensation likely runs afoul of any law requiring 
cash payment, and would probably cause further violations in jurisdictions (such as 
the US) that prohibit payment in scrip. 

 In the future, virtual currency may permeate real world economies such that it 
becomes functionally integrated with real currency, at which point legal authorities 
might see fi t to relax the “cash or equivalent” standard. However, even leaving aside 
specifi c anti-scrip laws, a question still remains as to whether virtual currency as it 
exists now can actually qualify as compensation. The issuers of virtual currency 
have a strong interest in keeping it captive, controlled by the issuer and used exclu-
sively within the system in ways that stimulate the virtual economy and contribute 
directly or indirectly to the issuer’s profi ts. The issuer has no immediate reason to 
deal in real currency if gamers and shoppers will happily seek and accept a captive 
and proprietary virtual version. 

 One common practice is for the issuer to designate virtual currency as a form of 
“license,” rather than a form of property. 15  In other words, the issuer gives the recipi-
ent a right to use the virtual asset, but does not relinquish any claim of ownership 
over the value that might be derived. By implication, or sometimes by explicit 
agreement, the issuer retains the right to revoke that license at any time. The issuer 
may also reserve the right to void the currency, change its value, or alter its permis-
sible uses. Take for example the terms of service that accompany Zynga’s popular 
social networking game, Farmville:

  You understand that while at times you may “earn” “buy” or “purchase” (a) virtual cur-
rency, including but not limited to virtual coins, cash, tokens, or points, all for use in the 
Service; or (b) virtual in-game items (together with virtual currency, “Virtual Items”); these 

12   Mahajan N (2010, Nov. 5) CrowdFlower gets gamers to do real work for virtual pay. Mission 
Local.  http://missionlocal.org/2010/11/crowdfl ower/ . Accessed 31 May 2013. 
13   See 29 C.F.R. § 531.27; 
14   29 CFR 531.34. 
15   Felstiner A (2012), p. 15–16. 
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real world terms are only being used as shorthand. You do not in fact “own” the Virtual 
Items and the amounts of any Virtual Item do not refer to any credit balance of real currency 
or its equivalent. Rather, you may purchase a limited license to use the Service, including 
software programs that occasionally manifest themselves as these items. The purchase and 
sale of the limited license referred to in these Terms of Service is a completed transaction 
upon receipt of your direct payment or redemption of a Zynga game card or a third party 
virtual currency like Facebook Credits. Any “virtual currency” balance shown in your 
Account does not constitute a real-world balance or refl ect any stored value, but instead 
constitutes a measurement of the extent of your license…. 

 …Zynga reserves the right to stop offering and/or supporting the Service or a particular 
game or part of the Service at any time either permanently or temporarily, at which point 
your license to use the Service or a part thereof will be automatically terminated or sus-
pended. In such event, Zynga shall not be required to provide refunds, benefi ts or other 
compensation to users in connection with such discontinued elements of the Service. 16  

   Has someone actually been “paid” when he or she performs work and receives in 
return a limited license to use a virtual asset, revocable at the payer’s will? Not by 
any current legal or common-sense defi nition of a “wage.” Assuming the worker 
qualifi es as an employee, and the payer as an employer, no amount of “licensing”-
type language can erase the employer’s obligation to pay for the work in a form of 
currency that counts. This is because workers generally cannot waive or sign away 
their right to minimum wage. For virtual compensation to satisfy existing wage and 
hour laws, employers will need to relinquish some of their control over the currency, 
at least with respect to that portion earned as wages. Issuers could still retain control 
over virtual currency gamers acquire through other means, such as by direct pur-
chase, game play, or acceptance of non-work promotional offers (surveys, subscrip-
tions, etc.). However, the issuer would need the ability to distinguish virtual currency 
earned through work from virtual currency otherwise acquired. 

 Let us assume for the sake of argument that virtual compensation will satisfy the 
law. Two further questions arise: (1) how can an employer determine work hours?, 
and (2) how do we properly value virtual currency? Emerging technology has made 
the fi rst question fairly simple to answer. Though employers may argue that online 
work platforms make it impossible to monitor when an employee is actually work-
ing, existing systems have made tracking of activity within a virtual workspace as 
easy—or easier—than supervising employees on the proverbial factory fl oor. 
Employers can monitor keystrokes and cursor activity, and can automatically log 
employees out during inactive periods. Developing technologies are likely to refi ne 
and automate remote monitoring, further antiquating the notion of a foreman walk-
ing around with a stopwatch and a clipboard. Employers can also set certain quotas, 
and though an employer must pay an employee for time worked even if the employee 
fails to meet a quota, employers have no obligation to continue to employ or hire 
anyone who falls short. To a certain extent, the risk of fraud is a trade-off for the 
advantages that come with a remote, 24-hour workforce. And as discussed above, 
even that risk may prove illusory. 

16   Zynga (2012) Terms of service.  http://company.zynga.com/ about/legal/terms-of-service . 
Accessed 31 May 2013. 
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 Valuing virtual currency is not so simple. Wage and hour laws usually take the 
form of a minimum rate of pay, and virtual currency comes in all names, denomina-
tions, and orders of magnitude. Knowing that an employee received (or even that an 
employer explicitly guaranteed) a minimum “150 gold pieces” per hour of work, for 
example, tells us nothing about the employer’s compliance with wage and hour 
laws. We need a fair and uniform method of valuing virtual currency—and not just 
to apply employment laws. The high trade volume of virtual assets engenders dif-
fi culty in many areas of law, from tax to tort. 17  

 Where a game developer, social network, or crowd work vendor also sells the 
currency directly, there is already an exchange rate to apply. Authorities would have 
to implement it carefully given the currency control issues discussed above, and the 
confl icts of interest inherent when an employer controls the value of the currency 
with which it pays its workers’ wages. But a formal exchange rate would at least 
offer authorities something to work with. Currency exchanges, whether formal or 
informal, would give authorities another reference point for valuation. It is also pos-
sible that some individual issuer or group of issuers might develop a universal vir-
tual currency, as a way to reduce cross-platform friction and avoid individualized 
regulatory compliance costs. But the current incentives to keep virtual currencies 
proprietary make such a scenario unlikely in the near future. 

 Ensuring that workers receive their legal wage will require of legal authorities 
some brave estimation and perhaps a few shaky assumptions. Virtual currencies are 
so versatile and ubiquitous that the law will have to deal with them one way or 
another. 18    

    Voluntary Measures 

 As human computation is still in its relative infancy, it is appropriate to ask not only 
what the legal authorities  may  do to enforce existing labor laws, but also what the 
putative and prospective employers  should  do in the general interest of fairness and 
decency. These are not all ethical obligations, precisely. But they implicate the ethi-
cal concerns inherent in any employment relationship, as well as the particular 
issues that arise in human computation. In fact, the recommendations below apply 
to the non-work forms of human computation as much as to compensated work. 
They also concentrate on aspects of the relationship that implicate labor specifi cally, 
and thus issues of privacy, intellectual property, torts, or criminal offenses do not 
appear though such issues certainly exist in human computation. 

17   See Camp B (2007) The play’s the thing: a theory of taxing virtual worlds. Hastings Law J 59:1; 
Lederman L (2007) Stranger than fi ction: taxing virtual worlds. N.Y.U. Law Rev 82:1620; Seto T 
(2009) When is a game only a game?: taxing virtual worlds. U. Cincinnati Law Rev 77:1027. 
18   In fact, looking at the wider landscape of virtual economies, it may prove easier to manage legal 
challenges associated with virtual currency than to confront the legal ramifi cations of other virtual 
assets and transactions. After all, modern currency is by nature notional and representative, making 
for a thin barrier between its virtual and “real” forms 
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    Reputation-Building and Portability 

 The distributed and disintegrated character of online commerce and online labor 
exchange has amplifi ed the crucial ways we measure trust and reputation on online 
platforms. 19  Most stakeholders rely in some way on reputation information when 
deciding with whom to do business, whether that business is e-commerce or online 
work. Online work platforms tend to feature worker reputation systems, but workers 
usually cannot carry their reputations from platform to platform, and the structure 
of the reputation system may create coercive penalties. 

 In the human computation arena, especially on distributed work platforms, 
everyone has incentive to make worker reputations buildable and fair. Those per-
forming the work want their experience and expertise recognized, being otherwise 
anonymous and indistinguishable by virtue of the distributed work model. Favorable 
reputations allow workers to beat out other applicants and qualify for more special-
ized tasks. Meanwhile, those requesting the work have a corresponding interest in 
being able to identify experienced and qualifi ed workers, because their other meth-
ods of doing so—pre-training every worker, or assigning work and assessing its 
quality at completion—require investments with no guaranteed useable return. 
Some requesters concerned with quality control will just give up trying to identify 
“good” workers and build in suffi cient redundancy to allow for quality drops, but 
this method increases waste. Having trustworthy reputation ratings would go a long 
way in combatting such ineffi ciencies. And fi nally, the companies that build the 
work platforms have an interest in making sure such reputation systems exist and 
function reliably because a reliable reputation system makes the work platform 
more attractive to requesters and workers alike. 

 There is no reason to limit reputation systems to workers. Similar incentives exist 
with respect to requester reputations. Where deception and exploitation are preva-
lent, or where labor shortages occur, all fair-dealing stakeholders benefi t from a 
system that would allow workers to consider the reputation of their potential 
employer before accepting a task. On Amazon’s Mechanical Turk, for example, 
requesters can reject any work deemed unsatisfactory, even if the work actually 
meets the specifi cations. Crafty requesters may also use misleading descriptions to 
lure workers into accepting a task, at which point workers may feel compelled to 
complete the task in order to avoid the reputation damage that results from abandon-
ing it. A requester reputation system might allow workers to avoid or even weed out 
unscrupulous requesters. In fact, one such user-generated ratings system for request-
ers on Amazon Mechanical Turk has existed since 2009. 20  

 Reputation systems should allow portability as well. Though reputation has 
become a dominant force on certain platforms, it tends not to carry from one 

19   See Zittrain J (2008) Ubiquitous human computing 1–2 (Univ. of Oxford Legal Research Paper 
Series, Paper No. 32, 2008).  http://ssrn.com/abstract=1140445 . Accessed 31 May 2013. 
20   Irani L, Silberman M (2013) Turkopticon: interrupting worker invisibility in Amazon mechanical Turk. 
 http://www.ics.uci.edu/~lirani/Irani-Silberman-Turkopticon-camready.pdf . Accessed 31 May 2013. 
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platform to another. 21  Making reputations portable is perhaps a slightly harder sell for 
certain stakeholders. Those who build the platforms have no obligation to embrace 
cross-platform reputation systems, and may reject portability mechanisms to pre-
serve the competitive edge they earned by investing in a proprietary system. However, 
online workers may soon expect to see a reputation system in place, and will have put 
considerable efforts and resources into cultivating their own reputation on other plat-
forms. Why would they join any platform that forces them to rebuild their reputations 
from scratch? And why would requesters choose a platform with limited single-
platform reputation information over one that supplied a worker’s entire cross-plat-
form history? At that point, the platform operators’ desire to attract workers and 
requesters may overcome any incentive to defend a proprietary reputation system.  

    Transparency 

 Some employment laws require employers to maintain employment records, and in 
certain cases make those records available to employees. However, those laws gen-
erally apply with respect to employees only, and the required recordkeeping may 
cover only wages and hours worked. A more comprehensive transparency policy 
would benefi t employees and non-employees, and should encompass not just pay-
ment information, but also assignment descriptions, instructions, communications, 
and any other data related to the work. This would allow employees to keep track of 
their work for personal and tax purposes, substantiate their claims during disputes, 
and track their relationships with particular requesters over time. A transparent plat-
form would provide employees not just a dashboard snapshot of their current and 
past work, but instead a kind of virtual desk and fi le cabinet.  

    Disclosures 

 The question of how much workers should or need to know about the work they 
perform is hardly unique to human computation. Almost every “real world” indus-
try has succumbed in various ways to subcontracting, with its attendant opacities. 
These differ in no material way from the opacity created by disintegrating a large 
process into bite-sized pieces for human computation. In fact, one could argue that 
the absence of layering and the potential ease of lateral communication among 
workers actually increase the likelihood that workers will understand the nature and 

21   See Zittrain J (2008) Ubiquitous human computation. Oxford legal studies research paper no. 32, 
6; Kumar S, Koster P (2009) Portable reputation: proving ownership of reputations across portals. 
Paper presented at the 2009 European context of awareness and trust (EuroCAT 2009), 3rd 
Workshop on combining context with trust, security, and privacy. 

Labor Standards



834

consequences of what they do. Nevertheless, at present the people performing work 
on crowd labor platforms have little expectation of disclosure. This section proposes 
that, under certain circumstances, the engineers or initiators of a computation proj-
ect are obligated by the nature of the bargain to disclose the project’s purpose(s). 

 First, if requesters are paying for the work, one might argue that they have also 
purchased the right to keep close to their proverbial chests any matters outside the 
scope of the arrangement. The workers have bargained to exchange labor for compen-
sation, and an employer’s fulfi llment of that bargain does not necessarily include 
satisfying the workers’ curiosity. In Anglo-American contract law, “consideration” is 
the legal term for what one party promises to another party in exchange for perfor-
mance of the contractual obligations. The employer’s consideration is generally lim-
ited to compensation paid to the employee for the work. Any argument for disclosure 
in addition to compensation would have to rely on vague notions of the worker having 
also earned an extra-contractual right to knowledge. Yet common decency would 
seem to require at least that prospective employers not lie, affi rmatively or by omis-
sion, about what they plan to do with the product of the work. Beyond that, the onus 
seems to rest on both parties to determine how much knowledge they need and are 
willing to give in order to feel comfortable executing the bargain. 

 By contrast, where volunteers perform the computation, the requesters have a 
heightened obligation to disclose the nature of the project. As discussed above, 
volunteer labor falls outside the category of “work” precisely because the nature of 
the bargain involves a clear sense, on the part of the performers, of what they are 
getting, and to what they are contributing. Participants in a “game with a purpose” 
should understand or at least have access to that purpose. And those who sign up to 
scan satellite imagery or analyze online comments should know what their contribu-
tions may enable and with whom they may be shared. Otherwise the bargain is far 
from what it seems, and verges on fraud. This heightened obligation also applies 
where the engineer of a computation project is also in business performing the same 
work, and is essentially using volunteers to replace paid labor (dubious ethicality 
aside, such an arrangement could actually prove illegal). Finally, the disclosure 
imperative applies even (or perhaps especially) in situations where participants have 
no idea they are participating at all, such as the tasks users may perform to access a 
website. Volunteers deserve to fully comprehend the role they agree to play.  

    Other Dignitary Interests 

 Loosely defi ned, a worker’s “dignitary interest” means his or her interest in receiv-
ing respect, preserving a sense of self, and remaining free from distress, humiliation, 
and degradation. Employers and requesters have no obligation to consider the digni-
tary interests of the people who perform human computation on their behalf, but 
doing so would make online computation platforms more appealing and hospitable. 

 Promoting dignitary interests can and should take a variety of forms. Where pos-
sible, platform designers should maintain the privacy of communications made 
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through the platform. They should also provide forums for discussion and collabo-
ration, not just to streamline work but to foster community. If disputes arise, workers 
should have some procedurally fair method to mediate and resolve them. Firms in 
the human computation industry should endeavor to treat and refer to the performers 
of that computation as people, with agency, and not as scalable units of commod-
itized labor. These policies should remain in effect even in internal communications 
and marketing, as such language and worldview tend to self-propagate. 

 Finally, though it may contradict the notion of the fungible workforce—a stream 
of anonymous, interchangeable workers that can be turned on and off like a faucet—
designers of online distributed work platforms should attempt to involve workers in 
governance. They should solicit and respond to opinions, perhaps appoint ombuds-
men or advisory committees, and even cede certain areas of decision- making to the 
collective. Or, at least, those in charge should remain open to the possibility of 
democratic developments and willing to embrace changes as they emerge. That 
means not taking retaliatory action to shut down dialogue or dissent, and not neces-
sarily using inherent authority over the “walled garden” to promote a vision of the 
workforce that best suits the business model. In the long run, this kind of fl exibility 
may lead to a more loyal, engaged community of participants. In the short term, it 
serves to acknowledge and reward workers’ own investment, and recognize that 
although humans may replace computational processes, they are not computers.   

    Opportunities 

 If and when authorities make the legal interventions described above, they need not 
throw the baby out with the bathwater. It is possible to regulate human computation 
without destroying it. More important, there are aspects of human computation, 
unique opportunities it presents, that legal authorities should keep in mind and seek 
to promote. 

 First, distributed online work creates low-friction, low-cost avenues for transna-
tional organizing and solidarity. Workers from different countries and circumstances 
perform labor on the same platforms, connecting directly with the same requesters 
and competing in the same labor market. This usually drives down wages from the 
requester’s perspective, and many stakeholders count on exactly that outcome, but 
it also allows for unprecedented coordination. These platforms, at least in theory, 
eliminate many of the social and institutional barriers that would otherwise prevent 
workers from organizing up and down on a subcontracted supply chain. Any legal 
regime that fussily parcels off globally distributed work according to outdated juris-
dictional boundaries risks destroying those budding solidarities. 

 Second, the fl atness of distributed work exists in part because the barriers to 
entry are so low: broadband and a rudimentary laptop will suffi ce, with perhaps 
minimal remote or onsite training. We should celebrate the ways that distributed 
work allows marginalized workers with few opportunities to participate directly in 
a global and, relatively speaking, lucrative labor market. Non-profi ts have already 
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begun using crowd labor to combat poverty. 22  This aspect of distributed work is 
 precious, and deserves consideration in the discussion of whether and how to regu-
late online labor. For example, establishing basic wage protections will inevitably 
involve some oversight, and resultant bureaucracy, but authorities should take care 
not to impose such onerous compliance costs that the middlemen this work model 
recently banished have a new opening to re-enter the supply chain. There is no good 
reason to rebuild those institutional and infrastructural barriers. 

 Third, distributed work offers unique insights into how labor markets function. 
The more legible these online labor markets are, the more researchers, policymak-
ers, investors, and workers themselves can glean from the mountains of data pro-
duced. Some scholars have already embraced work platforms such as Amazon’s 
Mechanical Turk because of its low cost, large sample size, and fl exibility. 23  This is 
not to suggest that online labor markets provide a perfect or even suitable analogue 
for real world markets in any particular situation, but given the likely growth in 
online labor of all kinds, the knowledge we gain from emerging work platforms 
could prove crucial in developing the next generation of online work. For example, 
understanding what motivates workers and makes transactions more effi cient could 
help non-profi ts and state agencies encourage participation in areas where poverty, 
war, or climate have eliminated other sources of income. 

 Finally, one hopes that authorities will take into account the insight that regulat-
ing distributed online work could provide into the regulation of more established 
industries. We have an opportunity to rethink not just how employment regulations 
apply to online work, but how they apply generally to the modern economies that 
only vaguely resemble industrial economies of the past. As we face new legal ques-
tions, we also have a chance to re-interrogate the principles and assumptions that 
undergirded labor law in the now-archaic days of the traditional employment rela-
tionship. These new work platforms are but an extreme example of the ways our 
workplaces have changed, and legal recognition of those changes, across the board, 
is well past due.    

22   See, e.g., Samasource (2013)  http://www.samasource.org . Accessed 31 May 2013. 
23   See Horton J, Rand D, Zeckhauser R (2011) The online laboratory: conducting experiments in a 
real world labor market. Experimental Econ 14(3):399–425. 
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           Introduction 

 Much of this handbook has been devoted to the positive potential and possibilities 
unlocked by human computation systems. From specialized systems like Ushahidi 
(for crisis mapping), Foldit (for protein folding) and Duolingo (for foreign language 
learning and translation) to general-purpose crowdsourcing platforms like Amazon 
Mechanical Turk and Crowdfl ower—these systems have shown the effectiveness of 
intelligently organizing large numbers of people, and suggest a rich future for next 
generation human computation systems. 

 In this chapter, we turn our sights to the negative aspects of these systems. How 
may participants be exploited by human computation systems? How can these sys-
tems be used as a means to exploit other populations? What are the existing types of 
exploits and what types of exploits does the future hold? Beyond characterizing the 
threat horizon, we also consider efforts toward detecting exploits in human compu-
tation systems. And what are steps that can be taken toward mitigating the risk as 
these systems continue to mature?  

    Exploitation Within a Human Computation System 

 In this section, we present opportunities for exploitation within a human computation 
system. We consider exploits that target workers (who actually perform jobs), exploits 
that target requesters (who solicit jobs), and fi nally exploits that target the system as 
a whole. This taxonomy is intended as an initial organization of some of the exploits 
facing human computation systems, and should not be considered comprehensive. 

      Exploitation in Human Computation Systems 

             James     Caverlee    

        J.   Caverlee      (*) 
  Department of Computer Science and Engineering ,  Texas A&M University , 
  College Station ,  TX ,  USA   
 e-mail: caverlee@cse.tamu.edu  
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    Exploits Targeting Workers 

 Human computation systems rely on the support of  workers  who are tasked with 
supporting the overall efforts of the system. 

  Misrepresentation of the task.  In many human computation systems, the overall 
effort is subdivided into smaller chunks that may be handled by individual workers. 
For example, a system to automatically recognize animals captured on video may 
provide each individual worker with access to only a few key frames from a handful of 
videos. As a result, the worker may have only incomplete knowledge of the ultimate 
goal of the task. In many settings, this incomplete knowledge is uncontroversial. 

 However, this compartmentalization of task knowledge may lead to workers 
agreeing to participate in human computation systems where the overall effort is 
contrary to the worker’s moral, ethical, or religious grounding. For example, 
Jonathan Zittrain characterized this exploit as such:  

  You might synthesize a new chemical that winds up being used as a poison or in a bomb. 
Iran’s leaders could ask Turkers to cross-reference the faces of the nation’s 72 million citi-
zens with those of photographed demonstrators. Based on Mechanical Turk’s current rates, 
Repression 2.0 would cost a mere $17,000 per protester. (Zittrain  2009 ) 

   Another example of abusing workers morals via task misrepresentation would be 
saying you are tracking elephant movement supposedly for conservation, but the 
data is used by poachers. In this way, workers may become cogs in a machine that 
works counter to their own interests. 

  Exposure to unwanted risks.  Even for tasks that are agreeable to a worker, a 
worker in a human computation system may be exposed to risks that go beyond 
their reasonable expectations. In one direction, a worker may be exposed to disturb-
ing content (say, via an image labeling task). In a separate direction, a worker may 
encounter misinformation spread through an otherwise legitimate task. For exam-
ple, a worker may be asked to label blog posts as containing evidence of propaganda 
or not; through the labeling process, the worker may encounter deliberately placed 
misinformation designed to change the worker’s perceptions of a particular candi-
date or political issue (e.g., climate change). Such a risk is similar to “push polling” 
in traditional political campaign surveys whereby a polling question is deliberately 
constructed to persuade (or even mislead) a respondent. 

 In addition to the cognitive risks of exposure, workers and their computing sys-
tems may also be subject to spam, malware, and phishing (Jagatic et al.  2007 ) 
attacks that have shown a remarkable ability to migrate to emerging systems. From 
email to Web to social media, and eventually to human computation systems, mali-
cious users have shown great ability to target new populations. 

  Privacy leakage.  Workers in a human computation system may also subject them-
selves to potential loss of privacy. A recent study has found that Amazon Mechanical 
Turk—designed to be an anonymous system—leaks private information of workers 
by using a single unique identifi er for all Amazon accounts (Lease et al.  2013 ). In 
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this way, a worker’s anonymous Mechanical Turk account can be linked to the same 
worker’s Amazon profi le page, which could reveal personally identifying informa-
tion. Beyond the direct negative consequences of privacy leakage (e.g., loss of user 
anonymity, targeted attacks on individuals de-identifi ed), a worker’s willingness to 
participate in human computation systems may be limited if there are perceived 
risks of privacy leakage. 

  Unsatisfactory compensation.  The fi nal exploit has been widely recognized as a 
potential threat in the increasingly globalized virtual workforce enabled by human 
computation systems (Ross et al.  2010 ). By drawing on workers from low income 
countries, there is the potential for exploitation of disadvantaged workers.  

    Exploits Targeting Requesters 

 On the other hand, there are threats to the requesters in human computation systems 
(or to the overall operators of the system). 

  Competitive disruption.  In the 2009 DARPA Red Balloon Challenge, the winning 
MIT team reported that some participants deliberately falsifi ed balloon sightings, 
whether to disrupt the overall functioning of the overall requester goal (fi nd all of the 
balloons) or to disrupt the balloon sightings of competitor teams (Tang et al.  2011 ). 
In this way, groups of workers within a system or a competitor system itself may 
negatively impact the functioning of a target system by delaying task completion 
time, by degrading the quality of work being done (say, through deliberately inserting 
misinformation), and by adding uncertainty to the overall reliability of the system. 

  Poor quality work.  One of the key concerns for requesters using existing systems 
like Amazon Mechanical Turk’s crowdsourcing marketplace is the quality of work 
provided by workers. It is possible that the quality of work provided by workers is 
of lower quality than advertised by the human computation system: e.g., workers, 
regardless of incentivization scheme, may choose to complete as many tasks as pos-
sible while exerting little effort. For example, in a task that is answered using multi-
choice options, the worker might randomly select answers, or in case of tasks that 
require answering verbosely (review of a product, comparison between two prod-
ucts) the worker might use generic answers or answers off of Internet to complete 
the task quickly. In addition to this, another reason for poor quality of work on a 
human computation system could be because of the “one size fi ts all” expectation 
that requesters have of the system. The requester might observe a mismatch in 
worker skills between what the system can provide and what they are expecting. For 
example, a human computation system might mostly have English speaking work-
ers, but a requesters task might need knowledge of Chinese that the system might 
not be able to satisfy. Existing systems (like Amazon Mechanical Turk) do include 
capabilities to track worker performance across tasks, to fi lter participants by native 
language, and other “checks and balances” to overcome some of these quality 
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issues. However, as human computation systems increase in variety and capabili-
ties, maintaining quality work will be a fundamental challenge. 

  Privacy leakage.  As in the case of workers on a human computational system, a 
requester’s privacy may be leaked. This can be either due to the design of the com-
putation system itself, for example, a work requester’s Mechanical Turk account 
being linked to his Amazon profi le page, or it could be because of the information 
that the requester inadvertently added to the task like his email, company he works 
for, and so on. A requester’s privacy leakage could result in reduced quality in work. 
For example on Amazon’s Mechanical Turk, the requester has the right to pay or not 
pay a worker for the task completed based on the worker’s quality of work. A worker 
who knows requester’s details could answer the task in a biased way (praise request-
er’s company, prefer requester’s approach while two items are compared) so as to 
impress the requester without actually doing the task correctly. Also in case the 
requester rejects worker’s work then a worker who knows requester’s contact details 
can get in touch with him requesting the details or even threaten him.  

    Exploits Targeting the System Itself 

 Finally, human computation systems themselves may come under threat by external 
parties interested in degrading the quality of online information and threatening the 
usefulness of these systems. Traditional denial of service, spam, and other targeted 
attacks can be modifi ed to disrupt the reliability, quality, and timeliness of human 
computation systems.   

    Exploits Targeting External Populations 

 In this section, we consider opportunities for malicious users to leverage human 
computation systems to target external (outside of the system) populations. We 
couple this treatment with a study of the prevalence of one type of exploit (crowd-
turfi ng), and consider additional exploits. 

    Crowdturfi ng 

 One growing threat is the emergence of “crowdturfi ng” (crowdsourcing + astroturf-
ing), whereby masses of cheaply paid shills can be organized to spread malicious 
URLs in social media, form artifi cial grassroots campaigns (“astroturf”), and 
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manipulate search engines. One example is the development of sites like 
SubvertAndProfi t (  www.subvertandprofi t.com    ), which claims to have access to 
“25,000 users who earn money by viewing, voting, fanning, rating, or posting 
assigned tasks” across social media sites. These campaigns are being launched from 
commercial crowdsourcing sites, potentially leading to the commoditization of 
large-scale turfi ng campaigns. In a recent study of the two largest Chinese crowd-
sourcing sites Zhubajie and Sandaha, Wang et al. ( 2012 ) found that ∼ 90 % of all 
tasks were for crowdturfi ng. 

    Evidence of Crowdturfi ng 

 To illustrate the impact of crowdturfi ng, we report here a brief study of 505 cam-
paigns collected from 3 popular Western crowdsourcing sites that host clear exam-
ples of crowdturfi ng campaigns: Microworkers.com, ShortTask.com, and 
Rapid-workers.com during a span of 2 months in 2012. Almost all campaigns in 
these sites are crowdturfi ng campaigns, and these sites are active in terms of number 
of new campaigns. Note that even though Amazon Mechanical Turk is one of the 
most popular crowdsourcing sites, we excluded it in our study because it has only a 
small number of crowdturfi ng campaigns and its terms of service offi cially prohibits 
the posting of crowdturfi ng campaigns. For the 505 sampled campaigns, each has 
multiple tasks, totaling 63,042 tasks. Based on a manual assignment, we found fi ve 
major crowdturfi ng campaign types: 

  Social Media Manipulation (56 %).  The most popular type of campaign targets 
social media. Example campaigns request workers to spread a meme through social 
media sites such as Twitter, click the “like” button of a specifi c Facebook profi le/
product page, bookmark a webpage on Stumbleupon, answer a question with a link 
on Yahoo! Answers, write a review for a product at Amazon.com, or write an article 
on a personal blog. 

  Sign Up (26 %).  Requesters ask workers to sign up on a website for several reasons, 
for example to increase the user pool, to harvest user information like name and 
email, and to promote advertisements. 

  Search Engine Spamming (7 %).  For this type of campaign, workers are asked 
to search for a certain keyword on a search engine, and then click the specifi ed 
link (which is affi liated with the campaign’s requester), toward increasing the rank 
of the page. 

  Vote Stuffi ng (4 %).  Requesters ask workers to cast votes. In one example, the 
requester asked workers to vote for “Tommy Marsh and Bad Dog” to get the best 
blue band award in the Ventura County Music Awards (which the band ended up 
winning!). 
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  Miscellany (7 %).  Finally, a number of campaigns engaged in some other activity: 
for example, some requested workers to download, install, and rate a particular 
software package; others requested workers to participate in a survey or join an 
online game.   

    Other Example Exploits 

  Propaganda.  Crowdturfi ng can be leveraged for spreading misinformation and pro-
paganda. For example, it has been recently reported that Vietnamese propaganda 
offi cials deployed 1,000 propagandists to engage in online discussions and post 
comments supporting the Communist Party’s policies (BBC  2013 ). Similarly, the 
Chinese “Internet Water Army” can be hired to post positive comments for the gov-
ernment or commercial products, as well as disparage rivals (Wired  2010 ). Mass 
organized crowdturfers are also targeting popular services like iTunes (Gizmodo 
 2012 ) and attracting the attention of US intelligence operations (Guardian  2011 ). 

  Coordinated attacks.  By exploiting collaboration to solve problems, newly engi-
neered human computation systems could create novel ways of perpetrating crimes, 
acts of war, and other attacks. As illustration of this potential, in February 2013 a 
criminal syndicate infi ltrated a credit card processing company, raised the with-
drawal limits of ATM cards, and then distributed these ATM cards to dozens of 
participants around the world to simultaneously withdraw $45 million. Now imag-
ine a similar attack coordinated via a human computation system whereby thou-
sands of participants collaborate in a similar fashion. Beyond criminal activity, 
coordinated crowdsourced attacks could be used to decrypt passwords or launch 
cyber attacks on the computer systems of a country’s adversaries. Perhaps even 
more troubling, a coordinated attack by a large group could mask their malicious 
behavior by acting collectively so that their infl uence on the system cannot be traced 
to a single aberrant individual. 

  Crowdsourced click manipulation.  We have observed crowd workers leveraging 
human-powered crowdsourcing platforms to intentionally manipulate click patterns 
of URLs spread through social media to create conditions of artifi cial collective atten-
tion, in effect to create the illusion of collective attention toward increasing the popu-
lation exposed to a malicious URL (say, by pushing the message containing such a 
URL into the day’s trending topics on a system like Twitter) (Lee et al.  2013a ). 

  Location-based deception.  The rise of global-scale location sharing services (like 
Foursquare, and services supporting fi ne-grained location sharing like Instagram) 
allow users to connect in the physical world by revealing their footprints (typically 
via a “check-in” containing the user’s current location that is shared through a social 
media service), leading to a host of positive opportunities. But these services can be 
misused to manipulate collective attention. In discussions with the Austin (Texas) 
Police Department, we have identifi ed the threat of intentional deception through 
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the creation of fake “check-ins” around protests so that police response may be re-
directed to the wrong location. 

 Notice that these threats may have far reaching consequences, if successfully 
carried out. For example, during the recent Hurricane Sandy, several episodes of 
misinformation have led to confusion, errors, and slowed down humanitarian 
actions in affected zones, causing FEMA to formally address the issue (FEMA 
 2012 ; Meier  2012 ). For example, social media users posted fake storm images and 
spread misinformation that FEMA had run out of bottled water. Given the magnitude 
of the storms, FEMA has acknowledged the great role of social media as an effec-
tive means to quickly gain collective attention, but identifi ed misinformation as a 
real threat to human lives.   

    Methods to Detect and Mitigate Exploits 

 Detecting exploits in human computation system is quite important, and the corre-
sponding detection technique varies based on the type of exploit. 

  Reputation Systems.  Many e-marketplaces and online communities use reputation 
systems to assess the quality of their members, including eBay, Amazon, and Digg, 
and reputation-based trust systems have received considerable research attention, 
e.g., Marti and Garcia-Molina ( 2006 ) and Resnick et al. ( 2000 ). These approaches 
aggregate community knowledge for evaluating the trustworthiness of participants. 
The benefi ts of reputation-based trust from a user’s perspective include the ability to 
rate neighbors, a mechanism to reach out to the rest of the community. Along these 
lines, the recently proposed Turkopticon (Irani and Silberman  2013 ) is one such 
reputation system designed for human computation systems, in which workers on 
Amazon Mechanical Turk can rate interactions with requesters. 

  Policy-Based Approaches.  Separately, exploits in human computation systems 
may be dealt with by rule-based or policy-oriented approaches. For obvious exploit 
like “workers getting poorly paid”, it is intuitive just to compare the estimated aver-
age payment per hour for a task to the legal minimum wage rate, to decide whether 
workers are being exploited for lack appreciation of their efforts. In a more system-
atic manner, there has been some recent work on monitoring the quality of workers 
and their outputs. For example, Venetis and Garcia-Molina ( 2012 ) described two 
quality control mechanisms. The fi rst mechanism repeats each task multiple times 
and combines the results from multiple users. The second mechanism defi nes a 
score for each worker and eliminates the work from users with low scores. Xia et al. 
( 2012 ) provided a real-time quality control strategy for workers who evaluate the 
relevance of search engine results based on the combination of a qualifi cation test of 
the workers (i.e., a question for which the requester already knows the answer) and 
the time spent on the actual task. The results are promising and these strategies 
facilitate reducing the number of bad workers. 
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  Machine Learning.  For more complicated exploits that target external populations, 
machine learning techniques can be applied. In one direction, the artifacts of a 
crowd powered targeting of an external population can be analyzed to develop 
machine learning models of the activities of the users who engaged in this activity. 
For example, by analyzing the social media artifacts of astroturf campaigns, 
researchers have developed methods to automatically detect crowd powered cam-
paigns and the users engaged in these campaigns (Gao et al.  2010 ). 

 In a separate direction, since many current crowd turfi ng approaches target social 
media, researchers have proposed a framework for linking tasks (and their workers) 
on crowdsourcing sites to social media, by monitoring the activities of social media 
participants (Lee et al.  2013b ). In this way, we can track the activities of crowdturf-
ers in social media where their behavior, social network topology, and other cues 
may leak information about the underlying crowdturfi ng ecosystem. Based on this 
framework, researchers have identifi ed the hidden information propagation struc-
ture connecting these workers in Twitter, which can reveal the implicit power struc-
ture of crowdturfers identifi ed on crowdsourcing. Specifi cally, three classes of 
crowdturfers have been identifi ed—professional workers, casual workers, and mid-
dlemen; based on statistical user models these users can be automatically differenti-
ated from regular social media users. 

  Crowd-Based Mitigation.  Finally, the crowd itself may be mobilized to mitigate 
exploits. How can a crowd be organized to police itself? How can a crowd detect the 
exploits within its own system and mitigate the impacts of exploits powered by 
other systems? In one direction, a crowd-powered monitoring system (akin to the 
Turkopticon) could be extended so that sub communities within the system validate 
the tasks within the system, towards reducing the opportunity of exploits to gain 
suffi cient traction. Similarly, crowds could be deployed to monitor external com-
munities (as on social media) for evidence of exploits; such a crowd-powered sys-
tem could alert external communities of exploits and even roll-back negative actions 
(e.g., undoing Wikipedia vandalism). Of course such a crowd-checking- crowd sys-
tem raises questions of “who watches the watchmen?” which we leave as an open 
and enduring question.  

    Summary 

 This chapter has presented a characterization of exploits that may target participants 
within human computation systems, as well as exploits that may target other popu-
lations. As crowd-powered systems continue to become more complex and of 
greater variety, we would expect a commensurate maturation of the exploit vectors, 
and (hopefully) of the technical and policy-oriented countermeasures to mitigating 
their impact.     
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           Introduction: Privacy and Mom’s Cupcakes 

 Human computation obviously requires the engagement of the people doing the 
computation, and people’s willingness to participate has a lot to do with the value 
they derive from the engagement and the “cost” of participating. Most of us would 
associate the “cost” of participating being the time spent but there is a second, and 
often under appreciated expenditure, that of the person’s privacy. How privacy is 
handled varies substantially across the spectrum of human computation, and the 
people doing the computation may not be in full control of the privacy decisions 
they are making. There are several reasons for this, but we are going to focus our 
attention on an underexplored considerations based on how we, as people, actually 
function and make decisions. To explore the dynamics here, like all good things in 
life, we are going to start by talking about cupcakes. 

 Imagine no one told you that Mom’s homemade buttercream cupcakes were bad 
for you—you’d eat them to the point of exploding. OK, maybe that’s just me but 
you get the idea. This is why we label our food’s nutritional content since in theory 
an informed consumer is a healthy consumer, or at least one making good long-term 
choices. In practice we know that doesn’t work so well—the obesity rates in the 
USA as confi rmation of that. So why do people engage in the irrational behavior of 
eating both unhealthy food and unhealthy amounts of it? It turns out that we do that 
for the same reasons that many consumers struggle with the notions of privacy in an 
increasingly virtual world. That struggle has signifi cant implications for the future 
of human computation and the problems that we are collectively trying to solve. To 
put a fi ne point on it—people’s willingness to work on group problems and serve as 
part of a human sensor network will long-term depend on their ability to trust how 
their engagement and inputs to the project are handled. 

      Big Data, Dopamine and Privacy by Design 

             Thomas     W.     Deutsch    

        T.  W.   Deutsch      (*) 
  IBM Information Management ,   San Jose ,  CA ,  USA   
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 To help understand what is happening here and how it relates to big data, digital 
engagement and the need for privacy in human computation, let’s turn back to 
Mom’s buttercream cupcakes for a minute. Now, to be sure they taste good (espe-
cially the vanilla cake with strawberry frosting ones), but at some level we know we 
probably should not be eating too many of them, or eating them too frequently. So 
why do we do often over indulge in too large position sizes or too often make bad 
nutritional choices? Well in some cases we just can’t help it because of how our 
brains work. As it turns out we are wired to be susceptible to responding to certain 
food types and components in a way that in an age of surplus becomes counterpro-
ductive. 1  Fat, sugar and salt all trigger physiological reactions quite separate from 
our purely rational experience of eating the cupcake. Simply stated, the same physi-
ology and brain wiring that has allowed us to survive to this point is not especially 
well-equipped to handle our new circumstances of surplus. 2  It is starting to become 
evident that the dynamics that contribute to our poor food choices have parallels in 
our ability to self-regulate in our digital engagements.  

    Challenges in How We Make Decisions: Temporal Discounting 
and Neurobiology 

 To help explore these challenges, there are two important concepts that need to be 
introduced. The fi rst is the idea of temporal discounting; the second is the idea that 
our neurobiology and neurochemistry are in play here without our being aware of it. 
Temporal discounting refers to our brains tendency to discount further away events 
from near term ones thereby making even smaller (if fl eeting) rewards now appear 
more valuable than larger rewards in the future. 3  Here again the digital implications 
are harder to grasp as at some level nearly everyone understands that eating too 
much can cause unpleasant issues but our long term cost of trading off privacy are 
not as immediately apparent as, say, an upset stomach. As one of our Editors pointed 
out “even eating three cup-cakes has a near term impact on how you feel as well as 
poorly understood long-term implications. In the digital world, we almost never 
have immediate consequences for poor decisions—they are always long term 
“costs”. 

 Strategies in the physical world for dealing with temporal discounting—such as 
walking around the neighborhood before going into McDonalds to give your brain 
time to better weigh the true “cost” of that chocolate milkshake you are craving—
don’t always work so well in the digital world. It can be a bit challenging to go walk 
around the neighborhood to ‘cool off’ before using a mapping service on a mobile 
device if you are turning to the mapping service since you don’t know your way 

1   http://www.ncbi.nlm.nih.gov/pubmed/3135745 
2   http://www.ncbi.nlm.nih.gov/pubmed/3300488 
3   http://www.ncbi.nlm.nih.gov/pmc/articles/pmc1382186/ 
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around the neighborhood. The immediacy and intimacy of our digital engagements, 
which clearly contributing to the usefulness and likability of the engagements, does 
pose challenges in self-regulation and decision making. 

 The Neurobiology and neurochemistry factors are play here are much more com-
plex than the temporal discounting challenge outlined above. Neurobiology and 
neurochemistry deal with how the biology and chemistry of our brains impact our 
behaviors, 4,   5  To illustrate some of the considerations at play here, we are going to 
discuss our neurobiology. Before we go any further, I hasten to point out I am going 
to use some of that system functioning, such as the role of dopamine, as a stand in 
for a much more complex set of neurobiology and neurochemistry considerations. 
Mapping out all of that complexity, especially given that it is a fast-evolving area of 
scientifi c inquiry, is out of the scope of this article (as well as not being my fi eld of 
expertise, so please take what follows with a grain of salt.). 

 As it turns out, how we make decisions is under much less of our conscious con-
trol than we realize. In some cases, we make decisions before we even become 
aware we are making a decision, or as Soon et al. summarizes “a network of high-
level control areas can begin to shape an upcoming decision long before it enters 
awareness.” 6  Our neurobiology works to shape decisions without our being con-
sciously aware of it, and it does this very-very quickly. This happens through a 
complex set of interactions, but to single out as an example one component of this 
we are infl uenced by the amount of dopamine in our systems. Dopamine is an 
organic chemical that serves as a neurotransmitter that our bodies synthesis in 
response to simulation and it plays an important role in how we respond to situa-
tions. More specifi cally, “….midbrain dopamine systems are involved in processing 
reward information and learning approach behavior.” 7  

 Going back to the challenge of Mom’s cupcakes can help illustrate some of the 
neurobiology at play here. Just the thought of eating the cupcakes can trigger neu-
rochemical reactions that make us want to eat them that much more. 8  The actual act 
of eating one invokes neurobiological feedback loops that encourage us to eat yet 
more. Yet as challenging as the cupcakes are, in some ways the digital challenge is 
even harder to manage. First, unlike mom’s cupcakes, there is no natural satiation 
mechanism whereby (after, say, fi ve or six cupcakes, maybe less if you aren’t me) 
you actually get full. Our saturation point of experience is far higher in digital 
engagements than cupcakes. Even more challenging is that Mom’s cupcakes don’t 
get more and more appealing as you eat more of them as they are a fi xed experi-
ence. That is to say, the cupcakes don’t change their behavior to be even more 
appealing and thus trigger another round of reinforcement. Highly intimate and 

4   http://www.merriam-webster.com/dictionary/neurobiology 
5   http://www.merriam-webster.com/dictionary/neurochemistry 
6   http://www.rifters.com/real/articles/NatureNeuroScience_Soon_et_al.pdf 
7   http://jn.physiology.org/content/80/1/1.abstract?ijkey=9149a8c097da470088e9a355b467daa4a5
8ebd5c&keytype2=tf_ipsecsha 
8   http://www.ncbi.nlm.nih.gov/pubmed/15987666 
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personalized applications, increasingly enabled by big data technologies, however, 
do exactly that. More engagement leads to even better ability to micro-segment 
your likes and preferences, and that will change your experience to become even 
more intimate and pleasing. Whereas Mom’s cupcakes don’t whisper in your ear 
that some chocolate milk would be especially tasty right now, the more engaging 
digital experiences can do the equivalent of that. More digital engagement leads to 
more insight about you, which in turn leads an even more engaging or socially 
invocative experience. The more engaging experience is, especially if it is social 
attachment in nature, the more to appears triggers neurochemical reinforcement 9  
that, whatever privacy you have surrendered for that experience was worth it, 
potentially without the consumer every being aware they had made a decision to do 
just that before consciously doing it.  

    Social Interactions and Potential Impact on Privacy Choices 

 The idea of moderation is especially challenging in the digital realm. It is well 
understood that we are responsive to the dopamine reward we get from social inter-
actions and it appears this is true when the social engagement happens to be a digital 
one rather than a physical one. 10  Digital interactions are even more intense when we 
process them as “intimate,” since they are more engaging, and the more engaging 
the greater the involvement of dopamine. 11  So when we are faced with a choice of 
an impersonal or socially intimate experience, we choose an intimate one, at least 
partially since we get the reward of the chemical “hit”. All of this may happen far 
more rapidly than we have time to understand the ramifi cations of our choices, since 
“dopamine concentrations are now known to fl uctuate on a phasic timescale (sub-
seconds to seconds).” 12  As noted above, the notion of choice and rational handling 
of the privacy issues comes into clear question when our neurochemistry is moving 
faster than consumers ability to make temporal tradeoffs (which, as noted above, is 
an iffy proposition anyway). 

 In the natural world that intimacy, however, can’t scale beyond a relatively low 
number of connections at a given time due to time/space/personal network limita-
tions. Technology can overcome those natural limitations so we’re engaging at a 
volume and pace never possible before. This similar to overeating in a new age of 
surplus creates a volume of reinforcing neurobiological events we struggle to effec-
tively manage. That, in turn, sets up a feedback loop wherein surrendering privacy 
increases the likelihood of a reward, which in turn rewards the surrender of privacy 
and so on. So while at some level, many people can intellectualize that surrendering 

9   http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2889690/ 
10   http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2889690/ 
11   http://www.dnalc.org/view/2385-The-Neurobiology-of-Love.html 
12   http://www.clinchem.org/content/49/10/1763.full 
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our privacy should require some contemplative thought on the balance of what we 
surrender versus what is gained and the long term implications of such a trade-off, it 
simply may be very diffi cult to overcome the brain chemistry that says, “this feels 
good, more please.” Long term considerations of privacy may not stand much of a 
chance at that point compared to the neurobiology at work especially give the tem-
poral discounting issues. Privacy is hard to value, and unlike food that comes with at 
least some basic nutritional information, there is no third-party reference point that 
people involved in human computing efforts can turn to for help in making a privacy 
related decision.  

   The Role of Commercial Models to Which 
We Have Become Accustomed  

    If that were not enough of a challenge, there is another one which has proven to be a 
quite well-established consumer behavior: customers like free stuff. Free email, map-
ping, social sites, free music, free hosting, free just about everything. And of course 
none of that is truly free. As was seminally expressed in the following blurb “If you 
are not paying for it, you’re not the customer; you’re the product being sold.” 13  Many 
of the activities that trigger the neurobiology that proves challenging have the double 
“incentive” of being supported by monetizing the consumer as the product. Now of 
course there is nothing wrong with that, but when combined with the other triggers 
we’ve discussed makes a powerful experiences that, short of handing out free beer 
(or wine based on your personal preferences, which of course we’ll likely know) is 
about perfectly designed to functionally disincentivize privacy considerations. It is 
worth noting here that there is a tendency to still frame the “do I or don’t I surrender 
privacy” in purely rational terms when that may not be how we actually make the 
decision. Our emotional reactions to engagement are powerful, and often infl uence 
our perception that we are making purely rational choices when we are not. 14  

 Just as the food industry has learned to develop foods engineered to take advan-
tage of our neurobiology (think sweet and salty mix in ice cream so have many of the 
most utilized Internet sites. To be clear, they are responding to consumer preferences. 
Consumers want easier, consumers want more relevant, consumers want to be better 
entertained. That, of course, is the challenge. The benefi ts from using well designed 
(from an engagement point of view anyway) sites are immediate, the privacy trade-
offs not immediately apparent and almost always involves stopping the behavior we 
enjoy to read Terms and Conditions of site usage that is not, shall we say, quite so 
engaging and thus not as rewarding. The neurobiology of this  is  different than in our 
physical lives. As a good friend of mine said “No one gets a dopamine hit from hav-
ing the grocery store track their purchases through a loyalty card”. 

13   http://www.metafi lter.com/95152/Userdriven-discontent#3256046 
14   http://metablog.borntothink.com/wp-content/uploads/2011/07/1994-Damasio-Descartes-Error.pdf 
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 While human computing is not confi ned to social sites and advertising funded 
sites/applications, one could argue that a majority of human computing comes as a 
byproduct of those activities. Problematically, it is those sites that often have the 
least transparent privacy policies and are designed to present an experience that 
invokes a neurobiological response that overrides a deliberate or methodical privacy- 
oriented decision making. 

 Examples such as   http://www.patientslikeme.com/     where there is the potential 
for advancing understanding through shared information processing (in form of 
shared experiences) depend upon deeply personal information quite possible that is 
to be de- anonymized. The question of a person engaging in human computation can 
consider privacy and how their information will be shared when dealing in a social, 
experience related to their (or loved one’s) health is debatable.  

    The Shortcomings of Anonymization 

 Anonymization has been presented as a way around this but as it as it turns out, 
anonymization is not very anonymizing in the age of big data. Anonymization—the 
basic tenant of decoupling the data from the common unique identifi ers of phone 
number, user ID, email, or name doesn’t hold up to a world enabled by big data 
technologies. Big data technologies offer both an expanded range of data gathering 
as well as increased processing power to dig into the data in more depth. One need 
not always dig that far however, as Ohm warned us about in 2009 15  and de Montjoye 
et al. recently reminded us of how “anonymized” data sets can still allow for very 
precise identifi cations of people. 16  This presents a substantial privacy challenge as 
our most common approach to building applications assumes that anonymity can be 
counted on to protect privacy, and many of the most commonly used application 
would simply seem to function properly if all the data that could be used for undo-
ing anonymization were removed. It is also unclear if commercial entities could 
track down all the potentially de-anonymizing data in their anonymized data sets. 
As was recently observed:

  Removing forgotten information from all aggregated or derived forms may present a sig-
nifi cant technical challenge. On the other hand, not removing such information from aggre-
gated forms is risky, because it may be possible to infer the forgotten raw information by 
correlating different aggregated forms. 17  

   It is also worthwhile to keep in mind here that the data being collected is often 
critical to the services being provided, as well as generating positive results from the 
human computing effort. As David Myers summarized in an especially well written 
observation: “Mobile operators’ datasets help keep their networks running. 

15   http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1450006 
16   http://www.nature.com/srep/2013/130325/srep01376/full/srep01376.html 
17   http://www.enisa.europa.eu/activities/identity-and-trust/library/deliverables/the-right-to-be-forgotten 
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Location-based services don’t work without location. We even hope big data capa-
bilities will help us fi ght diseases and socio-economics problems. And, most impor-
tantly, despite the fact that most people in the U.S. and European Union insist they 
want better data privacy, we see time and again that this desire doesn’t translate into 
action—people still give up their data without much consideration.” Rock, meet 
hard place. Not surprisingly this debate has surfaced recently surrounding sugary 
drinks where our biological challenges to moderation and resulting personal and 
societal costs all require diffi cult trade offs. 18  

 As with the great soda debate of 2013 in NYC 19 , it seems pretty clear at this point 
there are not any easy answers here in the digital space. Users appear unlikely to 
spontaneously demand privacy baring some traumatic mass event, and the commer-
cial models based on data collection have become fi rmly and widely embedded. To 
reference Myers again “we are not going to stop all this data collection, so we need 
to develop workable guidelines for protecting people.” 20  It is unlikely that we are 
going to quickly evolve to a point where our neurobiology is not an issue to be con-
sidered in our online engagements, yet doing nothing does not appear to be an 
option. Voluntary solutions like Do Not Track, 21  which is both a technology and 
policy approach to giving users more control over their privacy, remain works in 
progress with uneven implementations. 22  Do Not Track has spawned related ideas 
on dealing with the issues outlined above, including the notion of Privacy By Design.  

    Privacy by Design Principals 

 Privacy By Design, an initiative by the Information and Privacy Commissioner of 
Ontario, Canada, 23  lays out seven key tenants that are designed to introduce some 
privacy protection by default. Without getting into the role of free will in all of this, 
Privacy By Design attempts to help protect us from ourselves by codifying an 
approach to the systems we interact with. The key tenants of Privacy By Design are 24 ;

      1.     Proactive  not Reactive;  Preventative  not Remedial 
 The  Privacy by Design  (PbD) approach is characterized by proactive rather 
than reactive measures. It anticipates and prevents privacy invasive events 
 before  they  happen. PbD does not wait for privacy risks to materialize, nor 
does it offer remedies for resolving privacy infractions once they have 
occurred—it aims to  prevent  them from occurring. In short,  Privacy by Design  
comes before-the-fact, not after.   

18   http://www.nytimes.com/2012/06/06/opinion/evolutions-sweet-tooth.html?_r=1 & 
19   http://www.nytimes.com/2012/09/14/nyregion/health-board-approves-bloombergs-soda-ban.html?_r=0 
20   http://gigaom.com/2013/03/25/why-the-collision-of-big-data-and-privacy-will-require-a-new-realpolitik/ 
21   https://www.eff.org/issues/do-not-track 
22   https://www.eff.org/issues/do-not-track 
23   http://www.privacybydesign.ca/index.php/about-pbd/ 
24   http://privacybydesign.ca/about/principles 

Big Data, Dopamine and Privacy by Design

http://www.nytimes.com/2012/06/06/opinion/evolutions-sweet-tooth.html?_r=1 
http://www.nytimes.com/2012/09/14/nyregion/health-board-approves-bloombergs-soda-ban.html?_r=0 
http://gigaom.com/2013/03/25/why-the-collision-of-big-data-and-privacy-will-require-a-new-realpolitik/ 
https://www.eff.org/issues/do-not-track 
https://www.eff.org/issues/do-not-track 
http://www.privacybydesign.ca/index.php/about-pbd/ 
http://privacybydesign.ca/about/principles 


854

   2.    Privacy as the  Default Setting  
 We can all be certain of one thing—the default rules!  Privacy by Design  seeks 
to deliver the maximum degree of privacy by ensuring that personal data are 
automatically protected in any given IT system or business practice. If an 
individual does nothing, their privacy still remains intact. No action is required 
on the part of the individual to protect their privacy—it is built into the system, 
 by default.    

   3.    Privacy  Embedded  into Design 
  Privacy by Design  is embedded into the design and architecture of IT systems 
and business practices. It is not bolted on as an add-on, after the fact. The 
result is that privacy becomes an essential component of the core functionality 
being delivered. Privacy is integral to the system, without diminishing 
functionality.   

   4.    Full Functionality— Positive-Sum , not Zero-Sum 
  Privacy by Design  seeks to accommodate all legitimate interests and objec-
tives in a positive-sum “win-win” manner, not through a dated, zero-sum 
approach, where unnecessary trade-offs are made.  Privacy by Design  avoids 
the pretense of false dichotomies, such as privacy vs. security, demonstrating 
that it  is  possible to have both.   

   5.     End-to-End Security—  Full Lifecycle Protection  
  Privacy by Design,  having been embedded into the system prior to the fi rst 
element of information being collected, extends securely throughout the entire 
lifecycle of the data involved—strong security measures are essential to pri-
vacy, from start to fi nish. This ensures that all data are securely retained, and 
then securely destroyed at the end of the process, in a timely fashion. Thus, 
 Privacy by Design  ensures cradle to grave, secure lifecycle management of 
information, end-to-end.   

   6.     Visibility  and  Transparency— Keep it  Open  
  Privacy by Design  seeks to assure all stakeholders that whatever the business 
practice or technology involved, it is in fact, operating according to the stated 
promises and objectives, subject to independent verifi cation. Its component 
parts and operations remain visible and transparent, to users and providers 
alike. Remember, trust but verify.   

   7.     Respect  for User Privacy—Keep it  User-Centric  
 Above all,  Privacy by Design  requires architects and operators to keep the 
interests of the individual uppermost by offering such measures as strong pri-
vacy defaults, appropriate notice, and empowering user-friendly options. 
Keep it user-centric.     

   None of this is easy or problem free to implement. As noted earlier many existing 
applications pre-date these notions and may not be able to function if tracking/ 
tracing data were removed. It is unclear that separating the notions of privacy and 
security is commercially practical given how many applications have been designed. 
There is also the non-trivial issue of the potential need for a shift from the user’s 
data being monetized to pay for the digital service if privacy is fully protected. The 
costs of not implementing, however, could be higher. If the potential of human 
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computing is blunted by concerns of privacy, who knows what we as a society we 
will forgo. It would seem that a reasonable next step is an honest conversation and 
full disclosure of how a human computing participant’s information and activities 
will be utilized. In a free-market, people can vote with their time and there should 
be no shortage of human computing projects that both have worthy goals and man-
age to protect the participant’s privacy. I hope this was a useful discussion, and I 
don’t know about you but I’m craving a cupcake at this point.    
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        Introduction 

 With the expression  social collaboration  we refer to the processes of helping mul-
tiple people to interact and share information in order to achieve common goals. 
Nowadays, collaboration and social dissemination of information are facilitated by 
the Internet and  Social Network Services  (SNS). The reliance of social collaboration 
on SNS might seem surprising given the differences between their group-centric 
and individual-centric views. In particular, social collaboration services focus on 
group activities, identifying groups and collaboration spaces in which messages are 
explicitly directed at the group and the group activity feed is seen the same way by 
everyone. In contrast, social networking services generally focus on single person-
alized activities, sharing messages in a more-or-less undirected way and receiving 
messages from many sources into a single personalized activity feed. 

 Despite these differences, in current digital society a convergence between mass 
communication and personal communication is leading to social and community 
uses of online social network services. This is because the present use of social 
media has grown enormously, moving from a niche phenomenon to mass adoption 
(Gross and Acquisti  2005 ). For these reasons, it emerges how social interactions on 
the online world must not be considered as separated entities with respect to collabo-
rating communities in the real (offl ine) world. In this scenario, it often comes to light 
how current social network services architectures do not allow to treat and analyze 
communities and their privacy issues in the online world as really happens in the 
offl ine world. This is due, in particular, to the fact that the online world often does 
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not have the same boundaries and does not follow the same social norms which are 
more clear and common in the offl ine world. This disparity may exist because social 
norms are connected to particular situations involving users (AA.VV SPION  2011 ). 

 In the offl ine world, more or less clear barriers exist among situations and con-
texts. In this scenario, privacy is signaled by physical characteristics: e.g., low light-
ing, enclosed spaces, and relative isolation from others. People who want to conduct 
a private conversation can recognize the privacy levels of an offl ine space based on 
physical properties (Dwyer and Hiltz  2008 ). 

 In the online world, missing these clear boundaries and well defi ned social norms, 
and due to the fact that users have more control on how their identity is displayed 
(since each user can decide which information provide to the world), often the con-
text is not clear and it is free to be fi lled. Online, privacy levels are not signaled by 
the inherent properties of the online social space in any clear way, except for the 
common assumption that nothing is private. In this scenario, some argue that privacy 
in online communities should be a system level requirement, rather than a group of 
access settings for each member: privacy should apply to an online space and not be 
a collection of settings attached to each individual member (Dwyer and Hiltz  2008 ). 

    Aim and Organization of the Chapter 

 In this chapter we address the problems connected to privacy issues in social col-
laboration, in particular with respect to social network services when used for social 
and community-based purposes. 

 The chapter is organized as follows: in section “Social Communities” we describe 
the concept of social community in the online and in the offl ine worlds and the rela-
tionships between them; in section “Social Networking” we investigate the commu-
nity-based use of social networks also providing a brief history of their evolution; 
section “Privacy in Social Networks Services” arises and discusses privacy issues in 
social network services especially when context issues emerge from online social 
behavior of users, and describes some concrete privacy concerns in current SNS. 
Finally, section “Conclusions and Further Research” concludes the chapter.   

    Social Communities 

    The Meaning of Community 

 First attempts to defi ne the concept of  community  dates back to nineteenth century, 
with the studies of the theorists Tönnies (Tönnies and Loomis  1957 ), Toqueville, 
Durkheim. These theorists follow the desire for a pre-modern society; in this sce-
nario, a community can be described as a private and intimate place that stands for 
the basic needs of individuals (e.g., warmth, shelter, nurture, etc.), while  society  is 
seen as a more rational and purposeful (Kivisto  2003 ). 
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 In current literature, the  existence  and the utility of the concept of community is 
debated. In particular, the  focus  of community varies from domain to domain: it is a 
cultural construct or social context for sociologists; in psychology the individual 
members of a community are emphasized; anthropologists concentrate on interaction 
among the members of a community. With such wide-ranging and diverse interpreta-
tions, the concept of community is defi nitely an ambiguous and abstract concept. 

 According to post-modernists, it is only a diluted concept unsuitable to describe 
current society. Bauman ( 2001 ), for example, sees community as an extension of the 
concept of identity. 

 Other authors have another vision and think that the concept of community has 
still its meaning. Turner, for example, sees community as an opposition to  structure , 
an expression of the  social nature  of society (Delanty  2003 ). He calls  liminality  the 
expression of such a community. Liminal moments refer to events of life not sub-
jected to instrumental rationality, and create a powerful bonding between members 
of society. In this vision, one obtains a feeling of belonging and relating to others 
when not being subjected to rules, laws, norms, etc. Then, in interacting with others, 
members of the community reveals the community itself (AA.VV SPION  2011 ). 

 In his hermeneutic approach on community, Cohen defi nes it in terms of particular 
kinds of awareness of reality; and as such community is a “symbolization of bound-
aries by which the community differentiates itself from others” (Delanty  2003 ). 

 Lyon ( 1986 ) reviews a plethora of defi nitions of community, noting that the vast 
majority enumerates three common qualities: shared place, distinctive social inter-
action and common ties. These three qualities are not independent, but mutually 
reinforcing instead. They are distinguishable theoretically, and do capture critical 
facets of what community is characterized for, as Nisbet ( 1976 ) observes. 

 Based on Lyon and other researchers’ work, Carroll ( 2011 ) proposes a concep-
tual model of communities, comprising of collective identity, community engage-
ment, and network of social ties. 

 According to Zhang et al. ( 2011 ), these three elements emphasis different under-
pinnings of communities: social identities as psychological foundation, social 
engagement as behavioral manifestation, and network of social ties as structural 
depiction of communities. 

 Following these positive perspective on communities, it is possible to divide the 
concept of community in two categories:  community of interest , and  community of 
place . Community of place refers to a geographical fi xed community. A community 
of interest is based upon a common interest between members. It may be that both 
communities overlap each other. This teaches us that a community does not need to 
be anchored in a particular location, but can also exist in the  virtual .  

    From Offl ine to Online Communities 

 As emerges from previous section, defi nitions of a community are diverse and, at 
times, vague. Despite this, the concept of community is frequently adopted in the 
digital era to describe social practices in cyberspace. In fact, individuals can share 
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their common interests by gathering virtually in the online communities associated 
with social bookmarking sites, blogs and forums, regardless of their physical loca-
tion. The absence of a spatial environment has not only complicated how a com-
munity have to be defi ned of the Web, but has also raised issues as to how 
communities in online environments are to be operationalized for detection and 
investigation (Zhang and Jacob  2012 ). 

 For these reasons, a main question we have to address when dealing with the 
concept of  online community  is if an online community is a reality or a virtuality 
with respect to classical ‘offl ine’ communities. 

    Thick and Thin Communities 

 According to Giddens ( 1990 ),  virtuality  is a product of modernity that constantly 
‘displaces’ individuals from the places and everyday life with which they were 
familiar: individuals are re-located in different contexts, in which “familiarity and 
estrangement are recombined”. Similarly, Rheingold ( 2000 )—to our knowledge the 
fi rst author having introduced the concept of  virtual community —describes this 
concept connected to the Internet as an alternative reality, with capacities to trans-
form society (Delanty  2003 ). When referring to virtual communities, he only con-
siders non-existing offl ine communities, exclusively rooted in cyberspace. This 
means that, for him, virtual communities are ‘communities on the Net’: they do not 
have their counterpart in everyday life. Even further, the downfall of communities 
can be compensated by a virtual one (Delanty  2003 ). In this vision, if virtuality is 
the opposite of reality, it follows that a virtual community on the Web cannot be 
regarded as the same as—or even similar to—a traditional offl ine community. 
According to Zhang and Jacob ( 2012 ), because the online environment can only 
provide the illusion of reality and because a virtual community exists online, it is 
not part of the real world and thus cannot be understood or even discussed as a real 
world community might be. 

 However, a different and interactionist perspective about virtuality and reality is 
provided by Castells ( 1996 ), who includes the concept of virtuality as a part of the 
real world. New communities like virtual ones are built out of networks of social 
actors (individuals, families or social groups) (Delanty  2003 ). In our global network 
society, spatial communities are replaced by spaceless ones in the virtual space 
constituted by the Web. Castells affi rms that “localities become disembodied from 
their cultural, historical, geographical meaning, and reintegrated into functional net-
works, or into image collages, inducing a space of fl ows that substitutes for the 
space of places”. Social relations are not changed by the global network society 
itself; rather, by the individualism inherent in society. 

 To sum up, in both authors’ visions, communities can be defi ned as personalized 
communities embodied in networks and centered on the individual. But where 
Rheingolds refers to virtual communities as  thick , Castells would defi nitely speak of 
 thin  communities. With ‘thin’ we refer to a virtual reality that is an addition to the 
offl ine reality, whereas ‘thick’ can be seen as an equivalent of the offl ine reality. 
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Thick communities are often composed of  strong ties : frequent contact between 
people who personally know each other.  Weak ties  are often related with thin 
 communities: they are online ties between persons socially and physically distant, 
not bound into work structures or circle of friends.  

    Social Capital 

 The concepts described above, and their interactions, bring forward another impor-
tant concept related to communities: the  social capital . In sociology, Putnam and 
Bourdieu are probably the most prominent authors on this topic. Putnam defi nes 
social capital on a community level as those “features of social organisation such as 
networks, norms and social trust that facilitate coordination and cooperation for 
mutual benefi t” (Baum and Ziersch  2003 ). Bourdieu stresses more the individual 
aspects in his defi nition of social capital, seen as “the aggregate of the actual or 
potential resources which are linked to possession of a durable network of more or 
less institutionalized relationships of mutual acquaintance and recognition” (Baum 
and Ziersch  2003 ). 

 Broadly speaking, it consists on the expected collective or economic benefi ts 
derived from the preferential treatment and cooperation between individuals and 
groups. In Web 2.0 it is fostered by the possibility to maintain long-term contact 
with people via weak as well strong ties. Which of these ties contribute more to 
social capital, it is a debated topic. 

 Granovetters in his paper on the strength of weak ties (Granovetter  1983 ) states 
that weak ties are more important in some situations, as for looking a job. He affi rms 
that weak ties are more likely related to sparse networks. Hence, users that are 
loosely connected within virtual communities can access remote regions and obtain 
new and non-redundant information. In contrast, dense networks (dominated by 
strong ties) facilitate frequent, reciprocal and supportive contact. So, whether or not 
virtual communities can be labelled as thick or thin, both seem to be important for 
different reasons. 

 In his revised copy on virtual communities (Rheingold  2000 ), Rheingold states 
the following: “A social network with a mixture of strong ties, familial ties, lifelong 
friend ties, marital ties, business partner ties, is important for people to obtain the 
fundamentals of identity, affection, emotional and material support. But without a 
network of more superfi cial relationships, life would be harder and less fun in many 
ways. Weaker ties multiply peoples social capital, useful knowledge, ability to get 
things done”. Following this ‘optimistic’ vision, weak ties in virtual communities 
enable users to engage and interact with a variety of other users that do not neces-
sarily share the same interests and environments, expanding users’ horizon. At the 
same time, virtuality offer the possibility to bring offl ine contacts to online environ-
ments enlarging communication possibilities. 

 Another author, Calhoun, also assign importance to these mediated relationships, 
although in his more ‘pessimistic’ view, we should not exaggerate these forms 
(Delanty  2003 ). Offl ine communities are supplemented by virtual ones, rather than 
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substituted. Calhoun has a rather negative view on the capacity of virtual communities 
to enhance participation, due to compartmentalization in communities: “we are 
aware of others but not in discourse with them” (Calhoun  1998 ). This leads to cat-
egorization of individuals. This view anticipates the principle of the fi lter bubble, 
introduced by Pariser ( 2011 ) and described in section “Filter Bubble”. The fi lter 
bubble is an effect of the Internet when tailored to the personal identity of the indi-
vidual, isolating him/her from other perspectives.    

    Social Networking 

    Social Network Services as Online Communities 

 Summarizing the defi nition of community as either a place or a metaphor for place 
in terms of shape, structure, context and experience, the application of  Social 
Network Analysis  (SNA) (Scott  2012 ) offers an effi cient and productive approach 
for the detection and investigation of communities as complex social phenomena in 
social network services. Using the diagnostic tools of SNA, it is possible to capture 
the structure and function of communities and to provide a relatively objective inter-
pretation of these ‘subjective’ phenomena. 

 As introduced before, social network services are now entangled in society and 
not fl oating around in a vacuum. In fact, in current dynamic digital society, a con-
vergence between mass communication and personal communication is occurring. 
This convergence has been defi ned by Castells ( 2009 ) as  mass self-communication . 
According to Pierson and Heyman ( 2011 ), “on the one hand mass communication 
because social computing tools can potentially reach a global Internet audience. On 
the other hand self-communication because the message production is self- 
generated, the potential receiver(s) defi nition is self-directed and the message or 
content retrieval is self-selected”. Hence, new social network services and tools for 
acting ‘socially’ can be seen as an important fraction of mass self-communication. 
According to boyd and Marwick ( 2011 ), social networks can serve multiple ‘public’ 
purposes: “they can play a civic function, serving to gather people in a democracy. 
But they can also play a social role, enabling people to make sense of the world 
around them and understand their relationships to society”. 

 Formally, it is still boyd that, with Ellison in boyd and Ellison ( 2007 ), defi nes a 
social network service as “a web-based service that allow individuals to construct a 
public or semi-public profi le within a bounded system, articulate a list of other users 
with whom they share a connection, and view and traverse their list of connections 
and those made by others within the system. The nature and nomenclature of these 
connections may vary from site to site”. 

 From this defi nition, we can observe that, in general, a social network service is 
characterized by the following properties: 

•    It is an online service, platform, or site that focuses on facilitating the building of 
social networks or social relations among people;  

E. Ferrari and M. Viviani



863

•   People can share interests, activities, backgrounds, or real-life connections;  
•   Each user has a virtual representation, often a profi le, plus his/her social links, 

and a variety of additional services.    

 Due to these characteristics, and to mass self-communication, it is possible to 
recognize several online community services aspects in social network services, 
leading to an overlapping between the two kinds of services.  

    Evolution in Social Network Services 

 Many early online services, including Usenet (Hauben and Hauben  1997 ), 
ARPANET, LISTSERV, and bulletin board services (BBS) made efforts to support 
social networks via computer-mediated communication. At that time, also online 
services such as America Online, Prodigy, CompuServe, ChatNet, included yet 
some prototypical features of Social Networking Services. Early social networking 
services on the World Wide Web began in the form of generalized online communi-
ties such as Theglobe.com (1995), Geocities (1994) and Tripod.com (1995). These 
early online communities were essentially focused on bringing people together to 
interact with each other through chat rooms, and encouraged users to share personal 
information and ideas via personal web pages by providing easy-to-use publishing 
tools and free or inexpensive web space. Other online communities (e.g., Classmates.
com) followed a different approach: they simply allowed people to link each other 
via email addresses. In the late 1990s, thanks to the introduction of the concept of 
‘user profi le’ as a central feature of social networking services, users started to have 
the possibility to compile lists of ‘friends’ and search for other users with similar 
interests. By the end of the 1990s, new social networking methods were developed, 
and many sites began to develop more advanced features for users to fi nd and man-
age friends (Livermore and Setzekorn  2009 ). SixDegrees.com in 1997, followed by 
Makeoutclub in 2000, Hub Culture and Friendster in 2002 represented the fi rst ‘new 
generation’ social networking services, and soon became part of the Internet main-
stream. Friendster was followed by MySpace and LinkedIn. Attesting to the rapid 
increase in social networking sites’ popularity, by 2005, it was reported that 
MySpace was getting more page views than Google. 1  

 Facebook, launched in 2004, is currently the largest SNS (Hampton et al.  2011 ). 
According to socialbakers.com, one of the biggest Facebook statistics portals in the 
world, at the time of writing the total amount of users is closing in to one billion 
users. 2  Hence, more or less 1 out of 7 people in the world have a Facebook-account. 

 Not only Facebook, but also Twitter has acquired a large market share nowadays. 
Even if it is diffi cult to determine the precise amount of users on Twitter, the number 
of ‘tweets per day’ (TPD) give an indication of the usage of this medium. The aver-
age TPD in March 2010 was 50 million according to Twitter statistics. The average 

1   http://www.businessweek.com/stories/2005-07-18/news-corp-dot-s-place-in-myspace 
2   http://www.socialbakers.com/countries/continents/ 
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TPD in February 2011 was 140 million. In 2012, with over 200 million active users, 
over 400 millions tweets daily have been generated, handling over 1.6 billion search 
queries per day. 3  This huge increase of tweets gives a strong indication on what can 
be defi ned as the hype of today. It is uncertain whether this trend will sustain itself 
over time. In fact, not so long ago other SNS like Friendster and Myspace, were 
considered as the revelation of twenty-fi rst century. In May 2011 however, Friendster 
repositioned itself from a social network service to a social gaming site. Likewise the 
number of MySpace users has declined immensely. 4  Like Friendster, Massive Media 
(the company behind Netlog), acquired by Meetic, has moved its scope to dating. 5  
All these ‘old’ social network services failed to compete with Facebook and Twitter. 
Maybe the future will bring the same destiny for Facebook and Twitter, maybe not. 

 Google+, the new social network service of Google, is a new competitor on the 
SNS market. With 25 million users in 2011, Google+ has been the fastest website to 
reach that audience size 6  and it is nowadays the second largest social networking 
site in the world, having surpassed Twitter in January 2013. 7  As of December 2012, 
it has a total of 500 million registered users, of whom 235 million are active in a 
given month. 

 Regardless the success of specifi c social networks, their evolutions suggest us 
that social relationship layers on the Internet are here to stay and continue to gain 
ground (AA.VV SPION  2011 ).  

    Studies on Social Network Services 

 Different studies on real social network services have revealed a clear connection 
between offl ine and online communities. In particular, from a large survey study, 
Wellman et al. ( 2001 ) argued that, besides decreasing social capital in communities, 
online activities can also increase and supplement social capital (described in sec-
tion “Social Capital”) in different cases. In fact, SNS applications provide an infra-
structure for social participation in online and offl ine communities that facilitates 
user contribution, communication, and even collaboration. 

 When conducting research on MySpace, danah boyd and Ellison ( 2007 ) found 
that teenagers are motivated to go on SNS because their offl ine friends are there too. 
Parks ( 2011 ) when studying MySpace, stated that “offl ine and online communities 
are linked in ways that we are only beginning to understand.” Moreover, “…it may 
be more accurate to say that virtual communities are often simply the online exten-
sion of geographically situated offl ine communities.” 

3   http://www.techvibes.com/blog/twitter-users-tweet-400-million-times-2012-12-17 
4   Statistics summary for myspace.com 
5   http://pulse2.com/2012/12/23/meetic-acquires-massive-media-for-25-million/ 
6   http://in.reuters.com/article/2011/08/03/idINIndia-58589020110803 
7   http://www.forbes.com/sites/anthonykosner/2013/01/26/watch-out-facebook-with-google-
at-2-and-youtube-at-3-google-inc-could-catch-up/ 

E. Ferrari and M. Viviani

http://www.techvibes.com/blog/twitter-users-tweet-400-million-times-2012-12-17 
http://pulse2.com/2012/12/23/meetic-acquires-massive-media-for-25-million/ 
http://in.reuters.com/article/2011/08/03/idINIndia-58589020110803 
http://www.forbes.com/sites/anthonykosner/2013/01/26/watch-out-facebook-with-google-at-2-and-youtube-at-3-google-inc-could-catch-up/ 
http://www.forbes.com/sites/anthonykosner/2013/01/26/watch-out-facebook-with-google-at-2-and-youtube-at-3-google-inc-could-catch-up/ 


865

 Lampe et al. ( 2006 ), in their 2006 study on the use of Facebook, found that it is 
used primarily for maintaining previous, offl ine relationships. Again, in 2011, 
according to Pew research center only a small fraction of Facebook friends, are 
people we have never met offl ine: 89  %  of the friends we have on Facebook, we 
have met more than once offl ine (Hampton et al.  2011 ). Confi rming these results, an 
empirical study by Ellison et al. ( 2011 ) shows that getting in touch over Facebook 
with completely unknown people does not infl uence users’ social capital, though 
getting in touch with latent or weak ties, for social information-seeking activities, 
has a direct impact on social capital. 

 In the same way, Cha et al.  2009 , studying information propagation in Flickr, 
showed that social links are a primary way users fi nd and share information in social 
media (instead of using other features such as search and hot lists). 

 Similarly to these works, the focus of most research lies on the individual as a 
user when it comes to investigating online behavior on SNS, not the community 
referring to an individual embedded in a particular context. Aim of this chapter is 
therefore to focus on this particular aspect, connected in particular with privacy 
issues, as emerges from following sections.   

    Privacy in Social Networks Services 

 With respect to other Web applications, social network services present new chal-
lenges concerning privacy issues. SNS are built on interaction, they are typically 
open systems, and have certain semantic characteristics. Each privacy-related dec-
laration has effects beyond the interaction between one individual data subject and 
one data collector, effects that may concern a number of members of a community 
who may or may not be users of the same system (Preibusch et al.  2007 ). 

    The Context Issue 

 As introduced in previous sections, the architecture of SNS does not allow sensing 
the community in the same way an offl ine world does, due in particular to the 
absence of a clear defi nition of the  situation , as a way for users to act individually 
and as a community. In fact, in both scenarios (online and offl ine), only when the 
condition of a clear situation is satisfi ed can adequate behaviors be made possible. 
With adequate behavior, we mean behavior that takes into account all different 
aspects that (can) infl uence behavior in a certain  context . In the online world, a lot 
of self-representative information is not put into context and this infl uences the 
performance of adequate behaviors, also regarding privacy concerns. 

 According to Hewitt and Shulman ( 2010 ): “A defi nition of the situation is an 
organization of perception in which people assemble objects, meanings, and others, 
and act toward them in a coherent, organized way. A defi nition of the situation, in 
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other words, organizes meanings in such a way that people can act individually and 
jointly”. A clear defi nition of the situation/context is exactly what is absent on SNS. 
There are many aspects an individual has to take into account, if it wants to perform 
adequate behaviors. In an offl ine world more or less clear barriers between contexts 
exist. Most of the time we know who is present in a situation, what conduct we 
ought to expect from others, what role we should perform, and where the situation 
is located. When mass self-communication enters the picture, this more or less clear 
context disappears (AA.VV SPION  2011 ).  

    Social and Instrumental Privacy 

 When the defi nition of the situation is not clear, performances on SNS become dif-
fi cult in relation to privacy on mainly two levels:  social privacy  and  instrumental 
privacy . 

 The former can be defi ned, according to Raynes-Goldie ( 2010 ) as “the control of 
information fl ow about how and when their personal information is shared with 
other people”. It usually deals with  disclosure . 

 The latter refers to the access by governments and corporations to users data, 
usually via  data mining  techniques (boyd and Hargittai  2010 ). Instrumental privacy 
in online environments deals with the problem of not awareness of people about 
what happens with their personal information, i.e., who and why they are gathered 
and the possibility for users to do something about it. In this scenario, individuals 
often lack every ability to act in a meaningful way (Solove  2001 ). 

 Disclosure and data mining in social network services are two macro areas 
including several privacy issues. Concerning the former area, main topics are self- 
disclosure (Krasnova et al.  2009 ), context collapse (boyd and Ellison  2007 ) or con-
text collision (Raynes-Goldie  2010 ), and forced disclosure (Gross and Acquisti 
 2005 ). Concerning the latter area, both emergent and well known topics are repre-
sented by fi lter bubble (Pariser  2011 ) and link prediction (Lü and Zhou  2011 ). All 
these issues in both areas refer to major gaps in the architecture of SNS. These 
makes it hard for users to interact, represent themselves and create communities and 
on top of that bear in mind their social and instrumental privacy.  

    Disclosure 

 In general, information disclosure enables an attacker to gain valuable information 
about a user (or a system). In social network services, disclosure is often concomi-
tant with the social network service use itself. In fact, according to the already cited 
defi nition of SNS provided by boyd and Ellison ( 2007 ), social network services 
allow the creation of “public or semi-public profi les within a bounded system”, they 
foster the articulation of lists of personal connections within the system, and they 
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allow the transversal of these connection lists within the system. This way, with 
respect to the general problem of information disclosure, it has become more evi-
dent that in SNS the problem of privacy is not bounded by the perimeters of indi-
viduals but also by the privacy needs of their social networks and of the communities 
they belong to. When information is disclosed on SNS (voluntarily or involuntarily), 
personal data can be utilized not only for the primary purposes for which they were 
collected. They can be utilized for secondary (from the perspective of the user) pur-
poses that are covered in the SNS’s terms of use and in that sense accepted by users 
(e.g., targeted marketing), but they can also be utilized for other illegal or unwanted 
purposes, both from the point of view of the user or the members of the community 
the user belongs to (indirectly affected by user’s information disclosure). 

 For these reasons, particular attention must be provided in managing ‘private’ 
and ‘public’ data, according to the common classifi cation of confi dentiality levels. 
Preibusch et al. ( 2007 ) provide two further levels for classifying data confi dentiality, 
taking into account specifi c ‘group’ and ‘community’ aspects of social network 
services: 

•     Private data : disclosed to the SNS operator for its internal purposes only, its 
disclosure needs explicit consent;  

•    Group data : disclosed to the SNS operator and accessed by other users of the 
same SNS that are also in the same group as the user; data disclosure is limited 
to the group;  

•    Community data : disclosed to the SNS operator and available to all registered 
and logged-in users of the SNS; the data is not accessible for anonymous SNS 
visitors;  

•    Public data : disclosed to the SNS operator and made accessible for all SNS visi-
tors, including anonymous visitors.    

 Even if the concrete details and the application (and even the interpretation) of 
these confi dentiality levels to data depends on the SNSs implementation, their cor-
rect defi nition and use could help in addressing the privacy issues described in the 
following sections. 

    Self-Disclosure 

 Prior research has considered a range of motivations for self-disclosure in social 
network services. According to the works of Goffman ( 1959 ), Donath and boyd 
( 2004 ) and boyd and Heer ( 2006 ), users employ a social network service as a per-
formance of identity. Strategically presenting themselves, through the constructed 
profi les, users’ challenge is to increase their diverse networks of social ties. 
Similarly, Lampe et al. ( 2006 ) note that motivations for use and disclosure within a 
social network service are a function of offl ine outcomes such as relational forma-
tion and deepening. Works by Bumgarner ( 2007 ) and Joinson ( 2008 ) illustrate the 
social motive of social network service use and consequent personal data disclo-
sure: the participants’ desire to connect and learn about one another. Without 
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signifi cant personal sharing in these sites, these motives of use would not be 
addressed. For this reason, recent research points out that SNSs seem to require self-
disclosure by default (Joinson et al.  2011 ; Nguyen et al.  2012 ). 

 The earliest studies on concrete social network services, provided empirical evi-
dence of the remarkable disclosure practices within the sites. Work by Acquisti and 
Gross ( 2006 ) found that students in the Carnegie Mellon University Facebook net-
work extensively shared sensitive information such as political views and sexual 
orientation in Facebook, and that information shared in Facebook was generally 
self-reported as valid. Other studies conducted at the time in different university 
networks, including Stutzman ( 2006 ) and Lampe et al. ( 2006 ), further evidenced the 
high degree of personal disclosure within social network services. Large scale stud-
ies such as Thelwall ( 2008 ) and James and Webb ( 2008 ) provided evidence of simi-
lar disclosure phenomena in Myspace, once the leading social network service. 
These fi ndings were corroborated by a national probability study conducted by 
Lenhart and Madden ( 2007 ). 

 Despite this, it seems nowadays that users are becoming more and more aware of 
(at least some) privacy risks connected to social networking. In their study concern-
ing the relationship between perceived privacy and comfort with self- disclosure, 
Frye and Dornisch ( 2010 ) analyzed the behavior of 214 US participants. They 
reported that participants tended to feel more comfortable disclosing information 
when they perceived the communication tools as offering a higher level of privacy. 
Concerning Facebook, its transition to a global social network service and the 
changes to the interface and to site policies have altered the level of trust individuals 
have in Facebook itself, which was often described as the more trusted social net-
work service (in particular when compared with Myspace (Dwyer et al.  2007 ). To 
combat the increases in privacy and decreased disclosure to a wide audience in the 
platform, Facebook has consistently changed the nature of sharing certain items in 
the platform, and the default sharing settings for new accounts. 

 The increased awareness of users concerning privacy issues, and the consequent 
better use of privacy settings provided by online social network services, may help 
in addressing self-disclosure issues and take part in the management of context 
collapse.  

    Context Collapse 

  Context collapse  refers to the challenge of managing disclosure across multiple 
social contexts in a social network service (Marwick and boyd  2011 ). Also known 
as context collision (Raynes-Goldie  2010 ), it represents a problem for social pri-
vacy. It refers to the blurring of contexts in an online environment, whereas in an 
offl ine environment more or less strict barriers can be distinguished. Combined ele-
ments of mass media and personal communication makes diffi cult to acquire a 
proper self-presentation to multiple audiences for people. 

 On the one hand, there is the idea that this problem cannot be solved, because 
disclosure networks is so large that according to some authors, the concept of 
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privacy is ‘a zombie’ 8  and ‘illusory’ (Hoadley et al.  2010 ). As stated in AA.VV 
SPION ( 2011 ), practice does not afford ongoing social surveillance of an entire 
network, but rather alters of particular situational interest. Indeed, the potential for 
large-scale surveillance exists, but does not occur in practice due to segmentation, 
non-participation and socio-technical affordance. 

 On the other hand, it has been showed that users on social network services seem 
to have the ability for balancing personal and public information. For example they 
avoid certain topics maintaining, at the same time, authenticity (boyd  2008 ). Other 
strategies employed by users to manage multiple contexts in social network ser-
vices, have been illustrated in the work of Lampinen et al. ( 2009 ,  2011 ). This range 
of strategies includes self-censorship, and withdrawal of content, creating more 
inclusive group identities, and sharing different types of content in different spaces. 
In addition to these behavioral and mental strategies for context and privacy man-
agement, individuals also turn towards the application of privacy settings within the 
site. Numerous studies documented both increased use of privacy within Facebook 
by students (boyd and Hargittai  2010 ; Vitak  2013 ) and the contextual application of 
privacy settings in relation to perceived harms (Stutzman and Kramer-Duffi eld 
 2010 ), even if not always privacy settings match users’ expectations (Liu et al. 
 2011 ; Special and Li-Barber  2012 ).  

    Forced Disclosure 

 A problem, related to context collapse, is the phenomenon of  forced disclosure . It 
follows the same principle of mandatory disclosure in the fi eld of network security, 
where mandatory disclosure of vulnerabilities is considered a possible solution 
because it provide incentives for software fi rms to make the software code more 
secure and to quickly fi x vulnerabilities that are identifi ed (Choi et al.  2010 ). 
Similarly, in social network services, forced disclosure refers to the ongoing process 
of clarifying private information through private information (according to Rosen 
( 2001 )). This is necessary because a lot of self-representative information on social 
network services is not put into context; for this reason, the only way to clarify this is 
to augment the amount of disclosed (even private) information on these sites. 
According to AA.VV SPION ( 2011 ), when private information is disclosed, the only 
way of clarifying this is by giving more private information, in particular in situations 
presenting multiple context collisions (e.g., when a person breaks up his relationship 
with someone and changes his status from ‘in a relationship’ to ‘single’ only a couple 
of people will know exactly what happened. The majority of people will not). 

 The concept of ‘reciprocal self-disclosure’ (Sprecher et al.  2013 ) can also be 
considered a sort of ‘de facto’ forced disclosure. This kind of disclosure is ‘forced’ 
in the sense that, as it has been proved, participants who disclose reciprocally reports 
greater liking, closeness, perceived similarity, and enjoyment of the interaction after 
the fi rst interaction than participants who disclose non-reciprocally.   

8   http://technosociology.org/?p=35 
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    Data Mining 

 By analyzing the  big data , i.e., the digital breadcrumbs of human activities sensed 
as a by-product of the ICT systems that we use, we have today the opportunity to 
observe and measure how our society intimately works. These data describe the 
daily human activities: e.g., automated payment systems record the tracks of our 
purchases, search engines record the logs of our queries for fi nding information on 
the web, social networking services record our connections to friends, colleagues 
and collaborators, wireless networks and mobile devices record the traces of our 
movements and our communications. 

 These social data are at the heart of the idea of a knowledge society, where deci-
sions can be taken on the basis of knowledge in these data. Social data analysis can 
help us understand complex social phenomena, such as mobility, relationships and 
social connections, economic trends, spread of epidemics, opinion diffusion, sus-
tainability, and so on. 

 The opportunities of discovering knowledge from social data increase with the 
risk of privacy violation: during knowledge discovery, the risk is the uncontrolled 
intrusion into the personal data of the data subjects, namely, of the (possibly 
unaware) people whose data are being collected, analyzed and mined. Privacy intru-
sion jeopardizes trust: if not adequately countered, they can undermine the idea of a 
fair and democratic knowledge society. 

    Filter Bubble 

 A  fi lter bubble  is a result state in which a website algorithm selectively guesses what 
information a user would like to see based on information about the user (such as 
location, past click behavior and search history) and, as a result, users become sepa-
rated from information that disagrees with their viewpoints, effectively isolating 
them in their own cultural or ideological bubbles. Prime examples are Google’s 
personalized search results and Facebook’s personalized news stream. 

 The term was coined by internet activist Eli Pariser as “that personal ecosystem 
of information that’s been catered by these algorithms” (Pariser  2011 ); according to 
Pariser, users get less exposure to confl icting viewpoints and are isolated intellectu-
ally in their own informational bubble. For Pariser, the detrimental effects of fi lter 
bubbles include harm to the general society in the sense that it has the possibility of 
“undermining civic discourse” and making people more vulnerable to “propaganda 
and manipulation”. This constitutes a concrete problem in particular for social net-
work service users and the possibility for them to act as a community: according 
to Miconi ( 2013 ) being a bubble built upon individual tastes and preferences, it does 
not allow any kind of sharing: in short, everybody is ‘alone’ in the bubble, con-
demned to fi nd his own way to knowledge. Again, the bubble it is invisible, and, 
unlike traditional media, it does not reveal its bias and selectiveness. For the same 
reason, whether users like it or not, they can not choose to enter the bubble: partici-
pants are not allowed to actively select the fi lter. 
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 In addition to this problem, fi lter bubble presents the same privacy issues  connected 
to algorithms collecting information concerning users: once a user has been observed, 
profi led and recognized on subsequent visit, according to Parsier the risk posed in the 
fi lter bubble are not undone with a simple ‘privacy settings adjustment’.  

    Link Prediction 

  Link prediction  is a sub-fi eld of social network analysis. Link prediction is con-
cerned with the problem of predicting the (future) existence of links among nodes 
in a social network (Liben-Nowell and Kleinberg  2003 ). Link prediction is the only 
sub-fi eld of SNA which has focus on links between objects rather than objects 
themselves. This makes link prediction interesting and different from traditional 
data mining areas which focus on objects. 

 Link prediction can lead to privacy concerns when the predicted link is between 
users who consider this link to be private. In this case, a sensitive link disclosure 
occurs. In social network data, for example, the friendship relationships of a person 
and the public preferences of the friends such as political affi liation, may lead to 
infer the personal preferences of the person in question as well. Therefore, studying 
how to prevent sensitive link disclosure while providing accurate link recommenda-
tions is an important problem. 

 To solve it, different strategies have been proposed in literature. Concerning the 
node data, they are usually anonymized with ‘classical’  k -anonymity (Samarati 
 2001 ) techniques, or more recent and refi ned  l -diversity (Machanavajjhala et al. 
 2007 ) and  t -closeness (Li et al.  2007 ) techniques. 

 For the edge data, different anonymization strategies have been proposed. 
In Zheleva and Getoor ( 2008 ), fi ve possible anonymization approaches are 
described. They range from one which removes the least amount of information to 
a very restrictive one, which removes the greatest amount of relational data. Bhagat 
et al. ( 2010 ), provide methods to anonymize a dynamic network when new nodes 
and edges are added to the published network exploiting link prediction algorithms 
to model the evolution. Using this predicted graph to perform group-based anony-
mization, the loss in privacy caused by new edges can be eliminated almost entirely. 
In Xue et al. ( 2012 ), authors theoretically establish that any kind of structural iden-
tifi cation attack can be prevented using random edge perturbation techniques. This 
is confi rmed also in Díaz and Ralescu ( 2012 ).   

    Privacy Settings 

 According to previous sections, many and different are the ways leading to attempts 
to instrumental and social privacy of users. This is often facilitated, in current social 
network services, by the way privacy settings are either implemented or used. 

 Let us take into consideration Facebook, nowadays the most popular and wide-
spread social network service. At the present moment, Facebook allows users to 
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manage the privacy settings of uploaded content (photos, videos, statuses, links and 
notes) using fi ve different granularities: Only Me, Specifi c People, Friends Only, 
Friends of Friends, and Everyone. Specifi c People allows users to explicitly choose 
friends (or pre-created friend lists, discussed below) to share content with. The 
default or ‘recommended’ privacy setting for many pieces of content is Everyone, 
meaning users share their content with all one billion Facebook users if they decline 
to modify their privacy settings. Facebook allows users to re-use Specifi c People 
privacy settings via friend lists. Users create a friend list, add a subset of their friends 
to it, name it, and can then select the list as a basis for privacy control. Friend lists 
are private to the user who creates them, unless the user explicitly chooses to display 
them as part of his profi le. The granularity of privacy settings varies according to 
content type. Photos are grouped into albums, and privacy settings are specifi ed on 
an album granularity (i.e., all photos in an album must have the same privacy set-
ting). For the remaining content types, users can specify different privacy settings 
for each piece of content. 

 As introduced along the chapter, users awareness and use of these settings have 
changed over time. For example, from early empirical studies, Facebook users in 
the United States had inconsistent behavior with respect to privacy concerns, dem-
onstrating excessive sharing of personal data and rare changes to default privacy 
settings (Gross and Acquisti  2005 ), even users who claimed to be concerned about 
privacy (Acquisti and Gross  2006 ). Still in 2006–2008 a low percentage of Facebook 
profi les in US were restricted to ‘friends only’ (Lampe et al.  2008 ). The situation 
was slightly different in U.K., where in 2008 the majority of the respondents 
(57.5  % ) reported having changed the default privacy settings (Joinson  2008 ). 

 Now that more recent studies suggest that users are becoming more privacy con-
cerned and more likely to change their privacy settings (boyd and Hargittai  2010 ), 
some problems still remain. In fact, according to Liu et al. ( 2011 ) and Madden 
( 2012 ), users are not completely satisfi ed about social networks way to protect their 
privacy. The complexity of privacy settings varies greatly across different social 
network services. In all, according to Madden ( 2012 ), 48  %  of social networks users 
still report some level of diffi culty in managing the privacy controls on their profi le. 
Few users (2  % ) describe their experiences as ‘very diffi cult’, while 16  %  say they 
are ‘somewhat diffi cult’. In particular, social networks users who are college gradu-
ates are signifi cantly more likely than those with lower levels of education to say 
that they experience some diffi culty in managing the privacy controls on their pro-
fi les. In addition to this, according to Liu et al. ( 2011 ), 36  %  of the Facebook content 
still remains shared with the default privacy settings and, overall, privacy settings 
match users’ expectations only 37  %  of the time, and when incorrect, almost always 
expose content to more users than expected.  

    Contextual and Demographics Privacy Concerns 

 The development of Facebook in 2004 as a university network represented yet a 
meaningful privacy boundary between students from family, employers, and 
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municipal law enforcement. With Facebook’s growth in popularity, users have to deal 
with the presence of multiple contextual networks in the site. As a result, the known 
audience and the expected audience in social network services do not always overlap 
(boyd and Heer  2006 ; Lampe et al.  2008 ; Stutzman and Kramer-Duffi eld  2010 ). This 
can be intended to mean that within a system with hundreds of articulated connec-
tions, disclosures are intended for a subset of the audience. In most cases, one does 
not expect their disclosure to range beyond a certain subset of alters. The implication 
of this fi nding is often in collision with discourses that argue that disclosure in a 
socio-technical system is intended to be public (AA.VV SPION  2011 ). 

 Demographics seem to affect privacy attitudes and behaviors of social network 
service users. In general men had less privacy concerns than their female counter-
parts, and thus tended to disclose more personal information such as telephone 
numbers and physical addresses on SNSs (Fogel and Nehmad  2009 ; Madden  2012 ). 
Female users and users who have more Facebook friends are more likely to have 
friends-only profi les (Stutzman and Kramer-Duffi eld  2010 ). In addition to this, 
individual characteristics such as Internet skill, frequency, and type of Facebook use 
are correlated with making modifi cations to privacy settings (boyd and Hargittai 
 2010 ; Madden  2012 ). Users display more concern about sharing with their weak-tie 
friends than with outsiders or companies. Stutzman and Kramer-Duffi eld suggest 
that users adopt friends-only profi les mainly to deal with unintended disclosure to 
their weak ties rather than outsiders (Stutzman and Kramer-Duffi eld  2010 ). Raynes- 
Goldie found that users cared more about protecting information from members of 
various social circles, rather than protecting their information from companies 
(Raynes-Goldie  2010 ).   

    Conclusions and Further Research 

 As emerges from the literature review, privacy management in social network ser-
vices is receiving growing attention, in particular when connected to context. In fact, 
privacy risks emerge above all when individuals are forced to manage their disclo-
sures between different situations and spheres of life, across different communities 
representing for example the professional and personal spheres, or even communi-
ties within an ‘augmented reality’. That is, a reality we experience that superimposes 
a layer of virtual data on top of our actual ‘sensate’ reality. This mix of virtuality and 
reality adds useful contextual information, that could be used to better protect users’ 
privacy. At the same time, this poses serious data inference problems. 

 For all these reasons, in last years, the architecture of SNS has been subjected to 
constant renovation. In order to help users in managing their privacy settings, ‘pri-
vacy wizards’ or recommendation tools have been proposed, based on the observa-
tion that real users conceive their privacy preferences based on an implicit social 
network structure (Fang et al.  2010 ). Relationship-Based Access Control (ReBAC) 
techniques follow the same paradigm: ReBAC is characterized by the explicit track-
ing of interpersonal relationships between users, and the expression of access con-
trol policies in terms of these relationships, capturing the contextual nature of 
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relationships themselves (Fong  2011 ) and trust Carminati et al. ( 2012 ) among users. 
Taking into account concrete social network services, designers have attempted to 
address the problem of group context management through the inclusion of techni-
cal features enabling the grouping of contacts. The Facebook ‘Friends List’ feature 
allows users to aggregate friends according to individually-defi ned criteria, and then 
selectively disclose to these lists. Unfortunately, Facebook’s system is still consid-
ered in some way too complicated and/or insuffi cient to provide privacy at the group 
level (boyd and Hargittai  2010 ; Liu et al.  2011 ; Madden  2012 ). Google+, the Google 
social network, aims to “bring the nuance and richness of real-life sharing to soft-
ware”. Google+ has defi ned ‘circles’ of life where individuals can place their con-
tacts, and share accordingly (Kairam et al.  2012 ). Thanks to this intuitive feature, 
Google+ puts effort in making the group management process more simple. In spite 
of this, the Google+ ‘real name’ policy and the diffi culty to enforce privacy con-
cerns over data associated with multiple users, lead infl uential critics to challenge 
the privacy gains of Google+ (Hu et al.  2011 ; AA.VV SPION  2011 ). 

 All these efforts are not still suffi cient in our opinion. In fact, as also boyd sug-
gests in boyd and Marwick ( 2011 ) on the topic of privacy, the solution to this puzzle 
will not be to restrict data collection or to enhance individual control over specifi c 
items of data, but “to think long and hard about what happens as the data fl ows 
across networks and as the data is networked together”. In fact, in the current Social 
Web vision of the Net, different (contextual) graphs often unifi es multiple data 
fl ows and social networks, and consequently personal information they provide 
(Berlingerio et al.  2011 ). 

 For these reasons, it is necessary to put more emphasis on the interconnections 
between offl ine and online world in achieving privacy, and on the concept of context 
both intra and inter social network services. When the architecture of SNS will be 
improved in a way to better take into account these issues, numerous problems con-
nected to identity protection and privacy will be probably solved.     
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        This c   hapter looks at the security issues that arise when using human computation 
systems to solve problems that no one has solved before. Researchers have spent 
decades on computer security research and yet surprisingly the biggest factor 
impacting security issues remains economics. Researchers know how to build 
secure systems, but cannot develop high assurance software fast enough to keep up 
with the feature race that shapes modern IT products. Techniques that attempt to 
crowdsource formal verifi cation may reduce the time it takes for formal assurance, 
but formal assurance of any kind adds an extra step that slows time to market. The 
fi rst product to market often has tremendous payoffs in terms of capturing market 
share. Today the rich feature environment and integration of millions of lines of 
code into even a simple application have made “security” mean getting hacked less 
than your competitors. True security means good architecture to control, but more 
importantly, good architecture to understand the fl ow of data in a system. You can-
not secure what you do not understand. When looking at using a crowd of humans 
to solve problems, unique security issues arise because the developers must under-
stand how humans impact security. 

 Money in both the terms of development costs, and reducing the time to market 
to capture early market share, shaped today’s security mechanisms. Human compu-
tation systems must build on those fl awed mechanisms. However human computa-
tion faces unique security challenges, and there is a chance at this early stage to 
think deeply about these issues and get them right. However, the pessimist in me 
says follow the money. Money and economics will shape the security philosophies 
that emerge for human computation unless the groundwork for good security and 
good architecture gets created early. 

      Applying Security Lessons Learned to Human 
Computation Solving Systems 

             Dan     Thomsen    

        D.   Thomsen      (*) 
     SIFT LLC ,     USA   
 e-mail: dthomsen@sift.net  
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 Driving security choices for human computation systems with economics may 
seem odd for an emerging science where all the successful examples run on volun-
teer contributions, but money defi nes the critical pieces of data targeted for mali-
cious activity. Security analysis identifi es these critical pieces of data as assets to be 
protected. The economics of computer security ensure that you cannot protect all 
the assets, so when you have limited funds the wisest approach suggests investing 
security to cover the most valuable assets. This chapter discusses the computer 
security basics, and then how that refl ects on the assets of a human computation 
system and what protection they need. 

 Computer security consists of three aspects; confi dentiality, integrity, and avail-
ability. Confi dentiality means ensuring only the right people see they data. Integrity 
means ensuring only the right people or processes can modify the data. Availability 
means ensuring that people can access they data they need when they need it. These 
same aspects apply to human computation, but there are some unique problems aris-
ing for human computation. Researchers have postulated many different models of 
human computation, but by defi nition all these model involve humans aiding the 
computation. Humans have very different security properties and behaviors that will 
infl uence necessary changes. 

 For example, consider confi dentiality. Often, proprietary information from sev-
eral different stakeholders may occupy the same computer. A straight-foreword case 
involves business competitors sharing multi-million dollar high performance com-
puters optimized for running complex models. Competitors can share this expensive 
resource securely because the computing service can wipe the computer completely 
blank before receiving the next competitor’s model. Unfortunately, if we contem-
plate an analogous system that incorporates humans as computational elements, 
each of whom operates on proprietary data, we have no control on what aspects of 
the data the human participants may remember. Thus to use human computation 
safely for problem solving, each business would require its own population of 
human solvers to guarantee their secrets remain secret. This could result in stiff 
competition to recruit the best human solvers. Of course humans can keep secrets if 
motivated to by agreements, or laws. Even then, people often disclose little pieces 
of information they personally deem public or unimportant. If a competitor can 
aggregate all these little disclosures they might learn something about their com-
petitor. A business does not have to worry about its computers making such self- 
directed decisions. Human computation systems confi dentiality mechanism must 
address the fact that humans do not always act in predictable ways. 

 Humans also have different models of data integrity. Integrity ensures that people 
and processes only modify data in well-defi ned and understood ways. Computers 
are very good at following precise rules for modifying data. On the other hand 
humans almost always put in their own cognitive biases. For example, human solv-
ers tasked with culling data with a specifi c rubric may systematically develop their 
own rubric culling more data than desired. Wikipedia serves as an example, where 
contributors change text descriptions to fi t their own biases. Audit logs and history 
mechanisms can always track these changes, and technology can rollback the 
changes, but someone must know there was an erroneous change to start with. One 
can easily envision human computation systems that evolve to contain the cognitive 
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biases of the dominant sub-population of human solvers. When the system hopes to 
incorporate multiple viewpoints to cover different possible solutions, bias creep 
could shrink the number of viewpoints. Standard computer systems only contain the 
biases of their developers. Human computation systems will contain a myriad of 
biases. Attackers may change the computers behavior by modifying software, but 
the computer can be purged and start again with a clean state. Malicious users could 
attack the integrity of the human solvers directly, consciously and maliciously 
embedding biases in the solver population to prevent fi nding a solution. 

 Availability ensures that computer resources and data are available when needed. 
Providing availability for different parties using a shared resource remains a chal-
lenging problem. Denial of service attacks require little sophistication, but have 
required service providers to greatly expand their processing power to deal with 
them. In a human computation system with a large enough crowd spanning the 
globe there could always be a population of humans available. The question remains 
are they the correct humans for the problem being solved? Do they have the skills 
and knowledge to contribute quality effort? Also just because a human solver has 
been assigned a task does not mean they are actually performing it. Incentives may 
motivate humans to contribute in a timely fashion, but there are no guarantees. If 
incentives work to motivate contributors, what if a competing system has better 
incentives? How does one maintain a crowd of solvers if competitors are willing to 
pay more for solver services? 

 Human computation may require an additional security consideration beyond 
confi dentiality, integrity and availability. Human computation systems consist of 
large distributed systems with crowds of human solvers each of whom may have a 
different world view and agenda. A security rule or mechanism that the system 
designers have carefully thought about and implemented to ensure proper behavior 
may seem arbitrary and whimsical to a given human solver that does not understand 
why the rule exists. Thus, human computation systems may benefi t greatly by add-
ing a forth security aspect of “why” to the system, that provides a rationale for 
system rules. 

 In high assurance systems, the rationale for every critical security decision exists 
in formal arguments to prove the software functions correctly. But this “why” never 
gets passed along to the human users, and in fact may be too complex for the users 
to understand. Without having a “why” component, security mechanisms could de- 
motivate human solvers by making the system seem burdensome for no purpose. 

 So far people who understand the system create the security policies. They know 
why each security decision was made. Human computation distributes the system to 
many different humans, most of whom know nothing about the goals and reasons for 
the security policy. Dictating rules to humans volunteering their time to contribute 
will not be as successful as explaining to humans that the imposed measures protect 
the critical assets of the system from compromise for stated reasons. If people think 
a security rule or mechanism is arbitrary they will bypass it when they personally 
think the benefi ts outweigh the risks. However, since they do not understand the 
whole system and all its goals, even well intentioned solvers will make choices that 
compromise the developer’s vision, putting the assets at risk. Human computation 
requires a security environment that motivates compliance, not defi ance. 
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    Human Computation Assets 

 What are the assets in a human computation environment? For example, solvers 
might add a fi le to a specifi c repository, or they may simply post on an Internet 
forum. Each of these interactions leaves a trace on the fi nal solution, and becomes 
part of the critical assets the human computation system must protect. 

 The organization sponsoring the human computation environment shapes the 
security solution. Deciding on, implementing, and enforcing security falls squarely 
on the shoulders of the sponsors. The sponsors benefi t from fi nding a solution, so 
security compromises that hinder fi nding a solution directly impacts the sponsors. 

 A strawman list of human computation assets includes:

•    Solutions—solutions emerge from human solver interactions. They cannot be 
destroyed because the human solvers can recreate them, but they can be stolen.  

•   Problem specifi cations—A concise problem specifi cation that motivates human 
contributors to donate their time is critical to fi nd a solution  

•   Contributions to a solution—any human solver interaction that moves closer to a 
solution  

•   Contributions that do not lead to a solution—these interactions have value 
because they document parts of the solution space that have been explored and 
eliminated. Losing them might mean others would invest time exploring the 
same space again  

•   The human solvers themselves—they represent the most valuable asset, as no 
solution will be found without them  

•   The human computation solution environment—an environment that supports 
massive collaboration and that can produce solutions to unsolved problems has 
tremendous value  

•   Rewards for human solvers—any reward that motivates human solvers will be 
desired and face security threats by people that want reward, but do not want to 
do the work.     

    Intellectual Property 

 As the asset list for a HC-based problem solving system shows, the intellectual 
property includes the problem specifi cation, the solution and all the contributions by 
human solvers. Not all of this IP has the same intrinsic worth. The likelihood of 
fi nding a solution increases the more the solvers share information. The more infor-
mation you share the less control you have over it. Human solvers will need a bare 
minimum of information simply to get started. Protected IP that no one sees does 
not help produce a solution, since information has no value unless it allows a human 
to make a better decision. 

 Consider, for example, the problem statement for a project that was successful 
because it found a solution. In this case the problem statement served as an effective 
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marketing campaign that got the right human solvers interested and engaged in 
solving a problem. If the sponsors did not share the problem statement, chances are 
the right solvers never heard of the problem. Sharing information provides critical 
momentum for the project’s success. 

 From a computer security point of view, sharing with another human represents 
letting the cat out of the bag. Technology cannot put the cat back in the bag, or even 
allow a peek at the cat in the bag without letting the cat out. Once information 
transfers to a human mind, that human can duplicate the information and bypass 
any technology. In the world of government security they have created a procedure 
to address this fact based on clearances. A security clearance represents a contract 
between two parties to share the information in controlled and predefi ned ways. 
A security clearance represents trust between two parties. For the most part trust in 
clearances works, but it can also fail spectacularly in cases such as wikileaks 
(Keller  2011 ). 

 Human computation environments may need to create an agreement that paral-
lels government clearances. It might be as simple as a non-disclosure agreement, or 
it could be a complex set of clearances that allows different solvers to see different 
pieces of IP. Whatever the agreement winds up being, it must have some teeth, some 
penalty for the human solvers that break the trust. Breaking a non-disclosure agree-
ment could be resolved in a court of law, but proving the amount and value of infor-
mation disclosed may make such a court case hard to win, or simply too cost 
prohibitive to ever enforce. Other penalties might include ostracizing violators from 
the site or other reputation degradation penalties for violators. Reputation penalties 
require associating the solver’s real world identity to the human computation envi-
ronment to ensure the penalty actually penalizes the violator. 

 In the case of altruistic goals, sharing the IP maybe considered a good thing, so 
no agreement is needed. But IP that solves a technical problem may be repurposed 
to solve other related problems. For example, a solver could learn something from 
the computation system and use that to start a competing product. The sponsors 
would harvest no benefi t from that product, but maybe they would accept that risk 
to allow them to make progress on their core problem. The sponsors must decide if 
they would rather reap rewards from partial or tangential solutions, or if they want 
a free exchange to increase the chance of fi nding a solution.  

    The Crowd 

 The human solver crowd represents the most valuable commodity for the sponsors. 
Without human solvers the solution stagnates. Jane McGonigal has postulated an 
engagement economy that competes for the eyes and brains of humans to join into 
human computation environments (McGonigal  2011 ). Many collaboration sites 
exist that never got the minimum number of people involved to make progress 
toward the goal. Solvers typically can change their minds and switch alliances to 
other sites, or simply decide to no longer invest their time in a specifi c site. 
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 For example, suppose a person did not like the altruistic goal of a human computa-
tion environment. How can they prevent the sponsors from reaching that goal? They 
can push all the human solvers away from the site. They could try doing it with a nega-
tive advertisement campaign, but a more subtle and effective approach would be to 
pose as a legitimate solver and cause the system to crash or become unstable. If people 
think a web site is unstable, or the site appears to drop their work they will choose to 
stop investing their time in that site, even if they still believe in the altruistic goal. 

 Another attack on the crowd of human solvers would be a well-placed trolling 
attack. Comments like, “You call that a logical argument?” or, “That will never 
work!” can derail a collaborative effort. If human solvers feel no one appreciates 
their contributions, or if associating with the site makes them feel bad they will stop 
interacting with the site. If the site allowed anonymous posting, you could envision 
a malicious bot that randomly posts negative comments on forum threads, which we 
will call a robo-troll attack. With no human interaction by the attacker, the overall 
sentiment of the site becomes negative and the attrition rate of legitimate solvers 
will climb. 

 A more subtle robo-troll attack involves posting legitimate, but dumb answers. 
The software could use even poor natural language processing software to create 
posts that sound like they are related, but that make no sense. These poor posts will 
waste legitimate human solvers time reading and responding to them. Eventually 
they may feel they contributions are falling on deaf ears and drop out of the project. 

 Tying human solvers to their real world identity will curb robo-troll attacks 
because at the very least a single human must register the account. Unfortunately, 
once the account is created the malicious attacker could install a robo-troll that con-
tinues to post around the clock greatly magnifying the amount of damage a single 
attacker can do. This implies human computation environments will need a reputa-
tion system that eventually silences people that continuously make unconstructive 
contributions. Such censorship must be clearly explained to the other solvers so they 
do not feel the site has become draconian.  

    Reward 

 Many human computation environments build motivation by rewarding the human 
solvers for their participation. The reward may be as simple as an in game reputation 
score, or it may be a large monetary rewards for winning a contest. Any reward that 
motivates human solvers will be coveted by people who want the reward without 
doing the work. 

 What types of rewards are there?

•    Money  
•   Reputation  
•   Altruistic  
•   In environment rewards  
•   Education/knowledge    
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    Money 

 A human computation environment may use money in a variety of ways. The 
amount can range from micro-payments to large cash payouts for winning a contest. 
The sponsors determine the rewards based on the behavior they need to motivate, 
and the available budget. 

 Sites like Amazon Mechanical Turk provide micro-payments for doing tasks 
requiring human insights. Micro-payments can motivate people with low earning 
potential, or provide additional incentive for doing a worthwhile task, such as partici-
pating in a scientifi c experiment. Usually the sponsors have large numbers of simple 
tasks like categorizing images. At any one time the sponsor can check the work of the 
person and decide if they are doing the job correctly. Often these solvers must fi rst 
perform a qualifying task that establishes the trust relationship between the worker 
and the sponsor. During the qualifying task the sponsor can check the work against 
expected responses to ensure the workers simply isn’t picking random answers. 
Often sponsors then have multiple people perform the task and compare the tasks to 
check for people who pass qualifi cation and then revert to random guessing. 

 Some micropayments are used to elicit opinions from humans. Sponsors cannot 
check a person’s opinion for correctness. People trying to earn more micro- payments 
faster could create programs to answer opinion questions randomly. This attack, 
which I will call robo-pundits, generalizes to all opinions systems. In the case of 
Amazon mechanical Turk the on-line pseudonym is tied to the persons real world 
identity to allow the robo-pundit to collect the micro-payments. However, robo- 
pundits could make many shell web accounts that funnel to the same bank account. 
In this case you would have to follow the money to ensure you have only one human 
associated with each web account. 

 We haven’t seen a large impact of robo-pundits, because to earn a lot of money 
still requires a lot of human intervention and opinion systems pay only small 
rewards. It is clear that people will exploit this avenue of attack when suitable 
rewards exist. Already many product review sites have been tainted by people will-
ing to use their real world reputation to extol the virtues of a product for a micro- 
payment. By applying robo-pundit technology these people could greatly increase 
their reward. 

 In the case where sponsors offer real money for completing some task, such as a 
contest to fi nd a specifi c solution, the security posture changes. For large prizes the 
sponsors must scrutinize submitted solutions to ensure they satisfy the win criteria. 
Stealing solutions in contests has already been seen in the U.S. State Department 
“Tag Challenge” by attacking the reputation of other teams to steal their crowd of 
followers (Rahwan et al.  2013 ). Interestingly, combining ideas to solve a problem 
provides a valid way to solve problems, but the originating human solvers will fi nd 
other people benefi ting from their efforts detrimental to motivation. In these situa-
tions people or teams will keep their research and work secret to prevent theft. 
Hoarding insightful information will hinder fi nding solutions. So the sponsor must 
carefully set the reward criteria to reward the behavior they want, and provide the 
necessary security to protect solvers efforts. 
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 Depending on the problem domain several solutions might provide viable pro-
tection to the sponsors. First the sponsors could strip off the domain-specifi c jargon 
and try to have the solvers address the generic problem. The problem remains if the 
solver can solve the general problem, they probably possess enough intelligence to 
apply the solution to different domains. The second approach protects the solution 
by breaking the problem into many smaller problems. When the problems assigned 
have little context, the chances of a solver seeing how the pieces fi t into the solution 
shrink. Sometimes, this may remove some cognitive biases that will allow the solver 
to see a solution, but often it will handicap the solver because they won’t have 
enough context to fi nd a solution. Fold-it provides an example where the shrinking 
context could protect the fi nal solution without handicapping the solvers. Fold-it 
provides a game where the crowd manipulates protein structures in three dimen-
sions to determine how they will fold (Cooper et al.  2010 ). Here the crowd uses its 
understanding of manipulating objects in three dimensions, but that does not trans-
late to how the shape of the resulting protein interacts with other proteins. Solvers 
may recognize the protein being folded which may reveal some information the 
sponsors would like to keep secret. Striking a balance between disclose and protect-
ing assets will be a constant balancing act for problem solving environments. 

 Human solvers will attempt to maximize their monetary reward, and unwary 
sponsors may be surprised at how clever the solvers are at circumventing the intent 
of the rules simply to win the reward. The sponsors should adopt proven reward 
functions or even run small contests with smaller rewards to see if anyone can fi nd 
loopholes in the reward criteria. One safety net clause to put in the contest rules may 
simply state that a valid solution must meet the intent of the contest as defi ned by 
the sponsors. Legitimate solvers will probably not be concerned about such a 
statement.  

    Reputation 

 If a human builds up a reputation for a pseudonym on a human computation site, an 
attacker can potentially steal the identity and reap the benefi ts. However, when tied 
to the real world identity the victim can prove they are who they say they are through 
conventional means, like passports and fi ngerprints. 

 People will attempt to steal reputation as well. In the 1990 one of the early fi re-
walls, Sidewinder, hosted a contest to break the security of its fi rewall (Thomsen 
 1995 ). The prize was a custom leather jacket with the Sidewinder logo on back. As 
the contest moderator I was surprised how many people claimed to have hacked the 
fi rewall and received the jacket even though no one ever met the victory criteria. 
Claiming victory without producing the jacket costs the reputation stealer nothing, 
but the cost of a custom leather jacket would be a small cost for someone hoping to 
establish his reputation in the hacker community. This reinforces the idea that con-
test sponsors must protect solver reputations to avoid de-motivating them.  
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    Altruistic 

 Contests that motivate solvers to achieve altruistic goals like curing cancer provide 
the solver an intrinsic reward that cannot be stolen. Or can it? What if a malicious 
person published a false account of the same cancer curing technology being used 
to create a bio-weapon? The solver may loose the feeling of accomplishment for 
aiding the effort to fi nd a cure. 

 Humans can delude themselves into thinking they have contributed. Maybe the 
person simply created an account on the collaboration site, or simply talked to 
someone else who had, and because of that they felt good when a solution was 
found. In the end, the sponsors will still have gotten a solution and some person will 
have felt better about himself for no reason. While this may seem benign in the case 
when the system found a solution, consider the case when the site never motivates 
enough solvers to actually perform work and thus no solution is found. Sponsors 
must clearly defi ne what constitutes a solid contribution and advertise it to potential 
solvers. Altruistic rewards require proactive protection by the sponsors just as much 
as monetary rewards.  

    In Environment Rewards 

 “In environment” rewards represent unique, often digital, goods used in human 
computation environments as rewards. Suppose for example that the Farmville 
game (a game about planting crops) was actually a serious human computation 
system with a purpose of fi nding optimal crop rotations. The special edition seed 
planter given out to those that participated in March represents a badge of accom-
plishment intended to reward participation over a specifi ed period of time, but also 
it represents something that people value because it helps them play the game. 
Possessing such an item reinforces putting in the work to get the reward. 

 In game digital rewards like this cost the sponsors very little and can provide 
signifi cant motivation to solvers to engage in behaviors the sponsors believe will 
result in a solution. When the rewards only live in the collaboration environment the 
sponsors can create suffi cient security to ensure that the no one can counterfeit the 
digital goods. In the very least proper auditing of solver behavior could reveal 
whether the solver earned the reward or not. 

 Some organizations allow the digital goods to go beyond the collaboration envi-
ronment. Mozilla has a project at openbadges.org that allow organizations to create 
badges people can display, and which interested parties can authenticate to ensure 
the badges’ legitimacy. Such portable digital goods provide more motivation for 
solvers because they can use their digital goods in more places. Such portability 
requires a long-lived infrastructure to provide authentication. Future rewards might 
consider code fragments that provide some utility. Consider for example instead of 
an animated gif, an interactive gif as a reward that a solver can put on her own site. 
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For either reward, the sponsor must protect the solver’s value by preventing others 
from copying the image or code fragment for display on their own web site when 
they did not earn the reward.  

    Education 

 One reward comes as a natural by-product of solving hard problems: education. If 
the problem requires human insight to solve, there is a good chance the human will 
learn something in the process. This includes insights into the target problem and 
unique problem solving skills. Educational rewards cannot be stolen, and they can-
not be earned without the solver doing the work.   

    Summary 

 The goal of freely sharing information to solve problems directly confl icts with the 
system’s ability to protect intellectual property without creating some sort of user 
agreement to mitigate the risk. Robo-troll attacks present a new kind of attack spe-
cifi c to human computation environments designed to erode the number of human 
solvers on a project; the project’s most valuable asset. 

 Many of these attacks point to solutions that do not allow anonymous human 
solvers, but tie the solvers to their real world identities. This allows for real world 
punishment for rule breakers, but also reduces the number of robo-troll attacks. 
When tied to a real world identity, reputation remains a reward that costs the spon-
sors little and cannot be stolen or sold. 

 Overall the magic of the human computation comes from bringing many people 
together, at their convenience to solve a problem. While it would be nice to create a 
cyber-utopia where people cooperate freely to solve the problem, unfortunate 
aspects of the real world will assert themselves to interfere with this goal. Fortunately, 
many of the solutions to these real world problems can also be applied in cyber 
space. For example, if the sponsors know who is contributing and in what ways, they 
will be able to execute both punishments and rewards that have an impact. Follow 
the money may seem cynical, but it provides the best insight on where the problems 
will emerge in the new area of human computation solution environments.     
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        Surely you have heard of Pandora, who according to Greek mythology was the fi rst 
woman on Earth. Perhaps even more famous is the container she was gifted by the 
gods and instructed to never open. Of course, ultimately, Pandora succumbed to her 
curiosity and let escape all of the evils of the universe before she managed to replace 
the lid. But maybe you were not aware of this important detail concerning the fate 
of her container:  hope remained sealed within . 

 Technology can be used for good or evil. It is hard to imagine that this will ever 
change. And as long as creativity exists, new technologies will emerge. So when we 
fi nd ourselves at the brink of transformational capabilities, should we quickly close 
the lid? Should we turn away from opportunity only to discover that, like Pandora 
who released the evils from her locus of control, we have unleashed inevitable tech-
nologies, allowing them to be self-driven? Or should we instead blaze forward con-
scientiously, embracing new hopes while doing our best to anticipate and mitigate 
the challenges and abuses that may arise? 

 This section seeks to initiate the latter. That is, herein, we consider carefully and 
speculate wildly about the implications and possible futures of human computation, 
an evolving paradigm in which humans and machines combine in new ways to 
exhibit unprecedented capabilities. We do this because we recognize the potentially 
transformative effect of human computation on individuals, society, culture, human-
ity, and our biosphere. 

 We further envision that the world is shifting toward an idea economy, in which 
human innovation is a natural resource that is amplifi ed by human computation. At 
the same time, we see human computation as a vehicle for stability—a unifying 
mechanism that builds relationships and bridges cultures. But we cannot help also 
imagining it as a mechanism for competition and adversarial advantage. And we 
can’t neglect, of course, the growing pains—the known vulnerabilities and unantici-
pated risks associated with an emerging and disruptive technology. 

      The Impact of Human Computation 

                Pietro     Michelucci   

        P.   Michelucci    (*) 
  ThinkSplash LLC ,  Fairfax, Virginia ,     USA   
 e-mail: pem@thinksplash.com  



894

 The chapters in this section exemplify the broad observed and expected impact 
of human computation examining it through various fi lters, including distributed 
intelligence, evolution, pervasiveness, culture, confl ict, and social progress. These 
chapters have been written by scientifi c visionaries, each applying a distinct context 
and analysis to the assessment of human computation, bravely speculating so that 
we may have a deeper understanding of human computation, a greater awareness of 
its risks, and a glimpse into the future. 

 The fi rst chapter, scribed lucidly by Francis Heylighen, plausibly introduces the 
notion of distributed intelligence in terms of collective problem solving effi cacy that 
is technologically augmented. In considering the expanding global network of con-
nectivity, he conjures the metaphor of a global brain, which serves the executive 
functions of a planetary superorganism. The key functions are to detect problems in 
the world and then generate and coordinate relevant solutions. To make this more 
concrete, Dr. Heylighen alludes to methods for measuring such intelligence. 

 Rife with creativity, the following chapter, by Theodore Pavlic and Stephen 
Pratt, lends credibility to this notion of emergent behavior by exposing parallels 
between eusocial insect behavior and extant human behavior, taking open source 
software development as a case study. These parallels are then extrapolated to proj-
ect a thought-provoking evolution of humanity as a superorganism, and consider its 
possible futures. 

 Jonathan Lawhead and Daniel Estrada make the notion of emergent behavior 
even more concrete by proposing a human computation experiment designed to 
elicit self-organization behavior. They leverage augmented reality to endow partici-
pants with virtual scent trails that manifest in the collective experience. With the 
addition of a simple incentive, this leads to a game that tests the plausibility of an 
economic model that has attention as its currency. 

 In a fascinating treatise on cumulative culture, Paul Smaldino and Peter Richerson 
reveal the cultural conditions that give rise to complex technology and those that 
threaten it. In particular, they describe the benefi t of social learning on innovation 
and the effects of social connectivity within and among populations on the dissemi-
nation and persistence of complex technology. 

 Next, Juan Pablo Hourcade and Lisa Nathan discuss the current and future 
impact of human computation on armed confl ict from a socio-technical perspective. 
In addition to identifying potential risks, they focus on novel forms of interaction 
among humans toward peaceful objectives and social good. 

 In her chapter on human computation and sustainability, Bonnie Nardi describes 
the instrumental role that information technology has played in advancing social 
progress. She reminds us that our technical infrastructure critically depends upon 
waning natural resources, the absence of which could lead to societal collapse. This 
leads to speculation about the role of human computation in addressing sustainabil-
ity issues and, consequently, preserving social progress. 

 In the fi nal chapter of this section and hence the book, the editor introduces a 
manifesto to bring together the interests of a loosely bound community of like-
minded  human computation scientists —investigators and practitioners that seek to 
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understand the behavior of distributed networks of human and machine agents and 
to engineer them in novel ways toward useful capabilities. Toward that end, the edi-
tor sets an agenda that responds to the goals of accelerating innovation and advanc-
ing human computation conscientiously as a formal discipline. 

 Prepare for a journey into our brave new future.   

The Impact of Human Computation



897P. Michelucci (ed.), Handbook of Human Computation, 
DOI 10.1007/978-1-4614-8806-4_73, © Springer Science+Business Media New York 2013

           Introduction 

 The present chapter wishes to investigate the wider context of human computation, 
viewing it as merely one approach within the broad domain of distributed human- 
computer symbiosis. The multifarious developments in the “social” Internet have 
shown the great potential of large-scale collaborative systems that involve both 
people and the various information and communication technologies (ICT) that pro-
cess, store and distribute data. Here, I wish to explore this development in the broad-
est sense, as the self-organization of a distributed intelligence system at the planetary 
level—a phenomenon that has been called the “global brain”. 

 To get there, I will fi rst defi ne and illustrate the fundamental concept of distrib-
uted intelligence. Then I will review how such an intelligent network emerges and 
grows through a combination of self-organization and design. Finally, I will sketch 
some potential applications of the anticipated global brain.  

    Human-Computer Complementarity 

 The rationale for human computation is that people have certain intrinsic skills that 
are diffi cult to reproduce in computer programs. A computation system that requires 
those skills must therefore include people as information-processing agents. Thus, 
in human computation, people and computers are supposed to work together syner-
getically, the one complementing the other. 

      From Human Computation to the Global 
Brain: The Self-Organization of Distributed 
Intelligence 

             Francis     Heylighen    

        F.   Heylighen      (*) 
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 The reason for this complementarity lies in the fact that humans and computers 
process information in very different ways. Computers excel at accurately storing 
and retrieving discrete items, such as numbers or strings of characters. Human long- 
term memory, on the other hand is a network of associations that is continuously 
being modifi ed by selective strengthening, weakening, adding or combining of 
memory traces. As a result, people not only forget much of what they observed, but 
they are strongly biased in what they recall, and sometimes even “remember” things 
that never happened (Loftus and Pickrell  1995 ). Thus, human memory is very unre-
liable compared to computer memory. 

 The problem gets even worse when people need to manipulate data, which hap-
pens in their  working memory . This is the human equivalent of computer RAM. 
Working memory, however, cannot sustain more than some four items simultane-
ously (Cowan  2001 ). Therefore, most people are unable to make any but the most 
trivial calculations without the help of pen and paper. Computers, on the other hand, 
are virtually unlimited in the amount of items they can manipulate, and do not make 
mistakes when retrieving stored information. 

 This unreliability of human memory is compensated by the fact that the neural 
networks that make up our brain are very effective at learning associations between 
different experiences, and thus uncovering subtle patterns in information (McLeod 
et al.  1998 ). Moreover, the brain is remarkably reliable in the  recognition  of patterns 
similar to patterns experienced before, even while being poor at  recall , i.e. retriev-
ing exact data. Recognition is so robust because the newly activated pattern can be 
very different from the one stored in memory, but still the activation spreads through 
a myriad of learned associations until it activates memories that are in some way 
related to the new perception. This prepares the mind to anticipate features of that 
pattern analogous to features experienced before, a form of “intuition” that comput-
ers generally lack. 

 Moreover, human cognition is  situated  and  embodied  (Anderson  2003 ; Clancey 
 1997 ; Clark  1998 ): we continuously interact with our environment via exquisitely 
sensitive and sophisticated sensory organs and muscle systems, which have evolved 
over billions of years. This provides our brain with a very high-bandwidth channel 
for input, output and feedback, allowing it to learn the high-dimensional, fi ne- 
grained patterns and correlations that characterize the real world with all its com-
plexities and dynamics. Thanks to this immediate, real-time coupling between brain 
and outside world we learn not only to recognize subtle patterns, but to perform 
precisely coordinated actions. Indeed, the fi ne-grained sensory feedback we con-
stantly get allows us to automatically perform the kind of complex manipulations 
that are so diffi cult for robotic devices. 

 This on-going interaction has provided people with a lifetime of real-world expe-
rience, getting them to know subtle relations between millions of phenomena, vari-
ables and stimuli. The resulting knowledge is nearly impossible to implement in a 
computer program, as most of it is too fuzzy, holistic and context-dependent to be 
exteriorized in the form of symbols and rules. The diffi culty of formalizing such 
knowledge is known in AI as the “knowledge acquisition bottleneck” (Wagner 
 2006 ). It is one of the reasons that information technologists have turned to systems 

F. Heylighen



899

that include  human computation : letting people perform those tasks that are too dif-
fi cult for a computer program, while using computers to do the tasks that are  diffi cult 
or tedious for people.  

    Distributed Intelligence 

 Human computation is one among a variety of paradigms that study how people 
supported by information and communication technologies are able to solve more 
problems together than when working in isolation. These approaches have been 
variously called man–machine interaction, human-computer symbiosis, computer- 
supported cooperative work, social computing, crowdsourcing, collective intelli-
gence, and wisdom of crowds. Different labels or metaphors tend to emphasize 
different aspects of this synergetic interaction, while ignoring other aspects. For 
example, the original human computation metaphor sees individuals as computa-
tional components performing specifi c subroutines within a clearly defi ned overall 
program, thus viewing them as subordinate to a technological system (Nagar  2011 ). 
Computer-supported cooperative work, on the other hand, takes the opposite stance, 
seeing the technology as subordinate to the human interaction, while collective 
intelligence a priori ignores technology, even though its practical implementations 
almost always rely on some kind of information technology. 

 My aim here is to look for the most general collaborative framework, implying a 
minimal bias about what kind of activity is performed by whom or by what. A good 
starting point can be found in the concepts of  information processing  and  distributed 
cognition  (Heylighen  2012a ; Nagar  2011 ). While most commonly associated with 
computer technology, information processing has been extensively used to analyze 
how organizations solve their problems (Galbraith  1974 ; Tushman and Nadler 
 1978 )—with or without computers. Neural network models illustrate how informa-
tion processing in the brain is  distributed  (Rumelhart and McClelland  1986 ): differ-
ent neurons deal simultaneously with different aspects of the information, while 
aggregating their results into a comprehensive interpretation. Such collaboration 
between different components of the brain inspired Minsky ( 1988 ) to conceive of 
the mind as a “society” of interacting agents. The analogy works both ways, though: 
human society itself is in a number of respects similar to a brain, since it consists of 
agents that together solve problems that are too diffi cult for the agents individually. 
Thus, the distributed information processing perspective is applicable at all levels, 
from neural circuits, via the brain and organizations, to society as a whole. The 
principle is simply that a collective of collaborating agents can process more com-
plex information more extensively than any individual member of that collective. 

 The last step we need to reach the notion of distributed cognition is to observe 
that physical objects or tools too can function as information processing agents. The 
simplest tools, such as books, merely store information for later use, thus compen-
sating for the unreliability of human memory. Other tools, such as telephones, can 
transfer information from one agent to another across distances. Yet other tools, 

From Human Computation to the Global Brain…



900

such as sensors, cameras or recorders, can capture external information. The most 
sophisticated tools—as exemplifi ed by modern ICT—register, store, transfer and 
process information. Integrate such tools with human agents into a coordinated sys-
tem or organization and the result is  distributed cognition  (Fig.  1 ): acquisition, 
propagation and processing of information across a heterogeneous network of peo-
ple and artifacts (Dror and Harnad  2008 ; Hollan et al.  2000 ; Hutchins  2000 ).

   Distributed cognition as originally conceived by Hutchins ( 1995 ,  2000 ) is basi-
cally a description of an existing situation: social systems have always used external 
aids for propagating and processing information. What the newer approaches, such 
as human computation, aim at is to use information technologies to make such dis-
tributed processing much more powerful, focused and effi cient, i.e. more intelligent. 
Let us then call this new endeavor  distributed intelligence  (Fischer  2006 ). 
Intelligence can be defi ned as the ability to solve problems, or more generally tackle 
challenges. The more problems a system can solve, or the more quickly it can solve 
them, the more intelligent it is. Distributed intelligence, then, means the ability to 
solve problems collaboratively, by integrating the contributions from a broad assem-
bly of human and technological agents (Heylighen  2012a ). The wider the variety of 
skills that the different agents contribute, and the better the coordination between 
their contributions, the higher the distributed intelligence of the system they col-
lectively form. The present paper wishes to investigate the future of distributed 
intelligence: how are distributed intelligence technologies likely to develop and to 
affect society at large? To answer that question, we must fi rst understand how 
 distributed intelligence emerges from its components.  

  Fig. 1    A depiction of an organization as a distributed cognitive system, i.e. a network of humans 
and artifacts that store, process, and propagate information along the links in the network. The 
thickness of an  arrow  represents the intensity of the communication across the corresponding link. 
Incoming  arrows  represent input to the system (its perception of the environment), outgoing 
 arrows  its output (its action on the environment)       
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    Self-Organization 

 Distributed intelligence can be understood as the coordinated activity of a collective 
of agents (human or technological) that process and propagate information between 
them. In formal organizations, such as fi rms, computer systems, or administrations, 
such coordination is normally the result of  design  (Galbraith  1974 ; Tushman and 
Nadler  1978 ). This means that some person or group of people has developed a 
scheme that specifi es which information is to be processed by which agent, and how 
the output of that process is then sent for further processing to one or more other 
agents. Such schemes take the form of computer programs, organizational charts or 
workfl ow diagrams. 

 However, as everybody who has worked in an organization knows, such a scheme 
only captures a small part of the actual information fl ow. Most communication fol-
lows informal channels, which together form a social network. A social network is 
formed by links of acquaintanceship, friendship or trust, which are built up through 
the personal encounters and experiences of the people in the group. In other words, 
a social network is not imposed by central design, but emerges through decentral-
ized  self-organization . If we zoom out and consider increasingly large distributed 
cognitive systems, we will notice that imposed organization plays an increasingly 
small role, while spontaneous networks become increasingly more important. The 
reason is simply that the more complex the system, the more diffi cult it becomes to 
completely specify the rules about which component is to work with which other 
component in which way. If we compare the poor results of central planning in com-
munist societies with the effectiveness of the “invisible hand” of the market, then 
we can only conclude that self-organization must be the major driver of coordina-
tion in a system as complex as society. 

 Self-organization is not just the foundation on which social systems are built. Its 
power is increasingly being harnessed for building technological systems. Here too, 
designers are confronted with a complexity bottleneck: as soon as the number of 
components and their interactions become too large and/or too variable, explicit 
design or “programming” of the system becomes infeasible. That is why computer 
scientists and engineers are now exploring self-organizing solutions to the problem 
of how to coordinate a variety of interacting software and/or hardware components 
(Bartholdi et al.  2010 ; Dressler  2008 ; Elmenreich et al.  2009 ). 

 Self-organization is perhaps most critical in the Internet, which is the most com-
plex socio-technological system that presently exists. It is simply impossible to 
make a rational design for how the different websites and services on the Internet 
should be connected, because no one knows exactly which services exist and what 
they can do. Moreover, thousands of new pages, forums and applications appear 
every day, seeking their place within an anarchic and highly competitive network of 
linked information sources. Thus, the topology of cyberspace is changing so rapidly 
that no central authority can ever hope to control it. 

 How does self-organization work? At the most basic level, every evolutionary 
process uses  trial-and-error , a mechanism that can be described more accurately as 
 blind - variation-and-selective-retention . If you do not know how to fi t things 
together, then you try a variety of combinations. You then eliminate the ones that do 
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not work (errors), and select the others for retention. This process is iterated: the 
retained solutions are again modifi ed, producing some variants that work better and 
are therefore retained, some that work worse and are therefore rejected. If you con-
tinue this iteration long enough, you are bound to end up with something much 
better than what you started out with. This process can be speeded up with the help 
of positive feedback: amplifying or multiplying the “good” solutions in proportion 
to their fi tness, so as to increase the average quality of your starting material for the 
next iteration, but without losing the necessary variety. This is the mechanism 
underlying both biological evolution and its application to computation as imple-
mented e.g. by genetic algorithms (Booker et al.  1989 ). 

 The same kind of positive-feedback enhanced iteration occurs in self-organizing 
systems, with the difference that there is no external fi tness criterion that distin-
guishes what to keep from what to reject. It is rather the system as a whole that 
determines what survives and what is eliminated. The selected variations are the 
ones that are adapted to their environment. But in the system as a whole, the envi-
ronment of a component is constituted by the other components (or agents) it inter-
acts with. Fitness is thus intrinsic to the system: it emerges through the mutual 
adaptation or co-evolution of the system’s components. An interaction between two 
agents is fi t when it is benefi cial, so that the agents are inclined to continue it. If the 
interaction is not benefi cial, then there is no reason to maintain it, and the link 
between the agents will be eliminated. Thus, natural selection here is in the fi rst 
place a selection of links between components or nodes in the network. The same 
component may fi t in well with certain agents, but not with others. To fi nd out where 
it fi ts best, it needs to try out various links, keeping (or strengthening) the good ones 
and eliminating (or weakening) the less good ones. This is the same mechanism that 
underlies learning in the brain: useful links (as embodied by synapses connecting 
neurons) are reinforced; less useful ones are weakened, and eventually cut.  

    The Self-Organization of Distributed Intelligence 

 Let us now apply this self-organizing dynamics to heterogeneous networks of cog-
nitive agents, i.e. people and ICT systems. Human computation systems are exam-
ples of such heterogeneous networks, albeit that their organization is largely 
designed or programmed. At the level of the Internet as a whole, however, size and 
heterogeneity increase to such a degree that design must make place for self- 
organization via  selective linking . A simple illustration of how this happens is book-
marking: when a person surfi ng the web encounters a particularly interesting or 
useful page, such as a weather forecasting service, a search engine, or an overview 
of the domain in which the person is interested, then that person will store a link to 
that page in the browser, as a “favorite” or “bookmark”. This makes it easy for the 
person to come back frequently to that page. Here, a stable link is created between 
a human and an ICT agent. 
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 A link between two human agents is created when one person meets another 
one—face-to-face or on the web—and fi nds that person interesting enough to add 
him to her list of “contacts” in some social network application, such as Facebook 
or LinkedIn. This link now makes it easy for the fi rst person to directly pass on 
information to the second one. A connection between two ICT agents is established 
when a hyperlink is made from one webpage or website to another one, or when one 
ICT system (say, the Facebook platform) starts to exchange data with another one 
(say, the Skype calling service). 

 In all these cases, links that are successful, in the sense that the agents benefi t 
from them, will survive and be reinforced, while links that are useless or counter-
productive will be forgotten and eventually erased. For example, your link to site A 
may turn out to be particularly useful, and therefore you give it a more prominent 
place, making the one to the less user-friendly site B redundant, so that you eventu-
ally remove it. Similarly, you may from time to time remove “contacts” that turn out 
to be tiresome, while upgrading others to the status of “friends” or “collaborators”. 
This on-going variation and selection of links makes the network as a whole evolve 
towards an increasingly effi cient or “intelligent” organization. This is analogous to 
the way the neural networks in our brain learn how to respond more intelligently to 
the problems they encounter. 

 The intelligence of this distributed system can be understood through the para-
digm of  challenge propagation  (Heylighen  2012a ). A problem, question, message 
or opportunity constitutes a  challenge  for one or more agents: it incites the agent to 
act, i.e. to respond in a way that may solve the problem, answer the query, reply to 
the message, or seize the opportunity. A challenge in this sense is a generic term for 
a piece of information that carries value for an agent, and that therefore can motivate 
the agent to process the information in order to extract that value. Challenges can be 
positive (acting on them gives you benefi t:  opportunities ) and/or negative (not act-
ing on them makes you lose benefi t:  problems ). Dealing with challenges is therefore 
a straightforward generalization of solving problems. 

 To measure the intelligence of a distributed network, we can then try to establish 
its capacity to effectively process challenges. Normally, different agents have differ-
ent skills in dealing with challenges. For example, computers excel in making com-
plex calculations, while people excel in understanding spoken language. Different 
people and different computer agents have further their own special abilities, so that 
our network as a whole will present a wide range of fi nely grained skills and exper-
tise. A complex challenge (say, global warming) has a large number of aspects that 
each require different skills. The problem now is to  distribute  the different challenge 
components across the different agents so as to make sure the challenge as a whole 
is dealt with in an effi cient way. This is the basic problem of coordination, which 
includes  division of labor  (who deals with what challenge component?),  workfl ow  
(where does a component go after it has been partially dealt with?), and  aggregation  
(how are all the fi nished pieces of work assembled?) (Heylighen et al.  2013 ; 
Heylighen  2013 ) (see Fig.  2 ).

   Perhaps surprisingly, such distributed coordination can self-organize relatively 
easily across the Internet, via the mechanisms of stigmergy (Heylighen  2007a ; 
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Heylighen et al.  2013 ) and challenge propagation (Heylighen  2012a ). A good illus-
tration can be found in the different open source communities developing complex 
software without central supervision, and in Wikipedia, the online encyclopedia 
created and maintained by millions of volunteer contributors.  Stigmergy  is an 
implicit coordination mechanism whereby a challenge left by an agent in a work-
space that is shared with other agents stimulates those agents to continue dealing 
with that challenge (Parunak  2006 ). For example, a paragraph added to a Wikipedia 
page by one person may incite a second person to add some extra details, a third one 
to add a reference for the new material, and a fourth one to edit the text so as to make 
it more readable. The reference may then be checked and more accurately formatted 
by a software agent. In this case, challenges are spontaneously addressed by subse-
quent agents as mediated by the shared workspace (in this case the Wikipedia web-
site). In the case of  challenge propagation , the workfl ow is initiated by the agents 
themselves. An example is an email message sent and forwarded with comments by 
different people, a “post” in a social network or forum that is reposted to other 
forums, or a task that is proposed by a crowdsourcing system to people interested to 
work on it. 

 In both cases, challenges can travel more or less effi ciently across the network of 
agents and workspaces until they fi nd an agent able and willing to deal with them, 
and then continue their journey along other agents dealing with the remaining 
aspects. This allows complex challenges to be resolved in a distributed manner, by 
harnessing the collective intelligence of the different components (human and tech-
nological) of the network. Presently, my research group is developing a mathemati-
cal model of this process, in order to investigate precisely how the distributed 
intelligence of the network increases as it selectively strengthens or weakens its 
links (Heylighen et al.  2012 ). The distributed intelligence measure is simply the 
degree to which challenges are resolved by the networked agents as compared to the 
same group of agents without connections.  

workflow

aggregation
division
of labor

initial task outcome

separate activities

  Fig. 2    An illustration of coordination, in which an initial task is split up in separate activities 
performed by different agents (division of labor), which are followed by other activities (work-
fl ow), and whose results are assembled into a fi nal product (aggregation).  Grey circles  represent 
individual agents performing activities.  Arrows  represent the “fl ow” of challenges from one agent 
to the next       
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    The Global Brain 

 What happens when such a self-organizing distributed intelligence network grows 
to encompass the planet (as the Internet already does)? The result can perhaps best 
be understood with the help of the metaphor of a  global brain  (Bernstein et al.  2012 ; 
Goertzel  2002 ; Heylighen  2008 ; Mayer-Kress and Barczys  1995 ). The global brain 
can be seen as the nervous system of the  planetary superorganism  (De Rosnay 
 2000 ; Heylighen  2007b ; Stock  1993 ). This is the “living system” (Miller  1995 ) 
formed by all people on this planet together with their artifacts and technologies. 
The task of its brain is to gather and process information about the situation of the 
world and all its people, fi nd solutions to any problems it detects, and incite and 
coordinate actions to deal with those challenges (cf. Helbing et al.  2012 ). This is 
similar to the task of the human brain, which gathers information through its sen-
sory organs, processes that information in order to evaluate the situation, then 
refl ects about strategies to deal with the challenges it fi nds, and fi nally implements 
those strategies by sending signals to the muscles so as to direct and coordinate their 
actions. A secondary task of both human and global brain is to learn from its experi-
ences by reinforcing the successful links in its network (and weakening the others). 
This allows it to develop ever more detailed and accurate knowledge about itself and 
the environment in which it lives, and thus to become ever better at dealing with the 
challenges it encounters. 

 We should expect the problem-solving abilities of the global brain to be orders of 
magnitudes larger than that of any single individual, organization, or computer sys-
tem. This is because all people and computers collectively have access to immensely 
more knowledge and processing capacities than any of them individually (Heylighen 
 2012b ). The only requirement to effi ciently harness this collective intelligence is 
coordination. This can be expected to self-organize, as illustrated by both empirical 
observations (Heylighen  2013 ; Woolley et al.  2010 ) and simulations (Elmenreich 
et al.  2009 ; Heylighen et al.  2012 ). However, self-organization at a scale as large as 
the world obviously needs time, as countless iterations of the variation and selective 
reinforcement process must take place, and as any provisionally “fi t” result will 
need to be updated as soon as a new agent or technology appears on the scene. Thus, 
all components of the global network will continue to co-evolve at a rapid pace, 
increasing their degree of coordination, effi ciency and intelligence in the process, 
but in a manner so complex that we cannot predict it in any detail. 

 It is impossible to say at what moment this process will have produced the equiv-
alent of a global brain, since distributed intelligence is a continuously growing and 
evolving measure of coordination, not a phenomenon that either is or is not present. 
Thus, we cannot “detect” the presence or absence of a global brain, but we can con-
ceivably measure the increase in distributed intelligence of the global network. In 
our mathematical model (Heylighen et al.  2012 ), we have developed one such quan-
titative measure, and suggested some methods to gather the necessary empirical 
data to test its evolution in the real world—but these are very preliminary results. 
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 The self-organization of the global brain could in principle be accelerated by 
complementing it with thoughtful design. As we start to better understand processes 
such as self-organization, distributed cognition, collective intelligence and human- 
computer complementarity, we may be able to avoid some of the trial-and-error 
search, and develop systems that produce coordinated information processing more 
quickly and more reliably. For example, inspired by their insights into collective 
intelligence, Bernstein et al. ( 2012 ) have suggested methods for “programming” the 
global brain, that is, devising schemes that steer a heterogeneous collective of peo-
ple and computers towards the solution of particular problems—but these too are 
very preliminary. Further methods are likely to be discovered through research in 
human computation, crowdsourcing, ontology development, and related fi elds. 
However, no single system, method or program will ever be able to capture the 
immense size and complexity of our planetary network. Therefore, we must resign 
ourselves to the fact that we will never be able to fully control the process. Perhaps 
the most promising overall strategy is what has been called “guided self- 
organization” (Helbing  2012 ; Prokopenko  2009 ): developing schemes, programs, 
institutions or environments that stimulate, facilitate and to some degree steer the 
self-organization of the global brain towards what appear to be the most fruitful 
directions, while leaving enough freedom for the system to explore a variety of 
unforeseen approaches. But to achieve that, we must fi rst of all better understand 
what the global brain would be able to do, and especially what we want it to do.  

    Some Implications of the Global Brain 

 Now that we have a better grasp of how a global brain-like system would emerge, 
let us try to sketch some of its potential benefi ts for society. In principle, the Global 
Brain should help us to tackle any individual or collective challenge, by providing 
us with a vast reservoir of knowledge, sensory data, information processing capac-
ity, and ability to incite coordinated action. 

 A fi rst domain that would profi t from these superhuman abilities is the economy. 
The market is the collective system of transactions that helps supply to match 
demand, and thus to satisfy the public’s need for products and services. A traditional 
market is rather ineffi cient, requiring a huge infrastructure of middlemen, special-
ized organizations such as stock exchanges and auctions, and communication chan-
nels. The Internet already allows such transactions to take place much more quickly 
and transparently, with less cost and effort. This strongly reduces friction, making 
the economy more effi cient so that demand can be satisfi ed more rapidly, more 
accurately, and at a lower cost. The global brain will not only facilitate communica-
tion between suppliers and clients, but help buyers to fi nd the best value (e.g. through 
shopping agents to recommend and fi nd items and compare prices), and help sellers 
to get the best price (e.g. through auctioning systems, targeted advertisements, and 
the ability to reach the “long tail” of customers with very specifi c requirements). 

 The net effect will be that growth and productivity increases, while infl ation and 
economic instability decrease. Moreover, there will be less waste because of 
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unsold items or goods shipped far away when there is demand around the corner. 
More generally, a distributed intelligence system allows us to take into account 
collective costs and benefi ts (what economists call “externalities”), such as pollu-
tion, noise or public health, which are borne by society as a whole rather than by 
the parties in the transaction. These costs and benefi ts can be transparently incor-
porated by a smart software system into the price of the transaction, in the form of 
an automatically deduced tax or added subsidy. In this way, interactions are 
directed towards those that are collectively most benefi cial, while avoiding the 
complexity, bureaucracy and rigidity that tend to accompany such interventions in 
a centralized political system. 

 The global brain can moreover help eliminate confl icts. It in principle provides a 
universal channel through which people from all countries, languages and cultures 
of this world can converse, as already happens through a variety of forums and 
social media. This makes it easier to reduce mutual ignorance and misunderstand-
ings. Distributed intelligence systems have already been designed that help large 
groups to discuss and resolve differences of opinion, while thus devising integrated 
strategies to solve complex problems such as global warming (Faieta et al.  2006 ; 
Iandoli et al.  2009 ). The greater ease with which good ideas can spread over the 
whole planet and the collective improvement on those ideas will make it easier to 
reach global consensus about issues that concern everybody. The free fl ow of infor-
mation will make it more diffi cult for authoritarian regimes to plan suppression or 
war. The growing interdependence will stimulate collaboration, while making war 
more diffi cult. The more effi cient economy will indirectly reduce the threat of con-
fl ict, since there will be less competition for scarce resources. 

 Of course, communication alone cannot solve all the problems that threaten our 
planet: in the end, people will have to agree on concrete policies to tackle e.g. global 
warming or poverty. Yet, the global brain can support not only the process of devis-
ing and reaching consensus on an effective plan of action, but also the practical 
implementation of that plan. For example, combating infectious diseases or pollu-
tion will require extensive monitoring of the number of infections or concentration 
of polluting gases in different regions. Information collected by local observers or 
by electronic sensors can directly enter the global brain, be processed to reveal 
underlying trends, and be forwarded to the people or institutions most ready for tak-
ing direct action. 

 Similarly positive effects can be conceived in domains as diverse as health, well- 
being, democratic participation, sustainable development, work productivity, disas-
ter prevention and relief, education, research, innovation, industrial production, 
traffi c, logistics, and ecosystem management (Heylighen  2002 ,  2007b ; Heylighen 
et al.  2013 ). There seems to be no end to the potential applications of a distributed 
intelligence system at the world level. Many of these applications are already 
becoming apparent in the present Internet, but their benefi cial effect is held back by 
the general confusion, information overload and uncertainty that accompanies the 
present explosion in new technologies and functions (Heylighen et al.  2013 ). It is to 
be expected that the overall benefi ts will multiply as the network becomes more 
streamlined and intelligent, and the agents using it more coordinated in their activi-
ties. Then, only the sky will be the limit to what a global brain can achieve…     

From Human Computation to the Global Brain…
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In a future world with pervasive Human Computation (HC), there may be profound 
effects on how humanity functions at multiple levels from individual behaviors to 
species-wide changes in evolutionary development. What would such an HC-shaped 
human society look like? This hypothetical society would be the result of successful 
adaptations that provide both increased benefit to the high-level facilitators of large- 
scale computations as well as sufficient incentives to individuals to participate in 
those computations. In nature, the eusocial insects (Wilson 1971) are a living out-
come of similar multi-level selective pressures. Modern-day colony-living honey-
bees, wasps, and ants descended from a solitary ancestor in which daughters 
sacrificed their own chance at reproduction to help their mother have more off-
spring. Despite the apparent reproductive costs, sociality succeeded due to the ben-
efit of indirect reproduction through helping relatives, as well as the competitive 
advantage enjoyed by cooperative groups. Colony size and complexity expanded 
over evolutionary time, eventually producing elaborate societies in which reproduc-
tion is centralized in a single mother queen, and all other tasks (e.g., brood care, 
waste management, foraging) are distributed among specialized groups of effec-
tively sterile workers. In these modern colonies, each task group functions like a 
specialized colony-level organ—the queen acts as the colony’s gonads, the nurse 
workers act as its womb, a waste-management team provides excretory function, 
foragers seek and find food, and a food-processing team acts as a gut that receives, 
stores, and distributes food to the rest of the colony. Consequently, the eusocial 
insect colony is often called a superorganism (Hölldobler and Wilson 2009) com-
posed of individual organisms functioning together to support the activities of the 
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colony as a whole. Even if HC does not result in physiological specializations in 
humans, it is possible that humanity shaped by HC will evolve analogous special-
ized organizational structures or even worker castes. Thus, the decentralized super-
organismic behavior of eusocial insect colonies can be a window into the future of 
Homo sapiens. It can both provide design support to technology-mediated Human 
Computation and highlight the risks that emerge in the formation of such collabora-
tive groups.

Existing Human Imitations of Eusocial Insect Society

There are already signs that the trajectory of Human Computation is following that 
of eusocial-insect evolution. To make this comparison, we use parlance from evolu-
tionary biology to characterize different forms of HC. In particular, when we say 
that one form is more “primitive” (or less “derived”) than another, we mean that it 
better resembles ancestral versions. This relationship is not necessarily temporal; a 
more derived species can exist at the same time as a more primitive species. 
Likewise, as different forms of HC evolve in parallel, some will show more signs of 
innovation than others.

Perhaps the most primitive form of distributed HC is open-source software 
(OSS). We say that OSS is primitive because, although it differs notably from soft-
ware development by a single individual or proprietary software team, the code 
contributed by each individual of an OSS team is not significantly different in form 
to the code developed in more traditional settings. In OSS development, individuals 
share their source code with the Internet at large, and other skilled developers join 
the effort to maintain and extend the codebase. In many cases, although work is 
distributed across a team, the key priorities remain consistent with the goals of the 
founding developer who remains in contact with the team on Internet forums or 
mailing lists. If that founder leaves the team (either explicitly by announcement or 
implicitly by prolonged absence), a successor may be appointed. Alternatively, elite 
members of the remaining team may assert themselves as new creative directors of 
the project. This process can involve conflict between these elites until agreement 
on a future direction is established. Alternatively, even when the founding developer 
is still present, some individuals may leave the group and create a new branch of the 
software that eventually becomes independent. Moreover, developers of any rank 
may choose to switch efforts to other unrelated projects at any time.

This process of leadership evolution, conflict, reproduction, and group change is 
not unlike the development of certain more evolutionarily primitive social insect 
species. Like developers in an OSS team, members of these primitive societies 
retain many morphological and behavioral features of their solitary cousins; like 
OSS teams, however, these societies have also evolved special structures that facili-
tate superorganismic specialization. Here, we develop this comparison by focusing 
on the polistine wasps and ponerine ants.

T.P. Pavlic and S.C. Pratt
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Paper Wasps and the Evolution of Open-Source Software

First, we consider projects where each developer retains a freedom of action that 
resembles that of a paper wasp (Fig. 1). Unlike more derived social insects, where the 
evolution of specialized morphological castes prevents workers from founding new 
colonies, a paper wasp can leave her nest at any time to start or join a new one (Bhadra 
and Gadagkar 2008; Nonacs and Reeve 1993, 1995; Reeve et al. 2000; Shakarad and 
Gadagkar 1995). In the same way, the developers we focus on here can leave an OSS 
project at any time to join existing projects or start their own new projects. 

Life Histories of Nests and Software Within Open-Air Copyleft Ecosystems

In an experiment with the paper wasp Ropalidia marginata (Fig. 1a), Shakarad and 
Gadagkar (1995) observed a wide variety of nest histories, summarized in Fig. 2. 

Fig. 1 Primitively eusocial wasps of the polistine (paper wasp) subfamily (Photo credits to: 
K. Chandrasekhara (top photo in (a)); Anindita Bhadra (bottom photo in (a)); Thomas Bresson 
(top photo in (b)); Fabio Brambilla (bottom photo in (b))
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In about one fifth of cases, a single wasp builds the nest, lays eggs, and feeds and 
protects her brood as they mature to adulthood. In the remaining cases, a team of 
wasps founds a nest together and shares these tasks. In either case, there is only one 
active egg layer at a time even though all foundresses have the ability to lay eggs; this 
egg layer is the so-called “queen” and parallels the role of an OSS team leader who 
provides high-level architectural direction for the software. After a nest is founded, 
the queen can be usurped by existing nest workers or by new individuals who join the 
nest and seize control over egg laying. Whether laying eggs or not, foundresses can 
leave a nest to join a new nest, and any queen that has been usurped always leaves 
her original nest. Due to these losses, nests can also become orphaned, with no 
remaining workers to care for any surviving brood. Similarly, OSS software projects 
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Fig. 2 Life history trajectories of paper wasp nests. The paths depicted are a simplified reproduc-
tion of results from an experiment by Shakarad and Gadagkar (1995) with Ropalidia marginata. 
Every path describes the history of at least one nest observed in the experiment. A nest is consid-
ered to be successful if it produces adult offspring. A wasp that assists in the construction of a nest 
is called a “foundress” of the nest. Wasps that assist in the rearing of brood but do not lay any eggs 
are called “workers.” Wasps that join a nest after its construction are called “joiners.” A “takeover” 
event is when the single egg layer of a nest (i.e., the “queen”) is usurped by another who then 
becomes the nest’s new egg layer
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with publicly available codebases hosted on third-party web sites (e.g., Google Code, 
GitHub, BitBucket, SourceForge) may become orphaned by their founding develop-
ers. Just as orphaned nests are sometimes adopted by newly arriving wasps, orphaned 
software projects can be adopted by new developers who never have any contact 
with the original developers. The nests of R. marginata are perennial and may sur-
vive long after the original foundresses have left the nest. Likewise, OSS software 
projects hosted on third-party services can have lifetimes far longer than the average 
time each individual developer commits to the project. 

Keeping this nest–project parallelism in mind, the evolution of OSS work-sharing 
structures is likely similar to that of primitive sociality in paper wasps. In the early 
days of OSS, the source code for small, mostly non-commercial software was made 
available for public distribution by individual developers. Like wasps joining an exist-
ing nest, other developers could make incremental improvements without the large 
time investment needed to build the entire project from scratch. Like wasps, these 
developers could join and leave projects at will. In nature, such wandering wasps are 
very likely to find new nests to join because nests are physically accessible to the 
open-air environment. In the OSS ecosystem, so-called “copyleft” licensing schemes 
create a similar open atmosphere. The salient features of copyleft licensing (St. Laurent 
2004) are that source code must be distributed with projects and that derived work 
must inherit the license. Consequently, copyleft OSS projects beget more copyleft 
OSS projects, and each copyleft project provides interested wandering developers an 
opportunity to see, interact with, and even re-distribute modified forms of the project’s 
software code. Increasingly powerful collaborative software version control systems, 
like Git (Loeliger and McCullough 2012), and large source-code hosting providers, 
like GitHub, act like new man-made structures on which wasp-like developers can 
build nest-like projects, and developers can easily move from project to project. 

Moreover, just like the turnover of egg-laying individuals in paper-wasp nests, 
the focal individual associated with a project can change over time. Some projects 
will fail due to abandonment, but some abandoned projects will later be resurrected 
by new developers. Still, even when a project has an active developer base, it may 
fail to attract widespread attention and can be superseded by other functionally sim-
ilar but unrelated projects. Moreover, a long-lived successful project must attract 
sufficient interest from other strong developers to withstand the loss of its original 
founders. In both paper-wasp nests and OSS projects, an open environment for 
mobile individuals that have the ability to work alone or in teams generates dynami-
cal trajectories similar to those depicted in Fig. 2.

Leadership Maintenance: Queens, Nests, and Internet Forums

Despite their name, the queens of highly derived social-insect species have little-to-
no role in managing the activity of workers. In these species, once a colony is estab-
lished, its queen is only responsible for laying eggs. This level of decentralization 
is extreme even for present-day state-of-the-art examples of Human Computation. In 
HC-primitive OSS teams, elite leaders still naturally emerge and help to facilitate the 
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synchronization discussed earlier in the Analysis portion of this book. Likewise, the 
queens of primitively eusocial paper wasps not only lay eggs but play an active role 
in coordinating colony activities. Furthermore, the mechanisms these leader queens 
use to regulate activity are remarkably similar to the strategies available to OSS team 
leaders via Internet-enabled communication. In studies with the paper wasp Polistes 
fuscatus (Fig. 3), removal of a queen from her nest led to colony activity that was 
strongly depressed, and workers became far less synchronized (Reeve and Gamboa 
1983, 1987). Moreover, when the queen was chilled to make her totally inactive and 
yet still observable by her workers, colony activity was even further depressed. 

In the case of P. fuscatus and many other paper wasps, the queen’s coordinating 
role depends on her use of aggression to stimulate activity, and a successor queen can 
be predicted from a dominance hierarchy (Deshpande et al. 2006; Pardi 1948; Reeve 
and Gamboa 1987; West-Eberhard 1969). This top-down leadership structure seems 
more characteristic of large proprietary business software projects that are driven by 
company profit, developer salary, and managerial rank. However, some paper wasp 
species manage nest coordination in a distributed way that seems more similar to 
OSS teams. In Ropalidia marginata (Fig. 1a), there is very little observed aggression, 
no dominance hierarchy, and no known way to predict the line of queen succession 
(Bhadraa et al. 2007; Bhadra and Gadagkar 2008). Computer simulation further 
shows that observed levels of coordination cannot be maintained via direct wasp-to-
wasp interactions, and there is evidence that the queen instead makes her presence 
known by continuously depositing a non-volatile pheromone, or chemical signal, 
directly onto the nest (Bhadraa et al. 2007). Each deposit of this pheromone would 
be perceivable only by nearby wasps (i.e., it would not spread throughout the nest), 
and its effect would fade over time as the pheromone signal decayed. Thus, the queen 
and her pheromone are like an OSS developer moving from one public Internet 
forum to another posting messages and code patches that are observable to many 
other team members even after the developer leaves the forum. For large projects 
distributed over a wide geographic area, such indirect coordination is the rule. Project 
leaders can confront individuals directly and privately, but one-on-one communica-
tion with the project lead is not feasible even for small teams. 

In both wasps and OSS teams, reliance on indelible and informative observable 
signals facilitates changes of leadership. When the original queen is lost from a 

Fig. 3 Polistes fuscatus (Photo credits to: Ettore Balocchi (left photo); Ken Thomas (middle and 
right photos))
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wasp colony, a new queen emerges swiftly (i.e., within minutes) without contention 
(Bhadra and Gadagkar 2008). This lack of conflict is evidence that the putative nest 
pheromone is an honest signal of fertility that sufficiently suppresses egg laying in 
other workers; otherwise, candidate queens would initially compete to demonstrate 
reproductive dominance. Similarly, when leaders of OSS teams are active, their 
presence is observable and their competence can be measured by reviewing the 
comments they make and the software patches they commit to public repositories or 
submit to public mailing lists for group review. The absence of an OSS leader is 
palpable, and a competent replacement emerges quickly without contention because 
of the transparency of the entire group’s participation in the project. Just as potential 
new queens can demonstrate fertility honestly through production of pheromone, 
new OSS leaders can demonstrate competence honestly through the team’s aware-
ness of their recent contributions to the project. In the case of R. marginata, fast 
succession has been adapted to tropical, aseasonal climates where queen replace-
ment is frequent (Deshpande et al. 2006); in the case of open-source software, swift 
succession is necessary to maintain the energy and momentum of the project.

Primitively Eusocial Ponerine Ants, OSS Teams,  
and Technology-Mediated Leadership

To continue the analogy with HC-primitive open-source software, we focus on 
superorganismic characteristics that stem from evolving caste systems in primitive 
eusociality. Whereas the paper wasps represented early OSS projects staffed by 
developers with similar capabilities, these more evolved eusocial societies will rep-
resent larger, more-modern OSS teams with a subset of individuals whose small or 
very specialized skillset puts leadership out of reach. Members of this class of devel-
opers must necessarily associate themselves with a leader. Consequently, when a 
new leader emerges and initiates a new project derived from the original project, she 
may bring with her a team of developers whose interests are more aligned with her 
vision than the original leadership. If the daughter project is sufficiently different 
from the parent (e.g., the Songbird media player and Thunderbird mail client were 
each derived from a codebase originally intended for the Firefox web browser), the 
two projects will not compete with each other. However, some competition is 
unavoidable (e.g., the Pentadactyl daughter and Vimperator parent extensions for 
Firefox which now are in direct competition for developers and audience).

Although paper wasps form social colonies with reproductive division of labor 
(i.e., a single egg-laying queen and a worker caste), they are referred to as being 
primitively eusocial because workers and queens are essentially indistinguishable, 
and workers retain reproductive capabilities (Wheeler 1986; Wilson 1971). That is, 
primitively eusocial workers are not apparently very different from their solitary 
ancestors. Higher (i.e., more derived) levels of eusociality are characterized by the 
addition of specialized worker castes that assist the reproductive caste but cannot 
themselves reproduce (Hölldobler and Wilson 1977, 1990, 2009; Wheeler 1986). 
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Similarly, we refer to OSS as a primitive example of Human Computation because 
each member of the team is almost indistinguishable from a classical software 
developer. More derived versions of HC are marked by individuals that lose the abil-
ity to do similar work in isolation. To understand the evolution of these more derived 
cases, we now focus on social-insect species that show more specialization than the 
paper wasps.

Specialized castes are found in all the major eusocial insect taxa, but the most 
striking differences between workers and reproductives are seen in the ants and 
termites (Peeters and Ito 2001). This extreme differentiation in these groups is 
because they, unlike the wasps and bees, combine a flightless worker caste with a 
winged reproductive caste. The flightless workers are well adapted to their terres-
trial ecological niche, while the flying abilities of reproductives allow them to dis-
perse far from their natal nest in search of a diverse gene pool for mating. In many 
ant and termite species, queens are further specialized to take on the unique tasks of 
independent colony foundation, when they must build a nest and rear the first gen-
eration of workers without any parent-colony support.

Thus, we now shift our focus to primitively eusocial ants from the subfamily 
Ponerinae. If the paper wasps are like small teams of software developers who could 
each start a new project entirely on their own, ponerine ants are like larger projects 
that include some developers with only the skills or interests to work on specialized 
sections of a project initiated by someone else. Like the paper wasps, these ant colo-
nies contain individuals who could potentially be queen; however, they also have 
many ants that can only function as workers (Hölldobler and Wilson 1990, 
2009; Peeters and Ito 2001; Wheeler 1986). We discuss here how ants in the repro-
ductive class maintain their elite status and control over colony direction. In particu-
lar, we focus on two control mechanisms in ant colonies that are similar to 
technology-mediated solutions seen in OSS teams.

Source Control and the Mutilation of Reproductive Organs

In the course of a large open-source-software project, new project leaders may 
emerge from within the team’s elite members. Due to the openness of the codebase, 
one industrious individual may start to usurp ownership by rapidly reshaping large 
portions of the source code. As other workers on the team modify the resulting code, 
they become committed to it, and a reversal to the basal code becomes less likely. To 
prevent this, many OSS projects restrict direct access to the codebase to very few 
individuals. New code is instead posted in so-called “patches” to mailing lists where 
it can be reviewed and responded to by other developers; the keepers in charge of the 
codebase can then accept or reject each patch. If these keepers become unresponsive 
for a long time, others who have been maintaining clones of the codebase can assert 
themselves as the new masters. Thus, the access limitations on these source-code 
repositories provide technological mediation of source control, and the ability to 
create clonal repositories with different access limitations lets source control evolve. 

This technologically mediated process is not unlike reproductive succession in 
the ponerine ant genus Diacamma (Fig. 4a) (Baratte et al. 2006; Cuvillier-Hot et al. 
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2002; Gotoh et al. 2005). In these queenless ants, all individuals are physiologically 
capable of mating and producing offspring; however, a single mated worker, called 
the “gamergate” (Peeters 1991b), assumes the role of an egg-laying queen, sup-
pressing reproduction in all other workers in a peculiar way. When each young 
worker first emerges from her cocoon, she bears a pair of small thoracic appendages 
called gemmae. The gamergate immediately mutilates the gemmae (Figs. 4b, c), 
irreversibly preventing the new worker from becoming reproductively viable. When 
the gamergate eventually dies, the first young worker to emerge without being muti-
lated will immediately take on the role of gamergate, mutilating all other young 
workers around her. After the new gamergate mates and begins to lay eggs, she will 
be accepted by the existing workers as the sole reproductive (Cuvillier-Hot et al. 
2002), and the colony’s workforce will become increasingly composed of her 
daughters (André et al. 2001). This process parallels the project-control scheme 
described above, with gemmae playing the role of access-restriction technologies, 
and reproduction playing the role of codebase development. 

Fig. 4 Ants of the ponerine genus Diacamma. Shown in (b) is a top view of the thorax of an un-
mutilated female; the gemmae are orange appendages homologous to the forewings of a male 
(Gotoh et al. 2005). Scanning electron micrographs of a male (left column) and a female (right 
column) are shown in (c) where the bottom row is a magnified version of the boxes shown in the 
top row. Instead of gemmae, males have wings and large flight muscles that facilitate dispersal 
from the nest to mate with sexually viable female workers of other colonies. As in most ants, rela-
tive to the ant’s body, the male head is significantly smaller than the female head (Photo credits to: 
Steve Shattuck (photos in (a)); Alfred Buschinger (photo (b)); Gotoh et al. (2005) (photo (c)))

Superorganismic Behavior via Human Computation



920

Reputation and the Maintenance of Hierarchies

Especially when public Internet forums are involved, regulation of control of an 
OSS project can also involve reputation. A new developer proposing a major change 
can simply be shamed by a respected developer once, and other workers on the team 
will cease to consider any major new directions from that individual. Even if the 
shamed developer manages to insert new code, low-ranking individuals may revert 
those changes with extreme prejudice. Reputation staining is catalyzed by commu-
nications technology, such as mailing lists or Internet forums. A similar kind of 
communication-mediated control occurs in reproductive policing by some ponerine 
ants of the genus Dinoponera (Fig. 5) (Monnin et al. 2002). As in Diacamma, work-
ers of these ants can mate and become gamergates. However, workers are not muti-
lated upon emergence from their cocoons and thus retain reproductive potential 
throughout their lives. Colonies nonetheless form a dominance hierarchy topped by 
a single alpha gamergate that monopolizes egg laying and does no other work in the 
colony. Just beneath her in the hierarchy is a caste of beta workers who do not lay 
eggs but also do very little work. In an OSS team, if a lead developer leaves the 
project, she will be succeeded by another who takes over architectural and leader-
ship tasks. Similarly, if the Dinoponera alpha gamergate dies, a beta worker will 
take over and become the new sole egg layer of the colony. 
Both OSS teams and Dinoponera colonies experience leadership challenges. A beta 
worker may engage the alpha in sequences of fighting, chasing, and trampling 
brood. During relatively calm periods within these sequences, the alpha will smear 
a chemical onto the beta, who then becomes the target of other low-ranking workers 
who seize and physically immobilize the challenger for several days or weeks. 
When finally released, she loses her rank in the hierarchy and continues her life as 
a worker (Monnin et al. 2002). This chemical smearing process is similar to the 
public shaming an upstart developer might receive from a well-respected lead 
developer in a public forum. After such exchanges, other developers may cease to 
entertain new feature suggestions by the shamed developer, who will be reduced to 
contributing only through the day-to-day maintenance of the established codebase. 
Message threads on active Internet forums become diluted into obscurity just as 

Fig. 5 A worker of the 
ponerine ant genus 
Dinoponera. These ants can 
be over 1 inch in length 
(Photo credit to Alex Wild)
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chemical signals gradually disperse and become imperceptible; however, the 
 damaging exchange between developers leaves an indelible mark on the rest of the 
team. Thus, ants and humans have both evolved analogous mechanisms to demote 
middle managers who seek ascension out of turn. 

Resource Limitations in Colonies and Software Teams: 
Alternative Reproduction Strategies

In section “Paper Wasps and the Evolution of Open-Source Software”, we explored 
how individual paper wasps leaving one nest could start a new nest from scratch. 
Now that we have shifted our focus to include colonies with large worker castes who 
may follow an emigrating reproductive, we can also consider the phenomenon of 
colony fission. Open-source-software teams can bifurcate as well; an individual 
developer can start a new project and take with her a sizable proportion of resources 
from the old project, including both team members and cloned code. Fission can be 
deleterious if the resulting smaller projects compete for developer resources as well 
as users. Even when competition is not a concern, inheriting the codebase of the 
initial project also means inheriting bugs, vulnerabilities, or outdated legacy struc-
tures that hinder future growth. In other cases, fission provides new per-developer 
opportunities by reducing team size. It also allows for software frameworks to move 
into new application spaces (e.g., a useful framework for a popular web browser is 
quickly adapted into an electronic-mail client). Fission faces similar costs and ben-
efits in eusocial insect colonies, and consequently it is favored under only certain 
ecological constraints. Hence, we now consider how similar environmental condi-
tions lead to similar foundation patterns in OSS projects and social-insect colonies.

Background: The Multiple Ways to Found a Project

Ant colonies typically reproduce by sending out specialized winged individuals 
called alates (Hölldobler and Wilson 1990), analogous to software developers with 
the ability to start and nurture a new project in isolation. Unlike workers (all of 
which are female), alates come in male and female forms that mate in flight after 
dispersing from their natal nest. The males die shortly thereafter, but the females go 
on to found new colonies of which they become the queen. They use sperm stored 
from their matings to fertilize eggs, most of which develop into sterile workers that 
build and defend the nest, collect food, and nurture further generations of workers. 
In this way, the colony grows until it is large enough to produce its own reproductive 
offspring. Thus, alates may be viewed like software architects that are prolific 
sources of ideas for software projects but must build a team of other developers (i.e., 
the workers) to actually implement those ideas.

Ant colony formation is typically done in isolation—a newly mated queen exca-
vates a small nest and cloisters herself within it, rearing her first brood of workers 
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by metabolizing stored fat and muscle. This process is analogous to a developer 
who leaves an old project and uses her personal time and resources to start a new 
OSS project that will hopefully grow and attract additional help. Sometimes, how-
ever, queens without sufficient energy stores must leave the newly excavated nest to 
take on the dangerous task of foraging. Likewise, the monetary income of an OSS 
developer likely comes from an outside occupation that prevents full-time commit-
ment to the nascent OSS project. In the ants, alternative colony formation strategies 
have evolved that mitigate the high cost of independent formation (Hölldobler and 
Wilson 1977; Krebs and Rissing 1991; Molet et al. 2008; Rissing et al. 2000, 1989). 
For example, unrelated queens sometimes join forces to start a new nest together so 
that the burden can be shared (Hölldobler and Wilson 1977; Pollock and Rissing 
1985). In software development, a small team of capable developers can similarly 
join forces to reduce individual workload. In a more extreme solution, seen in many 
ponerine ants, colonies simply abandon reproduction by female alates (André et al. 
2001; Molet et al. 2008; Peeters and Ito 2001). Instead, the colony splits in two, with 
each segment including a flightless queen accompanied by a large retinue of work-
ers that help her to found a new colony (Peeters 1991a,b; Heinze 1998). In the same 
way, a developer who chooses to start a new project can attract members of her prior 
projects. By bringing with her a ready-made team, she may surrender full control 
over the direction of the new project and will have to spend more time managing 
these human resources. In both the ant and OSS cases, foundation by large teams of 
workers inherited from a parent project reduces how often new projects are formed. 
In general, ant colonies and OSS projects face very similar costs and benefits to dif-
ferent forms of foundation, and they have evolved similar reproductive strategies to 
mitigate the costs and capitalize on the benefits.

Intellectual Property and Inbreeding in Lieu of New Project Foundation

In some ants, something analogous to intellectual property (IP) has led to a reduc-
tion in the occurrence of fission and an increase in inbreeding. These ants are much 
less like a typical OSS team aiming for new marketable features, and more like a 
commercial software team with the sole purpose of maintaining an existing one-of- 
a-kind proprietary project. That is, a nest of these ants is like a software package 
made for a very specialized purpose targeting a small set of high-value clientele. For 
example, the software that manages inventory and interfaces with cashiers at a large 
retail chain may be highly customized for that particular chain. It evolves over time 
with the customer’s needs, but it retains the aesthetic characteristics of much earlier 
versions of the software (e.g., keyboard-only terminal-mode applications that look 
relatively unchanged over several decades although the operating systems they run 
within become increasingly stylized). These products persist because the market is 
very small and controlled by few developers. Such software can be maintained by a 
small team of developers who become dependent upon the longevity of the product 
as their individual talents stagnate. If any developer leaves to join another project, 
she brings little with her, either because of legal restrictions or because the resources 

T.P. Pavlic and S.C. Pratt



923

from the old project are too specialized to be of use anywhere else. If a key leader 
leaves, she will likely be replaced from within because no outsider would be famil-
iar with the extremely specialized codebase.

The ant genus Harpegnathos (Fig. 6) has an unusual life history that shares many 
features of these proprietary software teams (Peeters et al. 2000; Hölldobler and 
Wilson 2009). These ants might be expected to reproduce by colony fission, like 
many of their fellow ponerines (Baratte et al. 2006; Cuvillier-Hot et al. 2002; Peeters 
and Ito 2001). In those other species, workers (or worker-like queens) mate in the 
nest with alate males that fly in from other colonies (e.g., André et al. 2001). They 
then leave to found new colonies, accompanied by a retinue of fellow workers. In 
this way they combine the benefits of outbreeding with the assistance of their parent 
colony to quickly achieve large group sizes. Harpegnathos saltator has the physio-
logical capability to pursue this strategy (Liebig et al. 1998), but colony fission has 
never been observed in nature (Hölldobler and Wilson 2009). Colonies instead pro-
duce many alate queens that disperse to form new colonies in isolation. Sexually 
capable workers that remain in the nest may also mate, but they tend to do so with 
their brothers rather than with alate males from other colonies (Peeters and 
Hölldobler 1995). Furthermore, they do not leave the nest to found new colonies. 
What results are persistent colonies that remain small and experience reduced 
genetic diversity due to inbreeding. These behaviors appear to be driven by the 
highly elaborate nest structures these ants build to resist frequent flooding in their 
native Indian habitat (Peeters and Hölldobler 1995; Peeters et al. 1994). When the 
founding queen dies, a daughter gamergate inherits the valuable nest and continues 
to maintain and improve it. Just as a palace is passed down to noble mated cousins 
in a royal dynasty, this process can continue forever in principle. Consequently, 
nests observed in nature accumulate extremely elaborate constructions despite only 
containing a small number of workers at any one time (Peeters et al. 1994; Hölldobler 

Fig. 6 Ants of the ponerine genus Harpegnathos. These evolutionarily primitive ants hunt for live 
prey that they can spear with their pointed mandibles and then paralyze with their sting. They are 
also known for their ritualistic aggression displays between mated workers who compete to 
become an egg layer and fill the vacuum left by an expired queen (Photo credits to: Kalyan Varma 
(left); Steve Shattuck (right))
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and Wilson 2009). In short, these colonies produce gamergates not for colony 
 fission, like other ponerines, but instead, to retain family resources despite frequent 
queen turnover. 

This process is not unlike software projects with proprietary IP components that 
may prevent project replication. Alate-like developers that leave the project to work 
elsewhere cannot bring technology with them. Moreover, the longevity of the proj-
ect is benefited by maintaining a stock of skilled workers that have experience with 
the proprietary IP. Like gamergates, new leaders are promoted from workers already 
within the project. After the death of a Harpegnathos queen or gamergate, the 
upward mobility of mated workers to replace her is usually accompanied by ritual-
ized aggression (Hölldobler and Wilson 2009), which can also be seen during simi-
lar transitions in human organizations. Thus, in both software teams and 
Harpegnathos colonies, the existence of assets that cannot be duplicated leads to 
small groups with much internal turnover, even when such policies reduce diversity 
within the group. These assets must be extremely valuable in order to sustain these 
patterns despite the costs. 

Using Shareable Resources to Accelerate New Colony Formation

Software projects that make use of intellectual property still contain open compo-
nents that can be re-purposed in other projects. For example, a technology company 
may produce new hardware products that make internal use of a popular open-
source-software operating-system platform. The OSS platform may be augmented 
by proprietary hardware drivers as well as improvements to open-source modules 
that ensure a certain marketable specification for the product. Those open-source 
components can be used on other projects even by competitors.

In a similar way, a colony of stingless bees (Fig. 7) can provide both personnel 
as well as physical materials in support of a new daughter colony that is the product 
of fission (Inoue et al. 1984; Peeters and Ito 2001). In Trigona laeviceps, for exam-
ple, a colony sends a worker team to scout nearby for an empty cavity to house a 
daughter colony. Once found, workers carry building material from the old nest to 
the new site. As the amount of materials transported to the new nest is a negligible 
fraction of the stock at the old nest, this process is much like producing a forked 
repository from the open portions of an existing OSS project. After the new nest is 

Fig. 7 Stingless bees of the genus Trigona (Photo credits to: José Reynaldo da Fonseca (left); 
James Niland (middle and right))
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prepared, a swarm of workers and a virgin queen fly there from the old nest. Some 
of these will return to the old nest, much like software developers choosing to re-
join their original project after not finding interesting opportunities in the new proj-
ect. The new queen mates and starts populating the colony with her daughters. 
Material transport from the parent nest continues for a short period, but the daughter 
colony eventually achieves full independence. This nest-foundation process is not 
unlike the genesis of an open-source project sanctioned by and based on a project 
with proprietary roots (e.g., the way Mozilla emerged from Netscape). The daughter 
project may accept contributions from the original project, but it continues with a 
new developer community and has a different direction than its more commercial 
relative. Nevertheless, because of prevailing similarities between the two projects, 
they may compete for user attention. Likewise, because daughter colonies of sting-
less bees are so close to their mother nest, there is a chance that they will compete 
for the same resources. Close distance helps to facilitate quick construction of new 
projects, but it also presents sustainability issues for their co-existence. 

Colony reproduction in honeybees (Fig. 8) shows an alternate path that leverages 
the aid of the mother colony while preventing future competition (Peeters and Ito 
2001; Seeley 1995). Honeybees also reproduce by fission, but unlike stingless bees, 

Fig. 8 Honeybees from the genus Apis. In photo (c), an Apis mellifera colony makes a tree branch 
its temporary home; meanwhile, a decentralized selection process goes on among scouts that 
search for a nest cavity that will eventually become the colony’s new home (Photo credits to: Jon 
Sullivan (left photo (a)); Louise Locker (right photo (a)); Gideon Pisanty (photo (b)); Nancy 
McClure (photo (c)))
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they bequeath the old nest and roughly half the workers to a virgin queen. The old 
queen and the remaining workers leave the nest and settle at a temporary location 
(Fig. 8c) from which they carry out the decentralized process of finding a new home 
beyond the competitive reach of the old nest. Once the swarm’s scouts reach a deci-
sion quorum at a candidate site (Seeley 2010), the bees fly there and build a new 
nest. This process is much like a team of developers who leave a project they 
founded after it matures, entrusting it to a set of younger developers so that the 
founders can start a new project. To reduce competition, the emigrating developers 
choose a new application area and may sign non-disclosure or non-competition 
agreements. This process ensures survival of the old project and uses its stability to 
mitigate the difficulties that young developers may have taking over as leaders. This 
process also naturally allocates those developers with proven success to nascent 
projects that will benefit from that experience. 

Leveraging Diversity in Large, Long-Lasting Projects

So far, we have discussed how fission alleviates some of the challenges of starting 
new projects. By inheriting workers and other resources, new projects immediately 
inherit momentum and a workforce to maintain that momentum. However, fission is 
not without costs. As mentioned above, daughter and parent projects must disperse 
far enough away from each other to prevent significant future competition. Still, 
even when dispersal is guaranteed, fission can proliferate deleterious parasites. In 
software teams, these parasites may take the form of vulnerabilities, viruses, inef-
ficient code, deprecated protocols, or ineffective team members that slow group 
productivity. Similar risks exist in ants, and those species that use colony fission 
have also evolved mechanisms to reduce those risks.

To illustrate how ants manage the risks of fission, we contrast two groups of 
army ants-one that reproduces exclusively by fission and one that sometimes uses 
fission and other times relies on independent colony foundation. This examination 
is partly meant to show parallels between ant-colony and software foundation and 
partly meant to illustrate the dangers of building software derived from the codebase 
of another project. Two well-known army-ant genera are the legionary ants (Fig. 9a, 
Eciton) and the driver ants (Fig. 9b, Dorylus) (Gotwald 1995). Studying the simi-
larities and differences between these two genera gives insights into the costs, ben-
efits, and maintenance of fission. In contrast to the evolutionarily primitive ponerine 
ants discussed in section “Primitively Eusocial Ponerine Ants, OSS Teams, and 
Technology-Mediated Leadership”, the army ants are a derived species with a vari-
ety of worker castes (Hölldobler and Wilson 1990; Gotwald 1995). However, they 
have evolved a unique nest structure that allows for added mobility that has led to 
the re-emergence of reproduction by fission. Rather than excavating nests or living 
in pre-formed cavities, army ants link their bodies together to form living nest struc-
tures consisting of hundreds of thousands of workers (Fig. 10) (Anderson et al. 
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2002). These bivouacs are well suited to the ants’ nomadic lifestyle, facilitating 
their frequent and rapid emigrations. 

In theory, if the competitive costs of fission can be reduced, then it should be 
observed more often in nature. In software terms, daughter projects will be more 
successful if they do not compete for users with the original parent project. For 
example, the Mozilla Application Suite produced daughter projects Firefox and 
Thunderbird which then competed with their parent for users. However, because the 

Fig. 9 Army ants. Multiple army ant worker castes are shown in each photo (Photo credits to: 
Alex Wild (photo (a)); James Niland (photo (b)))

Fig. 10 Army ant (Eciton) structures. Colonies of Eciton do not nest in cavities or excavate nests 
in the ground. Instead, they link their bodies into large bivouacs that act as mobile nests (Anderson 
et al. 2002). Despite being constructed entirely of living colony members, the inside of the bivouac 
contains sufficient structure for chambers and division of labor based on position within the nest. 
When Eciton colonies reproduce by fission, bivouacs split, each one taking a queen to continue 
reproduction of workers after dispersal (Photo credits to Geoff Gallice)
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web browser, Firefox, and the e-mail client, Thunderbird, were different application 
types, they did not compete with each other. When application or geographic bound-
aries can prevent competition, more fission might be expected. Likewise, fission has 
evolved in some army-ant species because these highly mobile colonies can reduce 
its competitive costs. However, not all army ants reproduce this way, and those that 
do have had to evolve additional  mechanisms to reduce other costs of fission not 
related to competition. 

In the New World army ant genus Eciton, fission is the only method available for 
colonies to reproduce (Hölldobler and Wilson 1990; Peeters and Ito 2001). In con-
trast, many army-ant species of the genus Dorylus do not use fission even though 
they nest in mobile bivouacs very similar to those of Eciton. Instead, they produce 
alate queens that disperse from the nest and found new colonies on their own 
(Hölldobler and Wilson 1990). Thus, while fission reduces the burden on a daughter 
colony and nest mobility reduces the competitive costs of fission, Dorylus has not 
evolved this form of reproduction to the degree that Eciton has. Likewise, despite 
the wide availability of code and developers in the OSS ecosystem, new projects are 
periodically started from scratch, and OSS libraries are often re-factored or totally 
re-invented. Thus, in both ants and software development, there must be other fis-
sion-related costs to overcome.

One such cost is enhanced parasite transmission. In ants like Dorylus, there is low 
risk of transmission from a mother to a daughter colony because the parasites must 
infect the single alate founding the new colony. In Eciton, there is no such bottle-
neck; any of the tens of thousands of workers that join the new colony may harbor 
parasites. Other social features can ameliorate these risks. In Eciton, for example, 
high levels of task specialization may isolate worker groups from one another and 
their parasites. Multiple mating by the colony’s queen occurs with high frequency 
(Denny et al. 2004; Kronauer et al. 2007; Palmer and Oldroyd 2000; Tarpy et al. 
2004); this can increase genetic diversity and thus the likelihood of the colony con-
taining individuals with heritable resistance to any given parasite. For Eciton, an 
additional source of genetic diversity is colony fusion (Kronauer et al. 2010; Schneirla 
1971). When a colony’s queen dies, the orphaned workers follow and eventually join 
other colonies that still have a queen (Schneirla 1949; Schneirla and Brown 1950).

Parallels of these fission-related costs and prophylactics can be found in OSS 
projects. Long-lived software projects can also accumulate deleterious “bugs” and 
vulnerabilities due to code stagnation, and legacy components that either depend on 
deprecated protocols or have prohibitive operational constraints. These problems 
multiply when such projects are cloned to generate the seed of a new project. Even 
without inherited code, developer teams can accumulate deleterious or deprecated 
practices. Just as for ants, foundation of software projects from scratch by single 
developers prevents these problems. However, independent foundation is not practi-
cal for very large projects; inevitably, teams of developers build off of existing code 
repositories and make use of well-known libraries. To resist infection, large OSS 
projects must be generated by a diverse developer community that, in the aggregate, 
is immune to systematic deficiencies. In particular: 
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• A single developer who contributes to a wide range of the codebase may introduce 
the same vulnerable code (e.g., buffer overflows or dangling pointers) to multiple 
unrelated parts of the project. The spread of this code can eventually be limited and 
the vulnerable code repaired, but the full extent of how far the deleterious code has 
spread may not be known. So, just as a high level of task specialization in an army-
ant colony reduces susceptibility, there is value for developers to limit the scope of 
their contributions and specialize on small components of larger projects.

• For large OSS projects to have high longevity, organizers of such teams must 
promote the regular incorporation of new ideas and new developers. For ants, 
novelty comes from multiple mating and adoption of orphaned workers. For 
developers, novelty comes from continued training and incorporating new work-
ers from outside projects. As new developers gain access to old code, additional 
dangerous yet subtle vulnerabilities can be found and fixed. This increased 
developer diversity is similar to new genetic variation that prevents the spread of 
an extant infection.

• Commonly used OSS libraries and utilities are the result of combining the prior 
two points. That is, as a section of developers becomes compartmentalized in 
order to prevent the spread of infections, the subcomponent they write can 
become its own open-source project in order to gain the attention and additional 
diversity of more contributors.

These OSS practices are in stark contrast to the Harpegnathos-like projects 
described in section “Resource Limitations in Colonies and Software Teams: 
Alternative Reproduction Strategies”. For those cases, to ensure longevity of a proj-
ect depending on valuable proprietary intellectual property, teams have to be kept 
small, stay isolated from outside influence, and generate new leaders from within 
the team. These practices are both impractical and ill-advised in an open-source-
software project.

Future Human Imitations of Eusocial Insect Society

We have demonstrated parallels between evolutionarily primitive Human Computa-
tion, like open-source software, and primitively eusocial insects, like polistine 
wasps and ponerine ants. Assuming that similar pressures will continue to guide the 
evolution of HC, then we speculate that its future forms will share similar character-
istics with more derived eusociality. At the point at which Human Computation 
takes on superorgansmic qualities, computations will be decentralized to the point 
of being leaderless. Some human participants of these computations may specialize 
at particular tasks, but their participation in different projects will be self guided. It 
will be more common that participants have some ability to do a variety of tasks, 
and a participant may choose at any time to switch from one task to another even 
before completing the prior task. Often, two ongoing tasks will be in opposition to 
each other, and one participant will actively and unknowingly undo the work of 
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another. Additionally, at any given time, a large proportion of potentially active 
participants may be idle. In general, all participants will be entirely ignorant of the 
collective progress toward any particular goal. Moreover, the computational 
strengths of these collaborations will come from the network of interactions between 
individuals as opposed to the individuals themselves; each individual participant 
will only have marginal importance. Counter intuitively, efficient and robust com-
putation will emerge because of, not in spite of, these properties.

Just as any one species of social insect has been specially adapted for its natural 
environment, different tasks and interaction mechanisms will be matched to differ-
ent kinds of problems. Rather than being explicitly designed, this mechanism-to-
problem matching will evolve naturally from existing technologically mediated 
interaction networks. That is, with increasing digital connections between elec-
tronically augmented participants, there will be increasing potential for networks 
to do work. Just as increasing temperature can lead to phase changes in matter, 
increasing network potential can lead to a sudden and emergent computational 
ability in a group of interacting individuals. The most familiar phase changes in 
matter are so-called “first-order” changes that are marked by abrupt shifts in 
observable physical properties, like volume or density. For example, as a fluid 
moves through a first-order phase transition from liquid to gas, it will become a 
mixture of some parts that are liquid and some parts that are gas; consequently, the 
phase transition will be accompanied by violent boiling. However, higher-order 
phase transitions also exist, and these are continuous in observable properties. 
Under special conditions, there can be a continuous higher-order phase transition 
from liquid to gas which does not involve a violent mixture of the two phases; 
instead, the whole fluid simultaneously shares properties of both phases. In the case 
of HC networks, it is likely that the transition to superorganismic computation will 
be of this latter kind. Moreover, as we will show, there are signs that some networks 
are already near the continuous transition region—exhibiting early transitory signs 
of superorganismic computation.

In the remaining section of this chapter, we give examples of superorganismic 
computation in highly derived eusocial insects and speculate about parallels with 
future Human Computation. When possible, we highlight existing technologically 
mediated human organizational structures that share properties with these natural 
insect systems.

Oligogyny and Leaderlessness: Competitors  
that Share the Same Workers

After colony foundation, a queen plays little role in coordinating the activities of her 
colony. Her main responsibility is to produce new workers and reproductives. 
Whereas the natural lifespan of a worker may be on the order of months, a queen can 
live for years or even decades. Despite this relatively long life, she carries no senior-
ity; she is largely at the mercy of her workers. Thus, a queen is less like a leader than 
a captive wealthy donor who has no choice but to continue funding her captors.
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As described in section “Background: The Multiple Ways to Found a Project”, a 
colony can be founded by multiple unrelated queens that may then continue to co-
exist after colony foundation (Hölldobler and Wilson 1977, 1990; Pollock and 
Rissing 1985). Continuing the analogy with donors funding a large-scale HC proj-
ect, this so-called “polygyny” might be thought of as multiple donors pooling their 
resources to better support a common goal. However, in functioning eusocial insect 
colonies, standing queens in the same colony can be antagonistic rivals. This special 
form of polygyny, known as “oligogyny,” is seen in the meat ant Iridomyrmex pur-
pureus (Hölldobler and Carlin 1985) (Fig. 11), and in Camponotus ligniperdus 
(Gadau et al. 1998), a species of carpenter ant (Fig. 12). While queens in oligogy-
nous colonies are hostile to each other, their workers tolerate all of the queens and 
each other. Moreover, they form a barrier between the queens, eliminating domi-
nance behavior and allowing all queens to produce brood. Consequently, workers in 
oligogynous colonies show relatively low levels of relatedness. Although workers 
from different colonies may be hostile to each other (Gadau et al. 1998), workers 
from an extant colony will adopt a newly inseminated queen (Hölldobler and Carlin 
1985; Hölldobler and Wilson 1990). Thus, the genetic variation among workers does 
not come from fusion with other colonies or initial foundation by multiple queens 
but instead from continual adoption of newly inseminated queens. 

Internet marketplaces, like Amazon Mechanical Turk (MTurk) (Amazon.com, 
Inc. 2005), are presently some of the most advanced examples of crowd-sourced 
Human Computation, and they are much like oligogynous ant colonies. On MTurk, 
a class of human requesters makes monetary payment available to a class of human 
workers who can choose to complete tasks designed by the requesters. In principle, 
the requester class may contain multiple business competitors that each use MTurk 
as a source of shared computational power—it is as if competing car makers pro-
duced vehicles using the same manufacturing line. The MTurk interface prevents 
any requester from directly impeding the progress of another requester while allow-
ing all workers the opportunity to complete tasks of any and all requesters. Thus, just 
as queens in an oligogynous ant colony perform the important task of replenishing 
the work force, requesters replenish the payments that are necessary for human 
workers to do work. Moreover, just as the crowded colony buffers the queens from 
ever discovering each other, the MTurk interface prevents interactions between 

Fig. 11 Meat ants (Iridomyrmex). These omnivorous ants are found in Australia, where they form 
large colonies and scavenge for a wide variety of foods including large animal carcasses (Photo 
credits to Steve Shattuck)
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requesters. In nature, not every inseminated queen will be lucky enough to be 
adopted by an existing colony. Likewise, on MTurk, not every requester will be for-
tunate enough to benefit from the collective action of the workforce. Thus, as 
described at the start of this section, it is the decentralized network of workers that 
both provides computational power and selects the problems for which that compu-
tational power will be used. 

Fig. 12 Carpenter ants (Camponotus). This diverse genus of ants nests in hollowed-out cavities in 
wood, explaining their common name. Some species have distinct morphological worker castes 
determined by their environment during development; these castes differ in both morphology (e.g., 
size) as well as behavior. Like other ants of the formicine subfamily, Camponotus primarily defend 
themselves by biting and spraying acid as opposed to using a sting. Consequently, researchers who 
collect Camponotus ants in the field cannot use mouth aspirators because it could lead to inhaling 
large quantities of the irritant. At least one species, C. saundersi, possesses large mandibular 
glands filled with a sticky corrosive secretion; the ant can then contract abdominal muscles in a 
suicidal act that ruptures these glands and sprays this immobilizing secretion onto its attacker. 
Some Camponotus ants, like the ones shown in (c) and (e), have been likened to aphid ranchers; 
not only do they forage on secretions from the aphids, but they protect the aphids from predators 
and periodically relocate them much like a human rancher protects and herds cattle (Photo credits 
to: John Tann (photos (a), (b)); John Beetham (photos in (c)); Steve Shattuck (photos (d) and (f)); 
Ryan Wick (photo (e)))
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Still, despite its workforce being decentralized, the MTurk mechanism itself is a 
centralized bottleneck that is notably distinct from an ant colony. In the future, it can 
be assumed that MTurk will be replaced by a truly decentralized network of peer-
to- peer software that both buffers requesters from interfering with each other and 
allows workers to self allocate to different tasks entering the network. The behaviors 
that facilitated this level of decentralization in ants arose randomly and were favored 
by natural selection because they led to emergent and efficient task allocation. 
Likewise, the peer-to-peer software that will facilitate similar structures for Human 
Computation will likely emerge randomly due to the efforts of a few empowered 
developers, see widespread adoption by a decentralized population of requesters 
and workers, and then be self sustained by massive activity levels.

Decentralized Harmony Through Individual Contention

Now that we have discussed how networks can self allocate tasks to connected 
workers, we shift to considering how tasks might interact or even interfere with one 
another. Honeybees, Apis mellifera, construct nests out of wax secreted from glands 
in their abdomens that they mold into large combs. Each comb consists of a regular 
array of hexagonal cells (Fig. 13) that are used to store honey and pollen, and also 
serve as cradles for rearing new female workers, male drones, and virgin queens. 
Characteristics of each cell, particularly its size, are specialized for its target con-
tents. Thus, the comb must be constructed so that the relative proportions of each 
type of cell match the particular foraging environment and sex-allocation strategy of 
the colony. The construction of this properly proportioned comb is a highly decen-
tralized process in which hundreds of bees contribute to the construction of each 
cell (Pratt 2004). Individual bees often appear to work at cross purposes, with one 

Fig. 13 Honeybee (Apis mellifera) comb. Shown in (b) are several stages of comb construction 
(Photo credits to: David Goehring (photo (a)); Beach and McMurry (1914) (photo (b)))
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bee applying wax that is removed seconds later by another bee. Indeed, the 
 construction of a cell can be followed by its complete destruction before it even is 
used (Cargel and Rinderer 2004). From this description alone, this process seems 
arbitrary and capricious and possibly inferior to the blueprinted construction of 
human buildings; however, it somehow consistently leads to recognizable, elegant, 
and functional structures in nature. 
Recently, roboticists have taken an interest in synthesizing large groups of robots 
that function like honeybees to assemble collections of heterogeneous parts into 
desired configurations without central control. These robots might be found scurry-
ing around a factory floor, tirelessly converting raw materials at one end to products 
at the other. Alternatively, microscopic versions might be injected into a human 
patient to actively regulate the proper proportions of cholesterols in the blood. The 
need for decentralized control is especially apparent in the microscopic case, where 
the robots will operate without external control and without sophisticated commu-
nication abilities. Matthey et al. (2009) used simple chemical reaction networks 
(CRNs) to generate local interaction rules for robot teams that guarantee construc-
tion of desired quantities of different products. We summarize some key results of 
that model to show how apparent contention, like that observed in honeycomb con-
struction, may be necessary to ensure proper function at the level of the collective. 

In the target application of Matthey et al., robots move randomly around a two-
dimensional arena that is cluttered with parts of different types. For simplicity, we 
assume there are three different part types, A, B, and C, that can be combined to 
make two different conglomerate products, A B and B C. These two different part 
assembly plans can be written 

 A B AB B C BC+ → + →and .  (1)

 However, parts cannot assemble themselves. It is the role of the robots to pick 
up the parts, find other robots carrying other parts, and then assemble the conglom-
erates. Thus, if we let A, B, and C represent types of parts that are currently in 
motion on a robot, we can introduce corresponding types, a, b, and c, to represent 
stationary parts waiting to be found and loaded onto an unburdened robot. If unbur-
dened robots are themselves considered to be a fictitious part type R, then we can 
augment the assembly plan in Eq. (1) with 

 R a A R b B R c C+ → + → + →and and .  

 So a stationary part of type a encounters a robot of type R, and the two combine 
to become mobile part A. That mobile part A eventually combines with another 
mobile part B to become a mobile conglomerate A B and a liberated robot that is free 
to find other stationary parts to pick up. Thus, the complete assembly plan is 

 

R a A R b B R c C

A B AB R B C BC R

+ → + → + →
+ → + + → +

and and

and .  (2)

 In this scenario, robots encounter parts and other robots at an average rate that is 
a function of the robot speed and the relative geometries of the robots, parts, and the 
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arena. Thus, the random process of robots picking up and assembling parts is not 
unlike the random process of gas molecules finding and reacting with each other. 
Based on this reasoning, Matthey et al. convert the assembly plan in Eq. (2) to the 
chemical reaction network 

 

R a A R b B R c C

A B AB R B C

k k k

k k

A B C

AB BC

+  → +  → +  →

+  → + +  →

and and

and BBC R+  
(3)

where each reaction rate ki ≜ eipi is the product of ei, which is the mean encounter 
rate between any pair of the corresponding reactants, and pi, which is the probability 
that the corresponding reactants will carry out the reaction after the encounter. 
Although each encounter rate is a function of the environment, the reaction proba-
bility can be picked a priori before dispatching the robot swarm. Thus, the program-
mer has the freedom to choose these reaction probabilities in order to control the 
reaction rates. In principle, the resulting system can have an equilibrium distribution 
of entities that is predictable from the theory of continuous-time Markov processes. 
This distribution will be parameterized by the reaction probabilities, and so the 
swarm can be “programmed” to reach a target distribution by choosing the corre-
sponding set of probabilities. However, if only forward (i.e., constructive) reactions 
are possible, then this stable equilibrium distribution will not exist. In order to gen-
erate a stable equilibrium of conglomerates, reactions must be reversible, as in the 
final assembly reaction network 

 

R a A R b B R c C
A B AB R B C

k k k

k k

A B C

AB BC

+  → +  → +  →
+  → + +  →

and and
and BBC R

AB A b BC B c
AB a B BC b C

k k

k k

Ab Bc

aB bC

+
 → +  → +
 → +  → +

and
and  

 which is identical to Eq. (3) augmented with several spontaneous reverse 
(destructive) reactions that reduce assembled conglomerates (e.g., A B) back into 
mobile and unmoving parts (e.g., A and b) that will then be free for future forward 
(constructive) reactions. Whereas the forward reaction rates are manipulated 
through setting reaction probabilities, the reverse reaction rates reflect a pro-
grammed timeout on each robot; after carrying a conglomerate object for suffi-
ciently long, the robot breaks the object into its constituents. By tuning the tension 
between the forward and reverse reaction rates, the decentralized random collective 
process will maintain a precise balance between the average numbers of A B and B 
C conglomerates. In other words, because the decentralized process provides no 
feedback to individuals about the global number of conglomerates, there is no way 
to inhibit the construction of a particular conglomerate when a surplus develops. 
However, because of the reverse reactions, a surplus of that conglomerate will cata-
lyze its own reduction; the greater the surplus, the greater the propensity of reverse 
reactions to reduce the surplus. Thus, even without individual-level feedback, the 
collective is able to regulate properties of the ensemble.
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Although simultaneous construction and destruction seems counterproductive, 
it is possible that it reduces the amount of centralized coordination necessary for 
a given distributed task. In fact, Livnat and Pippenger (2006) make the argument 
that, due to physiological limitations, internal conflict is actually the optimal 
strategy even within a single human brain. Thus, in highly decentralized instances 
of HC in the future, individual-level tasks may necessarily undo the apparent 
progress of other individual-level tasks. Furthermore, some individuals within a 
collective computation may come into direct one-on-one conflict with other indi-
viduals, as occurs between ant workers in some species (Hart and Ratnieks 2001). 
This apparent local conflict, however, will ensure progress toward the collective 
goal.

Individual Ignorance Reduces Collective Cognitive Overload

Not only is an ant colony highly decentralized, but its work is completed by ants that 
are ignorant of colony-level objectives as well as their role in achieving those goals. 
Army ants are a clear example of global effectiveness emerging from individual 
ignorance. These ants are named for their group raiding behavior, in which large 
swarms of foragers flush out and capture insect prey (Fig. 14). The raiding groups 
form long branching columns guided by chemical trails, along which they return 
prey to the nest. These species-typical branching patterns of raiding columns emerge 
without any individual ant possessing any information whatsoever about their exis-
tence. In fact, the ants are virtually blind and navigate entirely by following the 
chemical pheromones left by their nestmates (Gotwald 1995). Distinct branching 
patterns emerge from interactions between the ants’ simple rules for responding to 
pheromones and the distinctive spatial distributions of the different prey types used 
by each species (Franks et al. 1991). 
So, despite the similarity between these raiding groups and a human military col-
umn, none of the individual ants is an “army of one.” Each raider is entirely depen-
dent upon being a part of the raiding team. Consequently, several species of ants that 
are the victims of army ant raids have evolved a simple but effective defense—
evacuate, disperse, wait for the invasion to end, and then move back into the original 
nest (Lamon and Topoff 1981; Smith and Haight 2008). For army ants that special-
ize on other ant colonies, a successful raid depends on prey being densely concen-
trated and is largely ineffective when a target colony disperses. A particularly 
dramatic (although somewhat artificial) illustration of individual army ant igno-
rance is the formation of so-called “circular mills.” This can occur when the head of 
a foraging column is induced to double back and encounter its tail, leading the ants 
to rotate continuously in a circle until they either die of exhaustion or escape the 
mill (Schneirla 1944; Brady 2003; Delsuc 2003). These mills reflect the ants’ total 
dependence on following the chemical trails laid by preceding ants. Their lack of 
any other navigational mode prevents them from realizing that they are moving in 
circles or that the chemical signal they are following was actually deposited by the 
ants that are following them. 
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Ignorance as Enforced Independence

It may be tempting to suggest that less-ignorant army ants would make for more 
successful colonies that are immune to prey evacuations and deathly ant milling. 
However, in other ant species where it is easier to test the connection between the 
individual and the colony, ignorance has been shown to be adaptive. The underlying 
reasons are related to the requirement of independence among group members for 
the “Wisdom of Crowds” (Surowieckie 2004), as discussed in the Algorithms por-
tion of this book. Ants of the genus Temnothorax (Fig. 15) are very small crevice 
dwellers that can be induced to migrate into a credit-card-sized artificial nest con-
sisting of a cavity in a balsa wood slat sandwiched between two microscope slides. 
When a homeless Temnothorax colony is given the choice of several artificial nests, 
it will reliably choose one based on a variety of criteria (Visscher 2007), including 
entrance size (smaller is better) and cavity illumination (darker is better). This col-
ony-level choice does not depend on individual ants visiting all options and compar-
ing them. It emerges instead from a decentralized process that aggregates the 
assessments of many scouts, few of which visit multiple sites (Pratt 2005a). 
However, when a single ant is isolated and required to make this choice on her own, 
she is capable of doing so (Sasaki and Pratt 2011, 2012). This makes it possible to 
compare the decision-making performance of individual ants and whole colonies. 

Fig. 14 Army ant (Eciton burchellii) raiders carrying captured brood from a wasp nest back to 
their home bivouac. Army ants are named for this characteristic group foraging behavior. A large 
team of foragers marches away from their home bivouac in a column formation that, in some spe-
cies, can bifurcate multiple times to form large branching structures. Foragers from the column 
flush out insect prey or invade the nests of other social insect to take their brood. They retrieve their 
prey to the bivouac along the same foraging column (Photo credit to Geoff Gallice)
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For example, Sasaki and Pratt (2011) showed that individuals are vulnerable to the 
“decoy effect”, a form of irrational decision making. This effect is well known in 
humans, where it is evoked in the presence of two target options that pose a trade-off 
between important attributes. If a third “decoy” option is added that is clearly infe-
rior to only one of the two targets, it can greatly increase the preference for that 
target, even though the decoy itself is never chosen. Sasaki and Pratt found that 
individual ants were strongly influenced by the decoy, but colonies were immune to 
its effect. This immunity is potentially important to colony fitness, as sensitivity to 
irrelevant decoys is not consistent with a decision maker maximizing fitness. 

The key advantage of colonies over isolated ants appears to be the relative igno-
rance of individuals in the colony setting. Because each worker visits only one site, 
this ensures that option assessment is truly independent, a basic requirement for the 
Wisdom of Crowds. A lone ant, in contrast, must do all of the cognitive work of 
comparing multiple options that vary discordantly in several attributes. To do so, 
she likely relies on simplifying decision heuristics that work most of the time but 
leave her vulnerable to systematic errors like the decoy effect. In the colony setting, 
comparison is distributed over all of the colony’s scouts, thus relieving any single 
ant of the burden of processing all available information. 

Fig. 15 Painted Temnothorax rugatulus ants next to an artificial nest consisting of balsa wood 
sandwiched between two microscope slides; the second ant from the left is holding a brood item in 
her mandibles. A colony of several hundred Temnothorax ants may reside in a crevice formed from 
a hollow acorn or a small crack in a rock. Under a microscope, the ants can be immobilized and 
painted with four color marks so that individuals can later be uniquely identified during behavioral 
experiments. Consequently, their small size allows for detailed observations of how individuals 
contribute to colony-level decisions. In the past, Temnothorax ants were classified in the genus 
Leptothorax, which is the name used to refer to them in the Foundations section of this book 
(Photo credit to Takao Sasaki and James S. Waters)
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This burden sharing also allows colonies to handle more data than a single ant 
can. When presented with a simple choice between one good and one poor nest, 
colonies and individuals are similarly effective at choosing the better option Sasaki 
and Pratt (2012). When the challenge is increased by presenting eight candidate 
nests—half good and half poor—colonies continue to do well, but individual per-
formance plummets to no better than random. In humans, this effect is known as 
“cognitive overload”—the ability to make a good choice is impaired by the number 
of choices. For individual ants, the problem appears to be that they attempt to pro-
cess more information than they have the cognitive capacity to handle. For whole 
colonies, the distributed process of nest-site choice reaches a conclusion before 
many individual ants have had time to visit more than one or two sites. Thus, 
although lone individuals have the ability to directly compare multiple options and 
choose between them, that ability is significantly less effective than the decentral-
ized process that aggregates assessments of individuals that have only experienced 
one option. The colony’s collective wisdom emerges from individual ignorance.

A similar advantage of individual-level ignorance is seen in nest-site selection by 
honeybees (Visscher 2007; Seeley 2010) and may be a general feature of collective 
decision making by insect societies. Thus, it appears that the evolution of eusocial-
ity has led to a decrease, not an increase, in individual awareness. Likewise, advances 
in Human Computation may ironically correspond to a reduction in the role or 
awareness of each individual involved in the computation. For example, the 
reCAPTCHA system acquired by Google in 2009 (Google 2009) coerces large 
teams of humans to unknowingly digitize books, street numbers, and other images 
of text while simultaneously verifying to a third party that they are human. The 
system works by presenting two images of text, one of which is a known word that 
has been obscured and another that is unknown text taken from some source of 
interest to Google. In order to gain access to the third party, the human has to prop-
erly input the known text; however, because she does not know which field is her 
entry key, she is forced to also lend her computational skills temporarily to Google. 
The system capitalizes on the ignorance that comes about through her lack of aware-
ness. Like the decentralized Temnothorax colony that makes a decision too quickly 
for any scout to visit multiple candidate nest sites, the system is designed to prevent 
her awareness from impeding the progress of the distributed computation.

Automatic and Ubiquitous Collective Computation: Global Brains

This notion of distributed ignorance is also consistent with the emergence of self-
selecting computations discussed in section “Oligogyny and Leaderlessness: 
Competitors that Share the Same Workers” and earlier in this chapter. For example, 
as the level of automatic electronic personal instrumentation increases via smart-
phones or Internet-enabled automobiles, unprecedented amounts of data about the 
current state of the world will be immediately available to very wide audiences. 
Software applications are already being developed for augmented-reality devices 
(introduced in the Techniques and Modalities section of this book). These devices 
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effectively implement artificial sensory modalities that allow real-time perception 
of aggregated data (Jenkins 2013), like seeing a virtual “chemical trail” recording 
the history of pedestrian traffic on real pavement.

How to induce humans to use these technologies is discussed in detail in the 
Participation section of this book. It would not be unprecedented for games devel-
oped today to lead to more practical applications afterward. It would also not be 
surprising if HC applications could be disguised as games, especially if those appli-
cations are motivated by noble causes, like scientific exploration. Moreover, either 
due to mechanism design (Mas-Colell et al. 1995; Osborne and Rubinstein 
1994; Feigenbaum and Shenker 2002) that rewards participation or just because of 
convenience, there may be an emergence of always-on software that continuously 
samples aspects of the environment and relays anonymous data to a network of oth-
ers using that software. In fact, something similar already occurs as smart phones 
gather and aggregate traffic data from their mobile hosts; this data collection cer-
tainly goes on while navigation applications are running, but it may also occur at 
other times by always-on social-networking applications that automatically “check 
in” periodically (e.g., Google Latitude, Foursquare). In such systems, data sources 
are ignorant of how their data are used by various consumers. Moreover, normally 
accepted principles of locality are violated as individuals make decisions primarily 
based on stimuli from far-flung sources. As these individuals make decisions in 
parallel based on related data, the group as a whole appears to make colony-like 
aggregate decisions that may share properties with how Temnothorax colonies 
choose a new nest.

The result is not unlike the HC-induced “global brain” that is discussed in the 
opening chapter of this section of the book. However, there is an important differ-
ence between a global brain and a real brain, in terms of the independence of their 
constituent parts. Although the brain appears to be a decentralized collective of 
neurons, its parts are physically co-located. So there are added difficulties in ensur-
ing that the real brain aggregates truly independent assessments. A global brain, on 
the other hand, is like a Temnothorax colony whose scouts each see only one of 
many candidate nests. Like the ants, the decentralized agents within these global 
brains are forced to make independent assessments. Consequently, they may be 
qualitatively superior to real brains, because they can aggregate independent assess-
ments of parallel aspects of a challenging problem and thus avoid the cognitive traps 
associated with non-independence.

There are negative as well as positive consequences to automatic collective com-
putation. For example, augmented-reality devices may help people with similar 
interests synchronize in time and space so that it is easier for them to meet. However, 
these devices may also allow for unrelated criminals interested in robbing the same 
bank to find each other and pool resources. Even if such a team does not formally 
meet, the augmented-reality traces that accumulate in the shared paths that they 
travel may help any one of them to find vulnerabilities more easily. Moreover, 
because distributed information persists over time and coordination is implicit, 
there will be little ability to detect any deleterious shared computation until after the 
bank is robbed. In fact, researchers funded by law enforcement agencies are already 

T.P. Pavlic and S.C. Pratt



941

using fictitious games in MTurk (Amazon.com, Inc. 2005) to accurately characterize 
human deviations from rationality (Yang et al. 2012). These data are then used to 
build random patrol schedules that minimize the probability that a watchful adver-
sary will be able to game the schedule and smuggle contraband into sensitive areas. 
It seems inevitable that criminal organizations will someday use the same methods 
to design optimal adversarial schedules to maximize patrol vulnerabilities. At the 
moment, marketplaces like MTurk are bottlenecks for gathering the requisite data 
for such research. However, as Human Computation becomes decentralized, it is 
not clear how to control access to its potential. Superorganisms are marvels of 
nature, but they can also be invasive pests.

When Ants Fail

One of the best-known instances of collective decision making in ants is pheromone-
trail following, which is also discussed briefly in the Foundations section of this 
book. This behavior has inspired a trail-laying-inspired metaheuristic optimization 
algorithm known as Ant Colony Optimization (ACO) (Bonabeau et al. 1999; Birattari 
et al. 2002; Dorigo et al. 2006). While ACO mimics ant chemical signaling within 
simulated parameter spaces, roboticists have gone further and implemented true 
chemical-trail following on mobile robots (e.g., Sharpe and Webb 1996; Svennebring 
and Koenig 2003; Fujisawa et al. 2008). Not surprisingly, software applications cur-
rently in development for augmented-reality systems achieve collective network 
computation by some form of simulated trail laying meant to induce human agents 
to behave like the virtual ants in an ACO algorithm (e.g., Jenkins 2013). Despite its 
inclusive name, ACO caricatures only a subset of ants found in nature. Moreover, 
natural trail-laying has been tuned by natural selection for specific environments. 
When trail-laying ants are induced to complete tasks under laboratory conditions 
that differ from their natural environment, colonies can fail to make good decisions. 
These failures not only highlight weaknesses of distributed decision making via trail 
laying, but they show that complex systems in general can be maladaptive and need 
to be specially tuned for particular contexts. In this section, we also describe how 
other ants have evolved decentralized behaviors to solve similar problems without 
the use of chemical trails. These alternatives have their own strengths and weak-
nesses. Thus, there is much to be learned from mixing different decentralized strate-
gies when appropriate. In general, the future success of widespread Human 
Computation will likely come from architectural diversity and not hegemony.

Collective decision making based on pheromone trails is well illustrated by the 
foraging behavior of the Pharaoh ant (Monomorium pharaonis; Fig. 16a). When a 
scout finds food, she recruits other ants to it by laying a chemical trail back to the 
nest (Hölldobler and Wilson 1990; Sumpter and Beekman 2003). Recruits follow 
this trail to the food and may reinforce it by adding more pheromone, with a strength 
that depends on the quality of the food source. Reinforcement makes the trail still 
more attractive to further recruits, generating a positive feedback loop. If trails are 
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laid to multiple food sources simultaneously, the colony’s foragers will eventually 
concentrate on a single trail to the best source (or a randomly chosen one if sources 
do not vary in quality). This happens because ants have a threshold-like response to 
pheromone concentration that amplifies even small differences in attractiveness 
between trails. The pheromone also decays over time so that trails to less competi-
tive sites eventually fade away. Moreover, the same process leads the ants to settle 
on the shortest path between the nest and the best food source (Beckers et al. 
1990; de Biseau et al. 1991; Beckers et al. 1992a,b; Camazine et al. 2001). This 
process has inspired methods for solving optimization problems that must pick the 
best of a wide variety of parameter combinations. Simulated ants move around the 
parameter space and leave virtual trails according to the subjective value of the 
parameters discovered. The simulated recruitment process prioritizes search effort 
so as to maximize the chance of finding the optimal parameter combination without 
having to test all possible combinations (Dorigo et al. 1996, 1999; Bonabeau et al. 
1999; Birattari et al. 2002; Dorigo et al. 2006). 

A distinguishing characteristic of trail following is that it is decisive; it is patho-
logically rare for trail-following process to come to a split decision, and this prop-
erty holds for both the differential-equation models of trail following as well as real 
ants foraging in controlled experiments (Sumpter and Beekman 2003). Even when 
there is only a small difference in quality between options, trail following coalesces 
on one option relatively quickly. However, as the difference in quality between 
options becomes small, the outcome of the decision becomes more reliant on the 
initial bias in the scouting team than on the actual quality difference between options. 
That is, the decision becomes a social cascade driven by popularity rather than the 
efficient independent assessment discussed in the Algorithms section of this book. 

Fig. 16 Monomorium ants. The genus Monomorium is diverse and widespread. The small (2 mm) 
ant in (a) is a typical Pharaoh ant (M. pharaonis), a worldwide indoor pest species that has spread 
from tropical to temperate zones by human commerce. The slightly larger and considerably more 
colorful Australian M. rubriceps is shown in (b). Although it is generally uncommon in ants 
(Heinze and Keller 2000), M. rubriceps and some other Australian Monomorium species (but not 
M. pharaonis) can produce both winged and wingless “intermorphic” queens from the same col-
ony (Fersch et al. 2000; Buschinger 2011) (Photo credits to: Julian Szulc (Szulc 2011) (photo (a)); 
Steve Shattuck (photo (b)))
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Consequently, trail-following ants are poor at adapting to changing environments 
(Beckers et al. 1990; Nicolis and Deneubourg 1999; Camazine et al. 2001). If given 
two feeders of equal concentration, they will randomly commit to one of them and 
will be locked into that choice until the colony satiates and foraging stops. Not only 
will the colony be ignorant of any augmentation of other feeders, but it will be unable 
to quickly adapt to reductions in quality at its chosen feeder due to inevitable depletion 
effects. Consequently, classical trail following is not suitable for all environments. The 
success of simulated trail following in optimization problems is in great part because 
the value landscape over the parameter space is fixed over time. If trail following was 
used via Human Computation to, for example, find the least crowded restaurant in a 
city, the collective choice could quickly become the most crowded restaurant before 
negative feedback could re-allocate incoming diners to another option.

Of course, trail-laying algorithms can be altered to reduce the chances of such 
deleterious positive-feedback popularity cascades. In fact, it has recently been dis-
covered that the trail-laying big-headed ants (Pheidole megacephala) can adaptively 
track changes in feeder quality during experiments (Dussutour et al. 2009). Moreover, 
the temporal characteristics of the shift in foraging allocation after a change in feed-
ers are captured by a model that adds a certain amount of noise to each scout’s 
choice of foraging route. The added noise ensures that a significant fraction of scouts 
continues to visit apparently suboptimal sites. If this pool of uncommitted scouts is 
sufficiently large, it can dislodge a highly reinforced trail so that the colony can 
switch to a site that gains comparative advantage over time. However, the optimal 
level of noise varies with how frequently the environment changes. So even this 
improved trail following must be specially tuned for each environment.

Ants are a diverse group, and many species rely on recruitment methods very 
different from pheromone trails. These other methods can also support collective 
decision making but can lead to different decision dynamics and outcomes. For 
example, the Temnothorax ants described in section “Individual Ignorance Reduces 
Collective Cognitive Overload” use “tandem running” to recruit to rich food sources 
or potential new homes (Franks and Richardson 2006; Hölldobler et al. 1974; Pratt 
2005b). In a tandem run, a successful scout individually leads a single follower from 
the nest to the target location (Fig. 17). In particular, after finding food, a forager 
returns to the nest and releases a “calling” pheromone (Möglich et al. 1974) that 
usually attracts a single follower. The leader–follower pair then leave the nest 
together. The leader moves toward the discovered food by roughly a body length 
and then stops and waits for the follower to make physical contact with her rear end. 
Meanwhile, the follower usually sweeps her head from side to side as she closes the 
distance between her and the leader. Once she touches the leader, the process repeats 
until both reach the food item. At that point, one or both of them can return to the 
nest and start a new tandem run. However, after the tandem run, the two ants may 
take different paths back to the home nest, and future visits to the food item by 
either ant may be along different paths. 

The resulting colony-level behavior is qualitatively different from trail follow-
ing in a number of ways. Whereas unanimous agreement is expected in trail laying, 
tandem running can support persistent non-trivial allocations of foragers across 
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multiple food items. This property is because tandem runs do not have the same 
step-like increase in effectiveness with recruitment effort that is seen in pheromone 
trails. The strongly non-linear relationship in pheromone-trail recruitment magni-
fies small chance differences in exploitation, driving the ants toward exclusive use 
of only one option—the option with the strongest trail. The effectiveness of tandem 
runs, on the other hand, is linear in recruitment effort; as long as there is a pool of 
potential recruits at the old nest, each additional tandem run is expected to increase 
the arrival rate of new ants by the same amount. So when multiple food sources are 
discovered, there is exploitation of all of them. Furthermore, if the probability of 
initiating tandem runs depends on food quality, the colony will distribute its forag-
ing force across the food sources according to their quality (Shaffer et al. 2013). 
For similar reasons, tandem running can adapt more quickly to changing environ-
ments, such as the discovery of a good food source after the colony has already 
begun exploiting a mediocre one. In this situation, trail-laying ants may be trapped 
by their already established trail, which will outcompete any nascent trail at the 
new source (Beckers et al. 1990; Detrain and Deneubourg 2008). Tandem runs, on 
the other hand, can always divert some foraging effort to the new source, initiating 
a process of positive feedback that will eventually overtake the original source 
(Shaffer et al. 2013). 

Thus, tandem running is a dynamic resource allocation strategy adapted for 
simultaneous exploitation of multiple foraging sites. In optimization heuristics 
inspired by trail laying, regions of the parameter space are virtually stained in a way 
that is globally visible, yet decaying. That globally visible staining is able to re-
prioritize the search for the best set of parameters. With Human Computation in 
mind, tandem running is analogous to re-distributing a pool of human computers 
among a set of problems based on need. As was discussed in the Infrastructure and 
Architecture section of this book, humans may be viewed as computational resources 
that need to be allocated efficiently to different problems. Problems that have high 
computational need should lead to more recruitment of additional help. However, 

Fig. 17 Temnothorax rugatulus during a tandem run. Here, the leader (right) waits for her fol-
lower (left) to make physical contact. At that point, the leader moves forward a small distance and 
repeats the process until both ants reach the destination of interest (i.e., a candidate nest site or an 
item of food). The leader can make her presence known to the follower through chemical com-
munication, but chemical trails are not used for navigation. Moreover, both the leader and the fol-
lower may take different paths on subsequent visits. Thus, the destination is encoded within the 
“memory” of each ant (Photo credit to Takao Sasaki and James S. Waters)
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rather than sending a global advertisement to attract large increases in work force, a 
random individual could be selected for a single advertisement, with the probability 
of delivering the advertisement increasing with some local measure of the need for 
additional help. So rather than the problem with the greatest need taking all of the 
computational resources, as in the trail-laying process, computational resources are 
allocated to all problems simultaneously and are proportioned according to need.

As discussed in section “Individual Ignorance Reduces Collective Cognitive 
Overload”, Temnothorax colonies frequently have to choose the best of a set of can-
didate nests. This task is not well suited to a resource allocator like tandem running 
by itself. When its nest is destroyed, the colony has to assess the relative quality of 
new candidate homes and then move the colony into the single best one. This assess-
ment process is similar to a foraging task as it requires scouts to search the environ-
ment for different opportunities. During the initial assessment process, scouts make 
use of tandem running to gradually allocate the scouting team to different nests in 
proportion to nest quality. In order to convert this distribution into consensus on a 
single site, the ants add a non-linear component in the form of a quorum rule. As 
soon as one site achieves a minimum number of adherents, its scouts switch from 
slow tandem runs to faster direct transports (Fig. 18) (Pratt et al. 2002; Pratt 2005b). 

Fig. 18 Social transport by Temnothorax rugatulus. Transports bring the bulk of the colony to its 
new home during colony emigration. Once an ant begins transport to a site, she ceases to lead 
tandem runs there. Carried ants are generally the in-nest workers and brood that do not travel on 
their own outside the nest and will not be able to return to the old site. Thus, the switch to transport 
marks the “commitment” of a scout to the candidate site. In (a), a committed scout near the 
entrance of its old nest initiates transport with another ant who reciprocates by adopting a position 
suitable for being carried. In (b), the pair are shown moving away from the old nest toward the new 
nest (Photo credit to Takao Sasaki and James S. Waters)
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In this recruitment method, the scouts repeatedly travel to the old site and use their 
mandibles to lift up nestmates (including brood items and the queen) and rapidly 
carry them to the new nest. This switch accelerates migration, allowing the colony 
to move into the first site to reach a quorum before any other site has done so. The 
chosen site is likely to be the best one, because the tandem-run phase apportions 
scouts according to site quality. Thus, reliance on a quorum rule increases the likeli-
hood of consensus on the best site. By using this rule contingently, colonies can 
match decision outcomes to context, achieving either consensus or allocation as 
appropriate to each setting (i.e., nest-site selection and foraging, respectively). The 
decentralized decision-making processes in future Human Computation systems 
may similarly need to optimally mix different kinds of linear and non-linear recruit-
ment for different contexts so that computations are sufficiently fast, able to respond 
to environmental changes, and robust to individual errors. 

A Diversity of Unforeseen Futures

In this chapter, we have attempted to establish parallels between Human 
Computation and eusociality so as to speculate about a future human superorganism 
that emerges via HC. Given the tremendous diversity in the social insects, it is clear 
that we have left a great deal out. A few notable omissions include:

Division of labor: We have not discussed how the division of labor within worker 
castes is established and maintained (Beshers and Fewell 2001; Gordon 
1996; Hölldobler and Wilson 2009; Richardson et al. 2011; Dornhaus et al. 
2008; Robson and Beshers 1997; Calderone and Page 1996; Tofts and Franks 
1992). A variety of ants have distinct morphological castes specialized for differ-
ent tasks (Hölldobler and Wilson 1990, 2009). These polymorphic ants include 
the army ants described in sections “Leveraging Diversity in Large, Long-Lasting 
Projects” and “Individual Ignorance Reduces Collective Cognitive Overload”, the 
carpenter ants described in section “Oligogyny and Leaderlessness: Competitors 
that Share the Same Workers”, the widespread Pheidole genus (Fig. 19), the leaf-
cutter ants (Atta; Fig. 20) described below, and the well-known fire ants 
(Solenopsis; Fig. 21) (Hölldobler and Wilson 1990, 2009; Tschinkel 2006).As 
already mentioned in the Foundations section of this book, even in species with-
out physical polymorphism, individual workers show strong tendencies to spe-
cialize on particular tasks (Beshers and Fewell 2001; Hölldobler and Wilson 
2009). Moreover, a worker may change her specialization as she ages (Franks and 
Tofts 1994; Hölldobler and Wilson 2009; Tofts and Franks 1992; Calderone and 
Page 1996; Schofield et al. 2011; Tripet and Nonacs 2004). Polymorphism, work-
force symmetry breaking, and age-induced changes in specialization are all issues 
that could be relevant to a future with widespread Human Computation, and there 
is much research into the mechanisms that drive this so-called “polyethism” in 
social insects. For brevity, we focus here on “age polyethism,” the age-related 
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division of labor. There are several possible mechanisms that explain how these 
temporal changes may occur in social insects, and similar mechanisms might be 
found in HC systems. For example: 

• Developmental programs may trigger age-related changes in worker behavior 
(Calderone and Page 1996). Similarly, a human teenager emerging from ado-
lescence will experience neural or hormonal changes that may lead to a shift 
in digital behavior. Thus, some age-related division of labor in HC systems 
may be a shadow of the human developmental program. This program has 
been shaped by natural selection, and so it is tempting to consider whether a 
future with ubiquitous HC could act as an additional selective pressure on 
human development.

• Age-related changes in specialization may also be driven by fatigue. For 
example, as leaf-cutter ant mandibles wear, the workers switch to carrying the 
leaf fragments cut by workers with sharper mandibles (Schofield et al. 2011). 
Likewise, if a complicated visual classification task is distributed across a 
bank of human classifiers, individuals that specialize on small features may 
have to shift to different tasks after years of eye strain.

Fig. 19 Pheidole ants. The genus Pheidole is widespread and diverse. Most species have two 
distinct worker classes-“minor” and “major” workers. The major workers have distinctively large 
heads; their large mandibles are used in colony defense or to break up large pieces of food. (Photo 
credits to Steve Shattuck)
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Fig. 20 Leaf-cutter ants (Atta cephalotes). One of the several castes of leaf-cutter ants uses its sharp 
mandibles in a scissor-like motion to cut leaves in the pattern shown in (a). These leaves are then 
carried back along foraging highways, like the one in (b). When the leaves reach the colony, they are 
used to nourish a fungus garden that grows inside the ants’ nest. The ants then feed on the fruiting 
bodies produced by the fungus. The fungus grown by leaf-cutter colonies is not found elsewhere in 
nature; it is a monoculture passed down from mother colony to daughter alate, and the ants maintain 
its health with by applying chemicals similar to pesticides in human agriculture. Unlike the big-
headed Pheidole solders, leaf-cutter solders like the one in (c) aggressively defend the colony. 
Additionally, as shown in (d), workers of the smallest caste ride on top of leaves and defend against 
parasitic flies that can lay eggs within the body of the otherwise vulnerable ant carrying the leaf. Leaf-
cutter ants also aggressively fight their own trash-handling workers to prevent them from re-entering 
the nest and contaminating the fungus (Hart and Ratnieks 2001). While some of the Camponotus ants 
discussed earlier are called “ranchers” due to their management of aphid herds, fungus-growing ants 
like these are sometimes called “farmers” (Photo credits to: Matt MacGillivray (photo (a)); Adrian 
Pingstone (photo (b)); Maximilian Paradiz (photo (c)); Geoff Gallice (photo (d)))
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• Alternatively, shifts in task preference may be an emergent property (Franks 
and Tofts 1994; Tofts and Franks 1992). Tasks in a typical ant colony have an 
orderly spatial distribution, with nursing taking place at the brood pile near 
the nest center, food processing just outside the center, nest maintenance and 
defense at the periphery, and foraging outside. Ants always start their adult 
life on the brood pile. If they follow a simple rule of always moving away 
from the center when they perceive a lack of available work, then they will 
tend to follow a task sequence that mirrors the spatial layout of tasks in the 
nest, with brood care at the start and foraging at the end. Similarly, if workers 
can select different HC applications from a relatively static list on an applica-
tion marketplace, the newest workers will likely choose the most popular 
applications near the top of the list. With their entry, the workers already 
engaged in those applications will detect less work availability. Some of those 
experienced workers will then switch to less well-known applications from 
farther down on the popularity list. This process will yield a division of labor 
based on the amount of experience with the system. If these HC systems 
become widespread and adopted for life starting at an early age, the most 
experienced human computers will also be the oldest. Consequently, there 
will be an age-related division of labor driven not by developmental program 
but by the dynamics of work availability.

Fig. 21 The red imported fire ant (Solenopsis invicta). Originally from South America, this ant has 
become a worldwide pest. They are highly invasive, predatory, and can damage agricultural crops 
either by injuring plants or by killing natural pollinators. A resilient species, they can form large 
floating colonial rafts to withstand floods (Anderson et al. 2002; Haight 2006; Mlot et al. 2011) 
(Photo credit to Scott Bauer)
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Age polyethism is complex and likely results from a mixture of causes (Tripet 
and Nonacs 2004). In general, HC system designers should be cognizant of the 
expected demographics of their workforce. Moreover, to account for develop-
mental changes, task-allocation strategies should be adaptable based on the per-
formance of each individual.

Trophallaxis: Although we discussed peer-to-peer software briefly, we did not 
highlight its possible relationship with trophallaxis in social insects. Trophallaxis 
is the direct transfer of food among colony members (Wheeler 1918), and it may 
serve a variety of different functions. For example, many colonies have a high 
number of apparently inactive workers who are sustained with food shared by 
their nestmates (Dornhaus et al. 2008; Gordon 2010). Their function, if any, 
remains unclear, but they may serve as a labor reserve. Likewise, a given HC 
workforce might retain more workers than are generally necessary, to deal with 
occasional bursts of high demand. If workers are rewarded only when immedi-
ately productive, then a buffer of idle workers will not be sustainable, as the 
unrewarded workers will leave the pool. The longevity of the project might be 
reduced if large bursts of work cannot be effectively dispatched, and so it is in the 
interest of the workers that are consistently receiving rewards to share some of 
those rewards with idle workers. These peer-to-peer incentive transfers are a kind 
of HC trophallaxis, and they help to  artificially inflate the standing workforce so 
it is better equipped to handle occasional bursts of work. Alternatively, the work 
itself can be the substance moving via HC trophallaxis between workers. If the 
task received by one worker can be partitioned and re-distributed, then many 
workers are able to stay active at one time while keeping the system well under 
its total capacity.

Interaction networks: Additionally, we have not given adequate attention to how 
networks and interaction rates regulate behavior in a social-insect colony 
(Bonabeau et al. 1998; Fewell 2003; Gordon et al. 1993, 2008; Pinter-Wollman 
et al. 2011; Pratt 2005b; Gordon 2010; Waters and Fewell 2012). Much of the 
decentralized ability of colonies to complete tasks is regulated by topological 
and temporal properties of networks of interacting workers. Simple behavioral 
rules based on interaction rates can explain much of the self organization 
observed in social-insect colonies. These rules and structures can serve as inspi-
ration for building HC networks that have sufficient potential for a phase transi-
tion into superorganismic computation. For example, notable similarities exist 
between the social graphs of ant colonies and natural regulatory networks 
(Waters and Fewell 2012). In fact, ant network topology shares more in common 
with biological regulatory networks than with social networks. Consequently, 
when designing networks to facilitate HC, it may be a mistake to catalyze con-
nections along social directions; efficient computation might be better assisted 
by enforcing regulatory network motifs.

Traffic patterns and flow control: In sections “Individual Ignorance Reduces 
Collective Cognitive Overload” and “When Ants Fail”, we discussed how ants 
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make use of trails for navigation and recruitment. As hinted in the Foundations 
section of this book, ant trails and traffic management on them is a much richer 
topic than we have presented here, and aspects we have not discussed could 
potentially provide useful inspiration for protocols that facilitate future Human 
Computation. For example: 

• Trail-laying ants like Leptogenys processionalis and the marauder ant Phe-
idologeton diversus have characteristic branching patterns in their foraging 
trails (Fig. 22) (Ganeshaiah and Veena 1991; Moffett 1988). These bifurcation 
patterns are non-random and may result from the finite range of chemical 
communication between foragers (Ganeshaiah and Veena 1991). The resulting 
topological pattern seems to be an efficient structure for exploring a large area 
with relatively short total trail length. Trail-inspired search heuristics might be 
informed by these branching patterns. Moreover, the putative mechanism that 
forms these trails shows again how an apparent limitation (i.e., finite commu-
nication range) is adaptive when tuned to generate useful patterns.

• Leaf-cutter ants (Atta; Fig. 20) build elaborate and well-maintained highway 
systems on which they transport leaves to feed their underground fungus gar-
dens. As the highways connect the central nest directly to cutting sites on 
trees, they have a natural branching pattern. Consequently, these ants have 
developed leaf flow-control mechanisms that depend on first saturating the 
highway with unloaded workers. Outgoing ants choose whether to carry 
leaves back to the nest based on their interaction rate with loaded incoming 

Fig. 22 Characteristic fork in a foraging trail of Leptogenys (Photo credit to Steve Shattuck)
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ants; these rules help to regulate leaf flow despite variation in highway branch 
width (Burd 2000; Dussutour et al. 2004; Farji-Brener et al. 2010; Fourcassié 
et al. 2010). These mechanisms demonstrate how even the idle workers in a 
decentralized system may actually serve an information-related purpose.

Polydomy: Given that Human Computation will likely be distributed over a large 
geographic area, investigations of “polydomy” in ants may be relevant to under-
standing future HC systems. Polydomy, or occupation of multiple nest sites by a 
single colony (Partridge et al. 1997; Schmolke 2009; Hölldobler and Carlin 
1989; Smith et al. 2011), is also discussed in the Foundations section of this 
book. Polydomy presents a number of interesting problems in decentralized con-
trol. For example, colonies of Aphaenogaster cockerelli (Fig. 23) have only one 
queen but typically occupy multiple nests. If the queen dies, workers respond to 
her absence by developing their ovaries and laying eggs that produce alate males 
(Hölldobler and Carlin 1989; Smith et al. 2011). To suppress worker reproduc-
tion while she is alive, the queen somehow signals her presence to workers in all 
of the colony’s nests, even though she can only reside in one of them. How she 
does so remains unknown.

The benefits of polydomy itself are not well understood, but there is some evi-
dence that it increases colony foraging success (Schmolke 2009). This explana-
tion appears to parallel how an Internet Content Distribution Network (CDN) 
improves the quality of service delivered to an audience dispersed around the 
globe. In particular, if food is randomly scattered throughout an environment, for-
agers in a polydomous colony face a lower transport burden than a monodomous 

Fig. 23 Aphaenogaster cockerelli. This ant is feeding on fig paste that has been presented during 
an experiment in the field. The orange coloring on her head, body, and legs is paint that has been 
applied to track her nest origin during the experiment. Historically, Aphaenogaster cockerelli was 
called Novomessor cockerelli (Photo credit to Jessica D. Ebie)
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colony. Just as a CDN distributes content so it can be close to consumers, a 
 polydomous colony distributes its nests so they can be close to their food sources. 
Likewise, HC systems may need a similar dispersion to facilitate parallel clusters 
of co-located human computers. Within each subnetwork, human participants will 
have fast access to the data being processed as well as to their peers in the net-
work. In fact, Internet gaming communities and high-speed stock-market flash 
traders already show some signs of polydomy-like optimization to maximize effi-
ciency. Moreover, teams of co-located humans that have direct physical access to 
data may be the natural HC extension of a co-located server farm sharing direct 
access to an important resource.

As more HC projects compete for human computational talents, there may be 
additional lessons to learn from polydomy. The polydomous ant Aphaenogaster 
cockerelli is also known to form teams that collectively retrieve large food items 
(Hölldobler et al. 1978; Berman et al. 2010, 2011; Kumar et al. 2013). They can 
form these teams by recruiting local assistance (i.e., they need not return to the 
nest to form a carrying team) (Hölldobler et al. 1978). Doing so allows more 
rapid retrieval of large prey than the alternative method of cutting it up in place 
and retrieving the pieces. Combined with polydomy, which ensures shorter trans-
port distances, this strategy may reduce the time prey spends above ground where 
it can be captured by competitors. Rather than comparing humans in an 
HC-system to individual ants, it may be useful to think of the humans as the prey 
items being collected by the HC colonies. If humans self subscribe to different 
HC projects that have tasks that are disguised as on-line games with rewards that 
improve with decreasing delay, then it will be in the best interest of the 
HC-organizer to distribute multiple “nest entrances” nearest to potential sources 
of HC talent. Otherwise, competing projects will better attract the attention of the 
self-assorting human computers.

It is not possible for one chapter to completely capture the rich set of social insect 
model systems for a variety of distributed phenomena. We have leveraged this great 
diversity as a bank of examples that each might represent one particular future of 
Human Computation. However, like modern social-insect fauna, it is more likely 
that a wide variety of different kinds of HC will co-exist simultaneously. The result-
ing computational ecosystem is difficult to picture. 

Such a future might be beyond the “technological singularity” predicted by the 
futurist Kurzweil (1999). He suggests that after some point in time, humans will 
“transcend biology” (Kurzweil 2005) and create computers that “exceed human 
intelligence” (Kurzweil 1999). In some ways, this vision is consistent with the super-
organismic phase transition we described at the start of section “Future Human 
Imitations of Eusocial Insect Society”, albeit the imagery seems to be more abrupt 
than the continuous higher-order phase transition that we picture. The fuzzier transi-
tion that we described is more in line with the “mitochondrial singularity” recently 
suggested by microbiologist Slonczewski in order to predict the role of humans in a 
post-singularity world (Ghose 2013; Slonczewski 2013a,b). As we look to the evolu-
tion of eusociality for lessons, she looks to the evolution of the mitochondria within 
our cells. These organelles have the highly specialized task of providing power to 
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each cell, but their ancestors were once free-living bacteria that performed all of the 
general functions of a living cell. Eventually, some of those ancestral bacteria man-
aged to embed themselves within another free-living cell, and the pair became sym-
biotic partners. Gradually, the mitochondrial ancestors gave up their other roles and 
became a specialized organelle. Nevertheless, mitochondria today retain some of 
their past identity – each one contains its own separate DNA and is passed directly 
from mother to offspring without any modifications outside of the occasional random 
mutation. Slonczewski pictures a similar fate for humans – as humans augment their 
abilities with computers, the result is a symbiotic relationship. However, if computer 
intelligence eclipses that of humans, the human side of the symbiosis will gradually 
lose its intellect in favor of specializing on other support functions.

When focusing on a future driven by Human Computation, the Kurzweil–
Slonczewski picture seems lacking because it neglects the fact that aggregate digital 
intelligence may largely depend on synergistic connections between ignorant but 
still cognitive individuals. Thus, we think it is informative to look to recent work of 
astrobiologists like Walker et al. to re-define life in terms of its information process-
ing ability (Walker et al. 2012; Walker and Davies 2013). In their view, the transition 
from non-living collections of particles to a living aggregate must go through a cor-
responding transition from bottom-up causality to top-down causality. That is, before 
the transition, the aggregate behavior is a simple combination of independent actions 
by the constituents; causality points “up” from local to global. After the transition, 
the behaviors of the constituents lose much of their independence and instead are 
clearly responsive to signals found in the aggregate; causality points “down” from 
global to local. When we consider the co-existence of multiple forms of HC that 
each compete for humans to participate in the computation, the humans seem less 
like workers in an ant colony and more like morsels of food that are the prizes in 
competitions between multiple co-existing colonies. As humans transition from 
independent engines of computation to digital nutrients for computational networks, 
it seems as if HC goes through a corresponding transition from bottom-up to top-
down causality. Humans will not be the mitochondria of this post-singularity world. 
Instead, they are digital food that sustains emergent decentralized artificial life.
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           Natural Human Computation 

 Human computation (HC) involves the creation of mixed organic-digital systems to 
solve diffi cult problems by outsourcing certain computational tasks to the human 
brain. However, we can distinguish between HC approaches that require a user to 
engage with a specifi c (and arbitrary) program or system, and HC approaches that 
simply leverage a user’s normal activity to compute the solutions to complex prob-
lems. We call this latter approach  natural human computation  (NHC). An instance 
of HC is  natural  when the behavior necessary for carrying out the proposed compu-
tation is already manifest in the system. 

 Eusocial insect colonies are models of natural computation (Dorigo et al.  2000 ; 
Gordon  2010 ). The information processing potential of ant colonies emerges from 
the small-scale, everyday interactions of individual ants: everything individual ants 
do is computationally signifi cant, both for the management of their own lives and for 
the colony’s success. This alignment between individual and colony-level goals 
means that ant colonies need not direct the behavior of individual ants through any 
sort of top-down social engineering. The queen issues no royal decrees; insofar as 
she has any special control over the success of the colony, that control is a product 
of her infl uence on individual colony members with whom she comes into contact. 
The sophisticated information processing capabilities of the colony as a whole are a 
product of each ant obeying relatively simple local interaction rules—those local 
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interaction rules, however, allow an aggregate of ants to infl uence each others’ 
behavior in such a way that together, they are capable of far more complicated com-
puting tasks than individual colony members would be on their own. Crucially, the 
computational power of the colony  just is  the concerted action of individual ants 
responding to the behavior of other ants: any change in the colony’s behavior will 
both be a result of and have an impact on the behavior of colony members. In this 
sense, natural ant behavior is both  stable  and  natural:  the computing activity of the 
colony can’t disrupt the behavior of colony members out of their standard behavior 
routines, since those standard behavior routines  just are  the computing activity of 
the colony. The stability of this behavior can in turn support a number of additional 
ecological functions. The regular harvesting of individual bees not only supports the 
activity of the hive, but also solves the pollination problem for fl owers in what we 
might call “natural bee computing” 1  which piggybacks on the behavior. NHC 
approaches take these natural models of computation as the paradigm case, and seek 
to implement similar patterns in human communities. 

 We have sketched a defi nition for NHC in terms of  stable  and  disruptive  computa-
tion, and turn now to discuss these concepts directly. Disruptive computation requires 
a  change  in an agent’s behavior in order to make their performance computationally 
signifi cant. Human computation is increasingly  stable  as its impact on agent behav-
ior is reduced. Describing an instance of human computation as “natural” is not itself 
a claim that the  human activity  is stable or disruptive, since NHC techniques can be 
used to extract computationally signifi cant data in both stable and disruptive con-
texts. Rather, describing an instance of HC as natural makes the more limited claim 
that the computation in question was not  itself  a source of disruption. We introduce 
the vocabulary of stability and disruption to clearly articulate this aspect of NHCs. 

 It may be instructive to compare NHC and gamifi cation (Deterding et al.  2011 ; 
McGonigal  2011 ) as strategies for human computing. Gamifi cation makes an HC 
task more palatable to users, but often alters user behavior in order to engage with 
the computational system. In contrast, NHC systems transparently leverage existing 
behaviors for computation. For instance, reCAPTCHA (von Ahn et al.  2008 ; von 
Ahn and Dabbish  2008 ) repurposes an existing task (solving text-recognition puz-
zles to gain access to a website) to solve a new problem (digitizing books for online 
use). This pushes HC to the background; rather than explicitly asking users to par-
ticipate in the solution of word recognition problems, it piggybacks on existing 
behavior. Gamifi cation is not always disruptive in the sense used here; in some cases 
described below gamifi cation techniques can serve to  stabilize  (rather than  disrupt ) 
the dynamics of systems to which they are applied. This suggests that we need a 
more robust vocabulary to map the conceptual territory. 

1   Of course, bees and fl owers achieved this stable dynamic through millions of years of mutual-
istic interaction; as we discuss in  “Developing the Attention Economy” , we expect any HC 
technique to require some period of adaptation and development. 
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 Michelucci (this volume) distinguishes between “emergent human computation” 
and “engineered human computation.” Emergent HC systems analyze uncoordi-
nated behavior from populations to do interesting computational work, while engi-
neered HC systems might be highly designed and coordinated for specifi c computing 
needs. We see natural human computation as a concept that is complementary to but 
distinct from Michelucci’s distinction. The defi ning characteristic of NHC is the 
potential for extracting additional computational work from human activity without 
creating additional disturbances in that behavior. This defi nition makes no assump-
tions about the degree to which these behaviors have been designed or coordinated 
for particular computing functions. In fact, we assume that natural human behavior 
involves organizational dynamics that cut across Michelucci’s distinction. NHC 
systems like Swarm!, described in “ Introducing Swarm! ” below, can be understood 
as a method for discerning natural organizational patterns as a potentially fruitful 
source of human computation. 

 We’re thinking about NHC in terms of the impact a computing task has on the 
behavior of its computers; NHC tasks introduce minimal disruptions to existing 
behavior. In contrast, Michelucci’s distinction isn’t concerned with the impact HC 
has on its agents. Rather, it is concerned with the performance of the computing task 
in question. Emergent cases of computing are where the goal is best accomplished 
by passively analyzing agents for specifi c computational results, more or less inde-
pendent of other aspects of their behavior. Engineered systems require increasingly 
coordinated activity to achieve computational results. For these reasons, we con-
sider Michelucci’s distinction to be a system-level or “top-down” perspective on 
computing tasks, while the stable/disruptive distinction is an agent-level or “bot-
tom- up” perspective on the same tasks. Or to cast the issue in techno- 
phenomenological terms: Michelucci is taking a designer’s perspective on human 
computing, where purposes (functions, tasks, goals, ends) are  imposed  on a comput-
ing population; on the other hand, we’re interested in the user’s perspective, where 
the generation and pursuit of purposes is a constitutive aspect of one’s ongoing 
committed engagement with the world. 

 It is worth reiterating that the sense of “natural” being articulated cuts across the 
categories represented in Table  1  below. We can think of these categories as defi ning 
the axes of a continuous space of possible computing systems. Claiming that a given 
system is emergent and disruptive (for instance) is to locate within this space. 
However, claiming that a given instance of human computation is  natural  is to point 
out a very different sort of fact about the system. In the context of human computa-
tion,  naturalness  is something like an indexical, describing words with use-relative 
content like “here” or “now.” Rather than giving an absolute location in the space 
defi ned by the distinctions discussed above, calling an instance of HC “natural” is 
to assert a fact about the HC system  relative  to the current state of the computational 

  Table 1    A two-dimensional 
model of human computation  

 Stable  Disruptive 

 Emergent  American Idol predictions  Yelp 
 Engineered  Zombies Run  FoldIT 
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substrate. A NHC might be engineered, emergent, disruptive, or stable to some 
greater or lesser degree; the ascription of naturalness depends only on a comparison 
between the system’s state  now  and the state that would be necessary for performing 
the desired computation. The distinctions between emergent, engineered, stable, 
and disruptive HC systems can be more clearly illustrated if we consider a few rep-
resentative examples. An absolute attribution of naturalness in any of these cases is 
not possible, as “naturalness” is an index to a user-relative state. As such, the fol-
lowing examples contain no direct appeal to “naturalness”, since the degree of natu-
ralness for some HC process may vary between individual users with distinct 
behavioral profi les. Using Yelp in deciding on some service, or using ZR to moti-
vate your run, will integrate naturally into the usage patterns of some users and may 
be more disruptive in the lives of others.

   Consider the following cases:

    Emergent/Stable:  HC systems are emergent when they exploit uncoordinated 
behavior in a population, and they are stable when that computing goal is met with-
out further disruption. reCaptcha has already been mentioned as an example of HC 
that falls in this quadrant. A more illustrative example can be found in Ciulla et al. 
( 2012 ), which describes modeling approaches to the Twitter datastream that suc-
cessfully anticipate the results of a recent American Idol voting contest. In this 
study, users Tweeted their thoughts on the contest of their own accord, 2  without 
coordination and independently of their potential use in predictive speculation, and 
so meets the defi nition of emergent. Solving the prediction task required no addi-
tional input from the users beyond this existing social behavior, and so also meets 
the defi nition of stable.  

   Engineered/Stable:  Engineered computing tasks are highly coordinated and 
designed for specifi c computing purposes. These designs can be stable in our sense 
when the computation fi ts existing patterns of behavior rather than creating new 
ones. BOINC’s successful @HOME distributed computing projects (Anderson 
 2004 ) are familiar examples of stable computing strategies, using spare processor 
cycles for useful computational work without occupying an additional computa-
tional footprint. For a more explicitly gamifi ed example, consider the 2012 exer-
cise motivation app called “Zombies Run”. 3  Zombies Run (ZR) is designed to 
work in tandem with a player’s existing exercise routine, casting her as a “runner” 
employed by a post-apocalyptic settlement surrounded by the undead. The game’s 
story is revealed through audio tracks rewarding player for gathering supplies, 
distracting zombies, and maneuvering through the dangerous post-apocalyptic 
wasteland, all accomplished by monitoring a few simple features of the user’s run. 

2   We ignore for the sake of the example any potential feedback from advertising or other systems 
that reinforce tweeting behavior surrounding the American Idol event. 
3   From the UK-based Six to Start.  https://www.zombiesrungame.com/ 
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The app motivates runners to continue a routine they’ve already developed, using 
tools already appropriated in that behavior; the app isn’t designed to help users to 
start running, it is designed to help them  keep  running. This is a defi ning feature of 
engineered/stable systems: while they are the product of deliberate design, the 
design’s primary effect is to reinforce (rather than alter) existing patterns of behav-
ior. While ZR players aren’t (necessarily) performing any particularly interesting 
computing function, the app provides a clear example of how a highly designed, 
immersive app can nevertheless be stably introduced into a user’s activity.  

   Emergent/Disruptive:  A computational state is  disruptive  when implementation 
would involve a signifi cant reorientation of the behavior and/or goals of the agents 
under consideration. This can occur in emergent computing contexts where indi-
viduals are acting independently and arbitrarily. Yelp.com is a popular web-based 
service that compiles crowd-sourced reviews of local businesses and services. These 
reviews are used to compute a rating of a given service based on search criteria. And 
indeed, solving this computing problem itself changes the activity of the population: 
Luca ( 2011 ) fi nds that the a one-star rating increase amounts to a 5–9 % increase in 
revenue. In other words, the self-directed, emergent activity of Yelp reviewers is 
disruptive to the behavior of the dining community, effectively redirecting a portion 
of them to services with higher ratings. It may be supposed that Yelp’s disruptive 
status is a consequence of feedback from the HC system being used to guide the 
decisions of future diners. However, Zombies Run provides an example where feed-
back on HC behaviors can reinforce those behaviors with little disruption. This 
suggests that Yelp’s economic impact involves more than providing feedback on the 
HC task; it refl ects something about the specifi c computations performed by the 
system. We will return to this point in “ Naturally Optimizing the Economy ”.  

   Engineered/Disruptive:  FoldIT is a puzzle-solving game in which the puzzles 
solved by players are isomorphic to protein folding problems (Khatib et al.  2011 ). 
FoldIT is a paradigm case of gamifi cation: it makes a HC task more palatable to the 
users, but signifi cantly disrupts their behavior in the process by demanding their 
focus on the game. FoldIT is engineered in the sense that the task has been deliber-
ately designed to provide computationally signifi cant results, and disruptive in the 
sense that the task is a departure from the behavior in which players otherwise 
engage.    

 The above examples are offered in the hopes of making clear a complex concep-
tual landscape that serves as the backdrop for the discussion of natural human com-
puting. A full discussion of the dynamics of purposive human behavior is beyond 
the scope of this paper, but we understand our contributions here as a step in that 
direction. Despite the perspectival dimensions of “naturalness,” we can talk sensibly 
about designing natural human computing systems that leverage existing HC work 
in minimally disruptive ways. We turn now to describe a NHC system that demon-
strates these features.  
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     Introducing Swarm! 

 Swarm!, an application under development for Google Glass, 4  is an implementation 
of NHC methods for solving a class of economic optimization problems. Swarm! 
uses the GPS coordinates of players to construct a location-based real time strategy 
game that users can “play” simply by going about their everyday routines. Individual 
cognitive systems have limited resources for processing data and must allocate their 
attention (including their movement through space and time) judiciously under 
these constraints. Therefore, we can interpret the data gathered by Swarm! as a 
NHC solution to the task of attention management: Swarm! generates a visualiza-
tion of aggregate human activity as players negotiate their environments and engage 
objects in their world (Fig.  1 ).

   The Swarm! engine is designed as a basic NHC application: it’s a game that’s 
played just by going about your normal routine, frictionlessly integrating game 
mechanics into a player’s everyday life. Swarm! 5  simulates membership in a func-
tioning ant colony, with players assuming the role of distinct castes within one 
 colony or another. Players are responsible for managing their own resources and 

4   Glass is a wearable computer designed and manufactured by Google. The Glass headset features 
a camera, microphone with voice commands, optical display, and a touch-sensitive interface. It 
duplicates some limited functions of a modern smartphone, but with a hands-free design. Figure  1  
depicts a user wearing a Google Glass unit. 
5   Complete game bible can be found at  http://www.CorporationChaos.com . 

   Fig. 1    A person wearing Google Glass       
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contributing to the resource management of the colony. Swarm! data is visualized as 
colorful trails on a map card presented on request to the Glass display in order to 
engage the resulting behavior. These trails are designed so they cannot be used to 
locate or track any individual uniquely. Instead, we’re interested in the broader pat-
terns of behavior: where do players spend their time? When is a certain park most 
likely to be visited? When and where do players from two different neighborhoods 
cross paths most frequently? 

       Swarm! Mechanics 

 Ant behavior is coordinated through purely local interactions between individuals 
and a shared environment without any central direction (Dorigo et al.  2000 ). 
Individual ants exchange information primarily through direct physical contact and 
the creation of pheromone trails. Pheromone trails, which can be used to indicate the 
location of resources, warn of danger, or request help with a tricky job, are tempo-
rary (but persistent) environmental modifi cations laid down by individual that help 
ants coordinate with each other and organize over time to manage colony needs. 

 Swarm! adopts the pheromone trail as its central mechanic. By moving around in 
physical space, players lay down “trails” that are visible through the in-game inter-
face as colorful lines on a map. These trails encode context-specifi c information 
about the history and status of user interactions around a location. Just like real- 
world ants, Swarm! trails are reinforced by repeated interaction with a region of 
space, so the saturation of trails in a particular location represents the degree of 
activity in that location. Trails also encode some information about in-game iden-
tity, but the focus of Swarm! is on impersonal aggregate data and not unique player 
identifi cation. Since trails are semi-persistent and fade slowly with time, the specifi c 
time that a player passed a location cannot be deduced by looking at the map. 
Players also have the option to defi ne “privacy zones” around their homes and other 
sensitive areas where Swarm! data collection is prohibited. 

 Swarm! gameplay is styled after many popular resource collection games, with 
central goals revolving around fi nding enough food to stay alive, disposing of trash 
(“midden”), and defending the colony from incursions by rivals. However, Swarm!’s 
central innovation is its emphasis on self-organized dynamic game maps and fric-
tionless player interaction. Player interactions result primarily from trail crossings: 
when one player crosses the trail laid down by another player, an appropriate 
context- dependent event is triggered. Note that this activity does not require players 
to be present simultaneously at one location. Trails laid down by users decay gradu-
ally over time, and require reinforcement to sustain. Thus, crossing the trail of a 
rival ant means that ant (or possibly several ants from the same colony) have rein-
forced this trail within the decay period. In other words, all player activity is ren-
dered on the map as “active” and will trigger engagements and events specifi c to 
those interactions. 
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 Players also have caste-specifi c abilities to augment the structure of the game 
map. These abilities are triggered by more in-depth interaction with a location—for 
instance, spending an extended amount of time in the same public place, or taking 
some number of pictures of an important game location. Each caste has a unique set 
of strengths, weaknesses, and abilities that affect the range of in-game options avail-
able to the player. These augmentations can provide powerful bonuses to members 
of a player’s colony, hinder the activities of rivals, or alter the availability of 
resources in the area. Strategic deployment of these abilities is one of the most tacti-
cally deep and immersive aspects of Swarm! gameplay. 

 For illustration, consider the following in-game scenario (Fig.  2 ). Suppose a 
player (call her Eve) consistently moves through territory that is controlled by an 
enemy colony—that is, she crosses a region that is densely saturated with the trails 
of hostile players. Moving through this region has a signifi cant negative impact on 
Eve’s resource collection rate, and unbeknownst to Eve (who doesn’t like to be 
bothered by game updates) this penalty has been adversely affecting her contribu-
tions to her colony for weeks, keeping her at a relatively low level than where she 
might be otherwise. However, suppose that 1 day Eve decides to actively play 
Swarm!. Upon downloading the latest game map she observes the impact this region 
has had on her collection rate. Swarm!’s game mechanics reward this attention to 
detail, and allow Eve to do something about it. When Eve photographs the locations 
that are controlled by a rival colony, she creates an in-game tag that calls attention 
to her predicament and provides caste-specifi c in-game effects that potentially off-
set the impact of the rival colony’s trail. In other words, her action (taking a picture) 

  Fig. 2    Our player Eve (indicated by the lower green trail that makes a right angle) considers a 
regular interaction at a busy intersection with a hostile colony (indicated by the bumpy red trail), 
which imposes caste-specifi c effects on a region (Image credit: Kyle Broom)       
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has produced an in-game structure that warps the map and partially ameliorates the 
penalty that she would otherwise suffer. This in-game structure might attract other 
active players to the territory to build more structures that further magnify these 
changes. In this way, close attention to (and interaction with) the game map is 
rewarded, while casual players are still able to contribute meaningfully to the over-
all game dynamic.

   This reveals an important aspect of Swarm! related to the distinctions drawn in 
“ Natural Human Computation ”. Although the game is designed to passively harvest 
aggregate user behavior, it also incentivizes the curation of that data allowing for 
active user engagement. Thus, some users may experience Swarm! as unobtrusive 
and stable, with computation occurring largely in the background, while others may 
enjoy signifi cant disruptions as they actively play the game. Moreover, the two 
might interact with each other through in-game mechanics around shared spaces 
without either player being aware of the other’s presence. When Eve tags a highly 
traffi cked area of the map with her picture, she is highlighting an attractor 6  in  both  
the physical space and the game space. Those attractors emerge naturally in the 
behavior of some Swarm! players, and Eve’s active engagement with the trails fur-
ther augments the map to highlight the relevance of those attractors. These attractors 
can in turn coordinate others to further document and engage an area, fi lling out the 
digital profi le of regions that are of central use in human social behaviors, and effec-
tively turning Swarm! players into an engineered team of self-directed, self- 
organized content curators. Every Swarm! player’s behavior is thus infl uenced both 
by the structure of the game map, and the structure of the game map is infl uenced 
by the behavior of Swarm! players. However, since the initial structure of the 
Swarm! game map is dictated by the antecedent behavior of Swarm! players, this 
mechanic only serves to reinforce extant patterns of behavior. 

 The resulting model highlights patterns of natural human behavior that can be 
directly harvested for computational work. For instance, consider the problem of 
locating a working electrical outlet at the airport. 7  Traditional resource distribution 
structures (like the fi nancial markets or public regulatory structures) have until now 
failed to provide enough incentive to curate a digital outlet location map for wide 
public use, despite its potential value to both customers (who may wish to charge 
their electronics while they wait for a connecting fl ight), and the airport businesses 
(who might be able to draw customers and control the fl ow of airport patrons by 
advertising their location). Online databases like Yelp work well for services that 
have existing advocates, like restaurant owners, who can represent those interests by 
responding and reacting to Yelp reviews, but little incentive exists for a curation task 

6   An  attractor  is just a location or state in a system toward which nearby states or locations tend to 
be “sucked.” Minimum-energy states in mechanical system are commonly attractors. For instance, 
in a system consisting of a marble confi ned to the inside of a mixing bowl, the state in which the 
marble is at rest at the bottom of the bowl is an attractor: no matter where you start the marble, it 
will eventually end up at rest at the bottom of the bowl. For an accessible introduction to the lan-
guage of attractors and dynamical systems theory, see Strogatz ( 2001 ) and Morrison ( 2008 ). 
7   Credit goes to Robert Scoble for raising the example during a recent conversation about Swarm!. 
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like this. On the other hand, with suitable resolution Swarm! provides an immediate 
visual representation of the activity of airport patrons that allows for intuitive pre-
dictions about where the outlets might be: look for clustering behavior near walls. 
Moreover, Swarm! rewards active players for tagging public spaces with pictures 
and notes that fi ll in details of the interaction history at that location. The result is an 
NHC method for computing a solution to the problem of fi nding electrical outlets 
without the need for natural advocates or market representation to explicitly engi-
neer this behavior. 

 This example has Swarm! players uncovering the use-value of objects which 
have been under-represented by other records of social value, and it has accom-
plished this without creating any additional demand on social behaviors. Perhaps a 
close analog is the use of GPS requests for identifying traffi c congestion (Taylor 
et al.  2000 ), but the game mechanics of Swarm! generalizes the approach for a 
broad range of human activities. We turn now to a general discussion of the strate-
gies described above.  

    NHC Applications of Swarm!? 

 Consider the mechanic described in “ Swarm! Mechanics ” for modifying the game 
map by taking and tagging pictures. A strategically-minded Swarm! player will not 
use this ability at just any location (Rashid 2006; Ames and Naaman  2007 ); rather, 
she will study the structure of local trails over the course of a few days, and engage 
with the map in a tactically-optimal location—that is, a location that already experi-
ences heavy traffi c of the right sort. In this way, the Swarm! map will become a 
fairly detailed representation of patterns of player engagement with the real world; 
locations that are naturally highly traffi cked will become increasingly important, 
and thus increasingly saturated with trails and in-game structures. 

 The fact that interesting locations in the game tends to mirror the interesting 
locations in the real world is central to Swarm!’s design. While Swarm!’s mechanics 
might well have some infl uence on the behavior of more strategically-minded play-
ers, that infl uence will  remain  a mirror of the aggregate pre-game behavior of the 
community, and thus a useful starting point for NHC data collection about use 
behavior. Ingress, a somewhat similar augmented reality game developed by Niantic 
Labs for Android mobile devices (Hodson  2012 ), makes for an instructive contrast 
case. Ingress features two in-game “teams” (Enlightened and Resistance) involved 
in attempts to capture and maintain control of “portals,” which have been seeded by 
Google at various real-world locations. Players take control of a portal by visiting 
the location (sometimes in cooperation with other players), and remaining there for 
a set amount of time. Players may also “attack” portals controlled by the opposing 
team through a similar location-based mechanic. 

 Notice the difference between tracking the behavior of Ingress players and track-
ing the behavior of Swarm! players. Despite both games featuring similar location- 
based mechanics, the fact that Ingress’ portals—the signifi cant in-game attention 
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attractors—have been seeded by the game’s designers renders the activity of Ingress 
players a poor proxy for their natural, out of game behavior, and thus a poor proxy 
for NHC data collection. In contrast, Swarm! players create the structure of the map 
themselves, and the strategically optimal approach to modifying it involves reinforc-
ing existing patterns of behavior. The structure of the Swarm! map reveals at a glance 
sophisticated facts about the natural attention patterns of Swarm! players. It is this 
fact that makes Swarm! an important fi rst step toward a mature NHC application. 

 Transitioning Swarm! from a NHC-oriented game to a real NHC application will 
involve tightly integrating Swarm!’s mechanics with real-world tasks. We suggest 
that Swarm!’s existing mechanics might be easily tied in to a service like Craigslist.
org. Craigslist is a popular and free web-based service facilitating the exchange of 
good and services that run the gamut from used cars and furniture to prospective 
romantic encounters—all of which are organized geographically and easily search-
able. The Swarm! platform, with its built-in mechanics for tracking location, activ-
ity, and experience could serve as a platform for visualizing Craigslist service 
requests and evaluating the results of the transaction. If successful, such a system 
would allow for a self-organized, entirely horizontal resource and labor manage-
ment system for its users. Such integration would be a large step toward turning 
Swarm! into the sort of robust economic HC application that we discuss in 
“ Developing the Attention Economy ”. 

 Consider the following hypothetical future in-game scenario: Eve, our intrepid 
player from “ Swarm! Mechanics ”, has access to a Craigslist-like service integrated 
with an advanced version of Swarm!, and this service informs her (on request) about 
posts made by other players in her immediate geographical region. With access to 
this information, Eve can decide whether or not to accommodate the requests of 
other players in her vicinity. Suppose, for instance, that Eve notices a posting near 
her home base requesting a 40 W CFL light-bulb to replace a bulb that just burned 
out. Eve was targeted with the request because her patterns of behavior repeatedly 
cross paths with the requesting user; depending on how sophisticated the service has 
become, it might even recognize her surplus of light bulbs. In any case, Eve knows 
that she has several matching bulbs under her kitchen sink, and considers using the 
bulb to gain experience and infl uence within Swarm!. Eve notices that the specifi ed 
drop point is on her way to work, and agrees to drop the bulb by as she walks to the 
subway. Perhaps the dropoff is coordinated by each party taking a picture of the 
object using QR codes that signal drop off and receipt of the object. Upon comple-
tion, this transaction augments player statistics within Swarm! to refl ect the success 
of the transaction. As a result, Eve’s public standing within the player community 
increases, just as it would have if Eve had participated in a coordinated attempt to 
seize a food source for her colony. Her increased infl uence within game environment 
might increase the chances that her next request for a set of AA batteries is also fi lled. 

 This mechanic creates an environment in which contributing to the welfare of 
other Swarm! players through the redistribution of goods and services is rewarded 
not monetarily, but through the attraction of attention and the generation of infl u-
ence and repute. The attention attracted by the request is converted into user experi-
ence upon completion of the task, allowing the user’s behavior to have a more 
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signifi cant impact on the dynamics of the game. Again, this mechanic helps to blur 
the line between in-game and out-of-game interactions: the in-game world of 
Swarm! is a distillation and refl ection of the everyday out-of-game world of 
Swarm!’s players. Eve’s history as a Swarm! player disposed to help other players 
in need might be intuitively presented to other members of her colony through fea-
tures of her trail. When Eve makes a request for aid other players will be more dis-
posed to respond in kind. 8  

 Although our examples have focused on minor transactions of relatively little 
signifi cance, the game mechanics described here suggest a number of important prin-
ciples for designing HC systems that harvest the computational dynamics of natural 
human activity, and the profound impacts these applications might have on a number 
of vitally important human activities, including education, politics, and urban devel-
opment. We focus the remaining discussion on economic considerations.   

     Naturally Optimizing the Economy 

 We can think of the global economy as being a certain kind of HC system in which 
the problem being computed involves the search for optimal (or near-optimal) 9  allo-
cations of raw materials, labor, and other fi nite resources (“the economic optimiza-
tion problem”). This approach to economic theory is broadly called “computational 
economics” (see e.g. Velupillai  2000 ; Norman  1996 ), and it takes economic theory 
to be an application of computability theory and game theory. Historically, some 
economists have argued that a free capitalist market composed of minimally con-
strained individual agents (and suitable technological conditions supporting their 
behavior) provides the most effi cient possible economic system (Hayek  1948 ). We 
shall conclude our paper with a discussion of NHC applications as an alternative 
approach for tackling the economic optimization problem. 

 Kocherlakota ( 1998 ) argues that money is best thought of as a “primitive form of 
memory” ( ibid.  p. 2). That is, money is a technological innovation that provides a 
medium for a limited recording of an agent’s history of interactions with other 
agents. On this view, rather than being an intrinsic store of value or an independent 
medium of exchange, money is merely a way to record a set of facts about the past. 

8   The infl uence of perceptions of fairness on economic interactions is an increasingly well-studied 
phenomenon among economists and psychologists. For a comprehensive overview, see Kolm and 
Ythier ( 2006 ), especially Chap. 8 (Fehr and Schmidt). 
9   The defi nition of “optimal” is disputed, but the discussion here does not turn on the adoption of a 
particular interpretation. In general, recall that solving the economic optimization problem involves 
deciding on a distribution of fi nite resources (labor, natural resources, &c.). Precisely which distri-
bution counts as “optimal” will depend on the prioritization of values. A robust literature on deal-
ing with confl icting (or even incommensurable) values exists. See, for example, Anderson ( 1995 ), 
Chap. 13 of Raz ( 1988 ), and Sen ( 1997 ). 
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Kocherlakota argues that this technological role can be subsumed under “memory” 
in a more general sense, and that while access to money provides opportunities for 
system behavior that wouldn’t exist otherwise, other (more comprehensive) kinds of 
memory might do all that money does, and more: “…in at least some environments, 
memory [in the form of high quality information storage and access] may techno-
logically dominate money” ( ibid.  p. 27). 

 If this characterization is correct, then solving the economic optimization prob-
lem involves accomplishing two distinct tasks: identifying precisely  what  informa-
tion should be recorded in economic memory, and we must devising ways to store 
and manipulate that information. We might understand Yelp as recording user 
accounts of a service that attempts to meet these memory challenges. Yelp users 
leave comments, reviews, and ratings that provide a far more detailed and relevant 
transaction history with customers than is represented by the relative wealth of the 
business as a market agent. Luca ( 2011 ) fi nds not only that these reviews have an 
impact on revenue, but that impact is strengthened with the information content of 
the reviews, suggesting one place where money may be showing evidence of domi-
nation by rich sources of memory. 

 Swarm! offers a natural approach for meeting the same challenges, in which 
NHC is leveraged to help solve the economic optimization problem without intro-
ducing new economic frictions. This computational work is accomplished through 
the recording of trails that represents incremental changes in the use history of that 
location. As Swarm! maps become increasingly detailed and populated they like-
wise come to function as an effective representation of the attention economy 
(Simon  1971 ; Weng et al.  2012 ) in which the saturation of trails around an object 
approximates a quantitative measure of the value of objects relative to their use. 10  
We treat this measure as the aggregate “use-value” of the object (Vargo et al.  2008 ), 
and argue that a model of the use-value of objects allows for novel NHC-based solu-
tions to a variety of standard problems in the optimization of economic systems. A 
full articulation of the attention economy is not possible here, but we will provide a 
sketch of one possible implementation using the Swarm! framework.  

      Developing the Attention Economy 

 Recall the central mechanic of Swarm!. GPS data about players’ movement patterns 
are aggregated, whether or not a player is actively engaged with the game. 
Strategically-minded players are rewarded for tagging and modifying the map in a 
way that gives rise to a detailed refl ection of how all Swarm! players use the space 
covered by the map. The data collected by a Swarm!-like application has the poten-
tial to encode many of the facts that might otherwise be encoded less explicitly. 
Monetary transaction records act as proxy recordings for what we have called 

10   As opposed to value relative to  exchange . See Marx ( 1859 ). 
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  use- value  . The mechanics of Swarm! suggest a way to measure use-value directly 
by recording how economic agents move through space, how their movement is 
related to the movement of others, what objects they interact with, the length and 
circumstances of those interactions, and so on. By tracking this data, we can trans-
form the everyday activities of agents into records of what those agents value and to 
what degree. This is the “high quality information storage and access” that 
Kocherlakota suggests may come to technologically dominate currency as eco-
nomic memory. Still, a number of practical challenges must be surmounted before 
a NHC/AE based approach to solving the economic optimization problem is realis-
tically viable. 

 Any implementation of an attention economy in which the economic optimization 
problem is solved with NHC will clearly involve data collection on a scale that goes 
far beyond what’s possible in Swarm! or with Google Glass, as the mere tracking of 
gross geospatial position will not record enough information to (for instance) assay 
the value of individual material objects like pens and lightbulbs. Swarm! is an incre-
mental step in that direction, with the more modest and technologically feasible goals 
of acclimating people to regular engagement with AE platforms, and with developing 
the social norms appropriate to the demands of an AE. The structure of human com-
munities is strongly coupled to the technology available during their development. 
Absent major catastrophes, the sort of ubiquitous computing and social norms neces-
sary for the implementation of an AE will continue to develop in tandem. 

 Indeed, the success of AE in some sense depends on the development of social 
customs and attitudes to compensate for the more invasive social coordination tech-
nologies that dominated the Industrial Age, which are almost universally character-
ized by the establishment of hierarchical institutions of control. In such a system, 
power is concentrated in the hands of the very few, to be executed within very nar-
row channels of operation. For the disenfranchised, fi nding ways to circumvent or 
usurp this power is often a more attractive than accumulating power through so- 
called “legitimate” means—especially as the powerful increasingly protect their 
positions through deliberate corruption and abuse, thereby weighting the system 
heavily against “fair play”. In other words, enterprising opportunists looking for 
success in systems with limited hierarchical control have a disproportionate incen-
tive to “game the system”, or exploit loopholes in the rules in ways that give them a 
disproportionate advantage. Preventing the exploitation of such loopholes requires 
an ever increasing concentration of power, creating greater incentives to break the 
system, and greater costs for failing in those attempts. Social customs discouraging 
such behavior must be imposed from the top, often with violence, as a means of 
retaining control, since these customs are not reinforced from below. 

 In contrast, the AE describes a self-organizing system without hierarchical con-
trol or concentrations of power, because the rules for operating within the system 
also support the success of the system as a whole, and so are supported from the 
bottom without need for top-down enforcement. In other words, the impulse to 
game an attention economy can be actively encouraged by all parties, since indi-
vidual attempts to gain a disproportionate advantage within the system simultane-
ously reinforce the success of the system overall. Recall from “ Swarm! Mechanics ”, 
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when Eve snaps a picture of a highly traffi cked block. This apparently self-interested 
act to improve her own in-game resource collection rate is simultaneously a contri-
bution to the economic optimization problem, and is therefore reinforced by her 
colony’s goals. Of course, Eve is not only rewarded by pursuing self-interested 
goals; potentially everything Eve does in an attention economy is computationally 
signifi cant for her community, and therefore her community can support Eve in the 
pursuit of any goals she wishes without worrying about how her actions might upset 
the delicate balance of power that supports institutional control. In an attention 
economy, Eve is not rewarded to the extent that she appeals to existing centers of 
power; instead, she is rewarded to the extent that her participation has an impact on 
the development of her community (see also, Rashid et al.  2006 ). 

 We conclude by mentioning some design considerations inspired by Swarm! for 
building an “Internet of Things” that facilitates the use of NHCs for managing the 
attention economy. Most obviously, Swarm! is a step toward the creation of perva-
sive, universally accessible, comprehensive record of the relationship between 
agents, locations, and objects. As we have said, widespread location and identity 
tracking of at least  some  sort is essential for the implementation of a true AE. This 
is a major design challenge in at least two senses: it is a technical engineering chal-
lenge, and a social engineering challenge. 

 The solution to the fi rst challenge will still require technological progress; we do 
not yet have ubiquitous distribution of the sort of computing devices that would be 
necessary to implement the fi ne-grained level of data collection that a real AE would 
require. In addition to aggregate movement patterns, an AE platform will need to 
track patterns in the relationships between agents and physical objects. Sterling 
( 2005 ) introduces the term “spime” to refer to inanimate objects that are trackable 
in space and time, and broadcast this data throughout their lifetimes. Objects that 
are designed to live in an attention economy must track more than just their own 
location and history: they must be able to track their own use conditions, and change 
state when those use conditions have been met. This will require objects to be sensi-
tive not just to their own internal states, but also to the states of the objects (and 
agents) around them: this is the so-called “Internet of Things” (Atzori et al.  2010 ). 
There is already some precedent for very primitive functions of this sort. Consider, 
for instance, the fact that modern high-end televisions often feature embedded opti-
cal sensors to detect ambient light levels, and adjust backlighting accordingly for 
optimal picture quality. We can imagine expanding and improving on that kind of 
functionality to develop (say) a television that mutes itself when the telephone rings, 
pauses when you leave the room, or turns itself off when a user engages deeply with 
another object (for instance a laptop computer) that’s also in the room. These exam-
ples are relatively mundane, but they are suggestive of the sort of industrial design 
creativity and integration needed to design AE-optimized artifacts. 

 Swarm! approaches this design challenge by imposing some novel clustering 
methods represented by the caste and colony system. The colony system is a geo-
graphical constraint designed to cluster colony members to ensure that they aren’t 
spread so thin as to undermine the game dynamics. The caste system is a design 
constraint on the patterns of user activity, and allows users to tell at a glance the 
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functional results of some possible sequence of engagements without knowing too 
many details about other players. This latter feature is inspired directly by ant colo-
nies, and is important to the organizational dynamics of an AE. In particular, it gives 
contexts in which it is appropriate for certain agents to have disproportionate infl u-
ence on some computing task, thereby carving out emergent hierarchies and cliques. 
The AE/NHC platform is thus applicable to the solution of non-economic social 
problems, and can be leveraged to help compute solutions to other legal, political, 
and social puzzles. 

 As an illustration of how NHCs might be applied to the distribution and manage-
ment of resources and labor, consider the transaction history for some arbitrary 
object X. If this record has been reliably maintained on a user-per user basis, it might 
serve as the basis for resolving disputes about ownership, rights of use, and other 
coordination problems traditionally settled by legal and political frameworks. If I 
have years of history driving a specifi c car on Wednesday mornings, and the use 
record shows you driving this car some particular Wednesday morning, then absent 
some explanation this appears to be a disturbance in use patterns. This information 
might itself be enough to warrant a complaint through offi cial channels and initiate 
the machinery of the public justice system to account for this disturbance. In other 
words, a well-maintained record of the use history of an object might serve as a foun-
dation for NHC solutions to political and legal disputes, and provides a framework 
for dealing naturally with apparent cases of “stealing” without requiring anything 
like the disruptive technologies of property, contracts, and other legal frictions. 

 This is the real heart of the AE/NHC approach to economic optimization: the 
NHC acts entirely upon data about local patterns of attention, use, and interaction 
without signifi cantly disturbing the behavioral patterns that generate the data. 
Rather than indirectly recording facts about my contribution to (or value of) some 
object or process in monetary memory, which requires its own set of social conven-
tions and techniques to maintain, those facts are recorded  directly  in the history of 
my relationship to the object or process. We suggest that careful management of 
those facts, combined with a distributed NHC framework, might allow for a far 
more effi cient economic system than any money-based system. 

 We’ve given a characterization of the shape and character of the fi rst of the two 
design challenges we mentioned above: the technical engineering challenge. While 
solving this challenge is central to the implementation of the AE, we should not 
overlook the importance of solving the second challenge either. While technological 
advances are important, so are advances in the relationship between humans, tech-
nology, and society at large. Just as the dissemination of other major, epoch- defi ning 
technologies (like the automobile or the telephone) were accompanied by a certain 
degree of widespread anxiety and social disruption, we expect that the adoption of 
the ubiquitous computing platforms required for AE implementation (and their con-
comitant changes in social practice) will be associated with some unrest as society 
acclimates to some of the underlying changes. In this respect, Swarm! is more than 
just an experiment in designing a NHC application—it is an attempt to give society 
at large a chance to experience the artifacts and socio-cultural practices required for 
a well-managed AE. The more time we have to grapple with those issues as a com-
munity, the smoother the transition to the future will be.     
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           Introduction 

 This chapter, like most if not all the other chapters in this book, was written and 
edited on a digital computer. That computer can perform incredible feats of numeri-
cal computation at blindingly fast speeds, store massive amounts of data, and be used 
as a tool for everything from writing to music production to scientifi c analysis to 
communication. The abilities of a digital computer, however, are insignifi cant next to 
the computational power of the network of human beings, their communication infra-
structure, and the accumulated knowledge tapped into by those individuals respon-
sible for building it. No single human being knows how to build a modern computer 
from scratch. Indeed, no one knows how to build a computer mouse, or a lead pencil, 
or many of the complex tools we rely on for modern living from scratch (Read  1958 ; 
Ridley  2010 ). For that matter, hardly any of us know how to make simple two-strand 
twisted string from local raw materials, something that practically every adult once 
knew how to do. A key factor that enables us as human beings to solve complex 
problems and achieve a level of dominance over a wide variety of environments from 
the desert to the arctic to the deep ocean is not simply our individual big brains, but 
our capacities for extreme sociality, to cooperate and learn from one another, and our 
ability to build on previous knowledge and to accumulate culture. 

 It is often said that the human brain is like a computer. It processes information, 
takes in input, produces output, stores and retrieves memory. Groups of people, 
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then, are like supercomputers. They can process in parallel, allocate resources, and 
divide tasks to produce faster and better solutions to problems than lone individuals 
can manage, and that are more than the sum of the individuals’ abilities were they 
working separately (Smaldino  in press ). For example, Woolley and colleagues pre-
sented small groups with a number of tasks requiring different types of collabora-
tions to solve them (Woolley et al.  2010 ; see also Woolley and Hashmi this volume). 
Their results showed, fi rstly, that groups’ performance between tasks were corre-
lated, pointing to an emergent “collective intelligence” for each group confi gura-
tion, and secondly, that a group’s performance was uncorrelated with the intelligence 
of its individual members, but rather stemmed from their ability to communicate in 
a understanding and democratic fashion. 

 If groups of humans are like a supercomputer, then what of human  cultures , 
which store and process the cumulative innovations and collaborations of genera-
tions of individuals? Cumulative culture allows human societies to act as  super- 
duper computers.  Humans are unique in the animal kingdom for our tremendous 
capacity to learn from one another. Our relatively fast and accurate imitation and 
willingness to teach others allows us to acquire complex skills without having to 
reinvent them for ourselves. Individuals sometimes improve upon the skills they 
have acquired and these improvements can be passed on to those who learn from the 
inventor. Furthermore, we are smart shoppers in the marketplace of ideas. We selec-
tively adopt innovations from others that work better or whose use is correlated with 
success. Human social learning cumulatively ratchets up technology and innovation, 
providing groups with progressively better solutions to the problems they encounter 
(Tennie et al.  2009 ; Boyd et al.  2011 ). By such means Stone Age bowyers produced 
bows that modern engineers fi nd to be approximately optimal designs (Allely et al. 
 1992 ). From this perspective, the human-based genetic algorithm (Kosorukoff  2001 ; 
Grier, this volume), a computational technique in which human users are involved in 
both judging the fi tness of problem solutions as well as suggesting novel solutions, 
is simply an application of evolutionary processes that have been driving human 
innovation since the ancient hominins began to make multi-part tools. 

 In this chapter, we will fi rst discuss how social learning can increase the fi tness 
of a population by allowing cultural innovations to accumulate. We will then dis-
cuss the importance of population size and social connectivity on maintaining those 
innovations, with a focus on the fragility of human computational systems to sudden 
isolation or population loss. We end with a consideration of the implications of our 
discussion on the design of human computation systems in the future.  

    Roger’s Paradox: Why Social Learning Is Not Enough 

 In a complex world in which decisions must often be made quickly and in which 
skills may be diffi cult to acquire, individual trial-and-error learning can be overly 
costly in terms of time, cognitive capacity, and the potential consequences of a poor 
decision. A hunter-gatherer learning on his own may spend months trying to con-
struct a hunting apparatus or, much worse, misread animal tracks and be eaten by a 
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predator. Social learning—which includes knowledge or behaviors acquired via 
teaching, imitation, or social infl uence (e.g., you learn to play video games because 
your friends all hang out and play Xbox)—helps individuals to gain important skills 
without the time costs and risks associated with individual, trial-and-error learning. 
It may therefore seem obvious that the adoption of a strategy of social learning 
should benefi t a population—increasing its fi tness, in the language of evolutionary 
biology. Yet, it turns out that if the only benefi t of social learning is to avoid the 
costs of trial-and-error, then social learning strategies will be indeed adopted but 
will  not  increase the fi tness of the population. 

 This apparent paradox was demonstrated by Rogers ( 1988 ) via a simple mathe-
matical model. Suppose a hypothetical world in which there are two possible behav-
iors, either of which individuals can adopt to help them survive and reproduce. 
Suppose also that the environment changes periodically between two states, and that 
in each of these states a different behavior yields a fi tness advantage over the other 
behavior. Finally, suppose that individuals in this world fall into two categories of 
learner, and that learning strategies are passed on from parents to their children. 
 Individual learners  always learn the optimal behavior for the environment, but at a 
heavy cost.  Social learners  choose an individual from the previous generation at 
random and adopt that individual’s behavior. Because they simply copy the behavior 
of another individual, social learners avoid the cost of individual learning. 

 When social learners are rare, they will have higher fi tness than individual learn-
ers, and their prevalence in the population will therefore increase. However, as 
social learners become more common, a social learner becomes increasingly likely 
to learn her behavior from a fellow social learner. The state of the environment is not 
stable, so social learners risk learning an out-of-date behavior, and transmitting that 
incorrect behavior to social learners in subsequent generations. Thus, as the preva-
lence of social learners increases, their fi tness begins to fall, until it again reaches 
the fi tness of individual learners (Fig.  1 ). In other words, we should expect social 
learning strategies to evolve in a social species, but the introduction of social 
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  Fig. 1    Rogers’ model. Social 
learners have higher fi tness 
than individual learners when 
rare, and their invasion briefl y 
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learning behavior does not, in and of itself, increase the average fi tness of popula-
tions of that species. Boyd and Richerson ( 1995 ) studied variations on Rogers’ 
model, including ones in which social learners could identify and preferentially 
learn from individual learners and ones in which there were more than two behav-
iors. They showed that Rogers’ results were robust: social learning on its own does 
not increase the mean fi tness of a population.

       Cumulative Culture 

 One way of getting around Roger’s paradox is if social learning can improve the 
effi ciency of individual learning. For example, suppose individuals sample multiple 
behaviors, and choose one if it is obviously better than the others. If there is an 
insuffi ciently clear signal, and one behavior is not obviously superior, then the indi-
vidual chooses a random behavior through imitation. This strategy of “conditional 
social learning” has been shown to increase the mean fi tness of the population rela-
tive to a population of individual learners under a variety of conditions (Boyd and 
Richerson  1995 ; Enquist et al.  2007 ; Ehn and Laland  2012 ). In this and related 
scenarios, behaviors can always be hypothetically learned by individuals through 
trial and error. Social learning can be adaptive if it hastens the spread of benefi cial 
behaviors. Indeed, this seems to be the primary benefi t of social learning in non- 
human apes (Tennie et al.  2009 ). Nonetheless, human groups have utilized social 
learning to make extremely large adaptive gains, much larger than would be facili-
tated solely through the increased spread of benefi cial behaviors.  The key to human 
success is the spread of incremental innovations based on existing behaviors—often 
quite complex behaviors—which naïve individuals would be unable to learn on 
their own . Human social learning based on teaching and imitation is so effi cient that 
a Stone Age bowyer could acquire an advanced technology like a bow that already 
incorporated the hard-won innovations of dozens if not hundreds of his ancestors 
before he contemplated innovations that might improve it still further. 

 Humans are the most successful vertebrate species on the planet. We have man-
aged to conquer a vast range of environments from the desert to the tropics to the 
Arctic. We have modifi ed our environments to facilitate our survival and our expan-
sion. At the dawn of the agricultural revolution 10,000 years ago, the entire human 
population across the globe was approximately fi ve million (Keinan and Clark 
 2012 ). Today, over 37 million people live in the Tokyo metropolitan area alone. We 
have achieved this success through the process of  cumulative culture . By this, we 
mean that learned information and behaviors are reliably transmitted and improved 
upon, such that those improvements can in turn be transmitted through learning. 

 Cumulative culture allows individuals to build on previous adaptations. To exploit 
this, humans have evolved psychological mechanisms, heuristics, and biases that 
facilitate the acquisition of useful knowledge and behaviors (Henrich and McElreath 
 2003 ; Tomasello et al.  2005 ; Herrmann et al.  2007 ; Hill et al.  2009 ). This includes 
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learning from individuals who have demonstrated success either directly or by proxy, 
indicated by traits like status or prestige (Henrich and Gil-White  2001 ). Symbolic 
communication additionally allows for transmission of behaviors and practices with-
out direct observation. Stories, myths, and moral doctrines play an important role in 
the cultural transmission of norms of social behavior as well as useful information 
about survival (Chudek and Henrich  2011 ). Moreover, the spread of organizational 
norms through narratives, religions, and other social institutions have enabled the 
creation and transmission of emergent group-level traits that rely on social organiza-
tion and division of labor (Henrich and Boyd  2008 ; Smaldino  in press ). The capaci-
ties of human populations for the storage and transmission of collective information 
constitute a feat of evolutionary computing unmatched in the natural world. 

    Why Culture Is Common but Cultural Evolution Is Rare 

 Since cumulative culture has made our species so outstandingly successful, why 
didn’t this capacity evolve long ago and lead to many highly cultural species? After 
all, most “killer” adaptations like internal skeletons, camera-type eyes, and effi cient 
fl ight have been around for hundreds of millions of years and characterize many 
lineages. At least two answers are possible. First, cumulative culture would be very 
diffi cult to get started if the capacity for it is costly, as our large brains suggest it is 
(Aiello and Wheeler  1995 ). The problem is that it takes many large brains operating 
over many generations to evolve complex cultural adaptations. The fi rst individuals 
to pay the cost for a capacity for cumulative culture would fi nd no useful complex 
traits to imitate and hence would get no fi tness payoff to cover the overhead of the 
capacity (Boyd and Richerson  1996 ). Second, the kind of environment that makes 
complex cumulative culture useful may be of very recent vintage. Theoretical mod-
els suggest that cumulative culture is most useful in moderately variable environ-
ments, especially environments that vary on time scales too short for genes to track. 
Cultural evolution is rapid compared to genetic evolution and can thus generate 
adaptations to more ephemeral environmental changes than can genes (Perreault 
 2012 ). We have known for decades that the earth’s climates became much more 
variable during the Plio-Pleistocene—from 5.3 million years ago to about 11.5 
thousand years ago—than they were during the preceding 60 million years (Zachos 
et al.  2001 ). Until recently, however, the best data described climate variation on 
time scales too long to favor costly culture. As better paleoclimate data has come 
available, we have begun to resolve climate variation at the millennial and submil-
lennial scale that in theory should favor a capacity for cumulative culture. This 
variation appears to have been increasing over the last few glacial cycles (Loulergue 
et al.  2008 ), in rough parallel to human brain size increase and the increasing sophis-
tication of stone tools. In other words, paleoclimate data for the last several hundred 
thousand years shows a steady increase in environmental variability that appears to 
be tracked by the emergence and spread of cumulative culture.   
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    Innovation, Environment, and Population Size 

 The ability to socially learn and accumulate culture provides opportunities for the 
expansion of humans’ ability to problem-solve. However, the ability to learn and 
adapt does not necessarily lead to the runaway growth of cultural innovation. As a 
prime example, anatomically modern humans fi rst appeared in Africa between 160 
and 200 kya (kya = thousand years ago; McBrearty and Brooks  2000 ; White et al. 
 2003 ; McDougall et al.  2005 ), and had spread to most of the habitable parts of the 
globe between 90 and 40 kya (Ambrose  1998 ; Ray et al.  2005 ). Yet the appearance 
of agriculture and the comparatively rapid growth of culture, technology, and popu-
lation size only occurred around 11 kya. Why is this the case? It seems unlikely that 
it took somewhere between 30 and 150,000 years for humans to happen upon the 
idea of domesticating crops and adopting stationary (as opposed to nomadic) life-
styles. Richerson et al. ( 2001 ) have argued that the drier, highly variable, low CO 2  
world of the last glacial period would have been unfavorable for the evolution of 
agriculture until about 11,000 years ago, which is in fact when agriculture began to 
develop. It is true that anatomically modern humans were present in Africa during 
the last interglacial period without developing agriculture, and our understanding of 
events in Africa leading up to anatomical moderns spreading out of Africa around 
50 kya is still rudimentary (Richerson et al.  2009 ). Nevertheless, the case is strong 
that it was the right mix of biological and cultural preparedness and worldwide cli-
matic factors that triggered the widespread adoption of agriculture, sowing the 
seeds of modern civilization. 

 Even in the relatively stable global climate of the last 11,000 years, cultural inno-
vations have required the right social and environmental circumstances to thrive and 
evolve. One of the best markers of cumulative cultural evolution is the presence of 
complex technology. Before most of the world was connected by webs of commu-
nication and commerce, tremendous variability could be found in the complexity of 
each culture’s toolkits. What factors determine the limits of a cultural population’s 
technological complexity? 

    Population Size and Connectedness Predict Technological 
Complexity 

 Cumulative culture allows for complex technologies to be maintained and transmit-
ted across generations. As a result, humans have developed technologies that have 
allowed them to survive and fl ourish in wide ranges of environments. Spears and 
kayaks are useful for fi shing in marine environments, but would be quite diffi cult for 
naïve individuals to make and exploit on their own. Inuit populations living in Arctic 
climates learned to make warm skin clothing, build sleds, and breed and train dogs 
for sled travel. All of these cultural adaptations were essential for their long-term 
survival in the icy climate of the frozen North. The creation of all of these 
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technologies depends on the ability to transmit and maintain complex and cumula-
tive information and behaviors. However, learning complex behaviors and technolo-
gies is not easy. For example, not everyone is a great model for learning. In a 
generation, there may be only one or two great kayak builders. Moreover, not every-
one has the ability or the proclivity to learn complex skills. From among many stu-
dents, a gifted teacher may have only a few gifted pupils who can go on to teach 
others to the same high standard. How might these factors infl uence the mainte-
nance and transmission of complex cultural adaptations? 

 Using a mathematical model, Henrich ( 2004 ) showed that if (1) there is indi-
vidual variation in learning ability, and (2) students are usually less skilled than their 
teachers, then more complex skills will require larger population sizes in order to be 
maintained. Powell et al. ( 2009 ) then extended Henrich’s model and showed that it 
is not necessarily the absolute size of the population that matters, but rather the 
number of effective teachers available. Thus, contact with other groups can com-
pensate for a given group’s small population size. On the other hand, this theory 
implies that smaller and more isolated groups should have less complex technology 
than larger and more connected groups. Kline and Boyd ( 2010 ) analyzed fi shing 
and marine foraging toolkits from ten small-scale societies in Oceania and found 
that, as the models predicted, population size was the best predictor of toolkit com-
plexity, and also that higher rates of contact with other groups were associated with 
greater toolkit complexity, especially in relatively small groups.  

    When Disaster Strikes 

 If larger and more connected populations are associated with increased technologi-
cal complexity, what happens if there is a catastrophic event that suddenly shrinks 
the population or isolates a group from outside contact? Several documented cases 
suggest that this can lead to a loss of previously held technologies (Boyd et al.  2011 ). 
A well-known example is the case of the Tasmanians (Diamond  1978 ; Henrich 
 2004 ; Davidson and Roberts  2009 ). Isolated from mainland Australia after the seas 
began to rise at the end of the last glacial period, humans on Tasmania were stranded 
for about 8,000 years on an island that could not sustain more than a few thousand 
people, and remained isolated from the rest of the world until their fi rst contact with 
Europeans in the late eighteenth century (Pardoe et al.  1991 ). Over the next several 
thousands of years following their isolation, the Tasmanians lost a number of previ-
ously held technologies, such as bone tools and fi shing hooks and the ability to make 
cold-weather clothing, which were nevertheless maintained in Aboriginal communi-
ties on the Australian mainland. Moreover, the archaeological record on Tasmania 
points to a gradual loss of technology following their isolation. For example, the 
record indicates that between 8,000 and 5,000 years ago the Tasmanian diet was 
heavily dependent on fi sh. However, the presence of fi sh in their diet (as seen in the 
archaeological record) was declining by 5,000 years ago and had completely disap-
peared by 3,800 years before present, even though the relative proportions of other 
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elements in the Tasmanians’ diet did not shift much. Other technologies that 
appeared on the mainland after the Tasmanian separation may have never arisen on 
the island at all. For example, boomerang use was widespread on the mainland by 
the time of European contact, and the remains of boomerangs dating back to over 
11,000 years ago have been found in a peat bog in South Australia, but none have 
ever been found in Tasmania (Davidson and Roberts  2009 ).   

    Technological Complexity in the Modern World 

 The past two centuries have seen exponential growth in both the size of the human 
population on Earth and the complexity of our technology. Each new technological 
innovation has built upon previous or contemporary technologies, and those innova-
tions have spread with startling speed. Consider that a person alive today born 100 
years ago would have witnessed the inventions of—just to name a few—the televi-
sion, the transistor radio, modern plastics, the jet airplane, the electric guitar, the 
microwave, the credit card, the remote control, the compact disc, personal comput-
ers, cell phones, the internet, GPS, DNA fi ngerprinting, Prozac, Viagra, gene 
sequencing, smart phones, and unmanned drone aircraft. Consider also that in that 
time, the world population has not only quadrupled, but has become vastly more 
connected. Three-fourths of the world’s people now have access to cell phones 
(World Bank  2012 ). Social media such as Facebook, Twitter, and Google + allow 
information, ideas, and norms to spread faster and wider than ever before. The 
research university and other formal educational and R&D organizations spread 
technical information to ever larger numbers of students and support ever larger 
numbers of research scientists, design engineers, manufacturing specialists and 
maintenance technicians. 

 Access to advanced technologies is extremely widespread. However, the knowl-
edge and ability to create innovative new technologies rests in the hands of rather 
few individuals in each separate fi eld. Moreover, many technologies require compli-
cated collaborations between individuals with different skill sets and access to 
resources—a prerequisite fulfi lled by large numbers of people with access to com-
munication networks and substantial wealth. As our population grew and became 
more interconnected, our capacities to invent and sustain complex technologies 
increased. However, the maintenance of those technologies is not guaranteed. For 
example, it may be that the number of highly trained engineers necessary to sustain 
(much less advance) modern highly complex technology is quite large. If the global 
human computer were to suffer some kind of setback (due to a political, economic, 
or environmental shock), the loss of individual experts or the reduced communica-
tion between them might further exacerbate the original setback, much as a shrink-
age of population size and/or contact caused the loss of complex technology on 
Tasmania and on remote Pacifi c islands. As an example from a complex society, 
consider also the setbacks to technology and knowledge in the former Western 
Roman Empire after its political collapse. Depopulation and the fragmentation of 
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the formerly unifi ed polity and economy resulted in declines in literacy and the hol-
lowing out of civil engineering skills so advanced by the Romans. Old buildings and 
roads fell into ruin and new construction did not recover to Roman standards until 
the Late Medieval period. 

    How Fragile Is the Global Human Computer? 

 Could a disaster characterized by a sudden loss of either population or connected-
ness really lead to a global loss of technology? Maybe not. The world is extremely 
well connected. This may create redundancies and plasticity that could prevent loss 
of technology, provided the damage was not too extensive. Consider an analogy to 
the human brain. Damage to the left hemisphere of the cerebral cortex, such as 
caused by a stroke or traumatic brain injury, can cause diffi culties in the production 
or comprehension of language (aphasia). However, if a patient speaks more than 
one language, she may show differential patterns of damage and recovery between 
languages, making the patient more likely to regain or retain language use in at least 
one language (Goral et al.  2002 ). Increased social connections whereby similar 
technologies are produced via slightly different pathways may increase the robust-
ness of complex technologies. We also have large information reserves in the forms 
of books and internet databases. Although the Romans had books, the printing press 
had not yet been invented, and as such dissemination of information was limited. 
Merlin Donald ( 1991 ) has argued that literacy and numeracy, leading to the external 
storage of information, is one of the great advances (of three) in the origin of the 
modern mind. The unaided human brain has a limited memory and a limited ability 
to handle quantitative calculations. Literacy and numeracy not only relieve these 
limitations but also increase connectedness via books and other forms of written 
communication. Mass literacy and inexpensive mass media following the invention 
of the printing press greatly multiplied the number of people who could participate 
in advancing and spreading technology and other innovative ideas. 

 Nevertheless, it is possible that technology may be lost should disaster strike. 
Much of our specialized knowledge is collected by institutions, and that knowledge 
could rapidly vanish. Skilled people can die, books can be burned, and computers 
can wear out. Cumulative culture creates infrastructures that facilitate the persis-
tence and growth of technologies and innovations. The maintenance of modern 
medicine, for example, leans on the infrastructure of the medical school system as 
much as it does on the availability of information. If young would-be doctors didn’t 
have anywhere to train, it would be diffi cult for them to become as skilled as today’s 
highly trained doctors regardless of the persistence of medical textbooks. If the 
population necessary to maintain a particular technology were to suffer a loss, it is 
not clear that recovery would be swift. 

 Even if a technology  is  lost, knowledge of the technology’s existence and its 
associated benefi ts may help to recover it. The archaeological evidence shows that 
for thousands of years following their separation from the mainland, the Tasmanians’ 
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diet involved large quantities of fi sh. When European’s visited the island, however, 
the islanders were astonished at their success in pulling fi sh out of the ocean, but 
refused offers of fi sh to eat (Davidson and Roberts  2009 ). This taboo on eating fi sh 
almost certainly arose after the islanders stopped fi shing, along with their loss of the 
technology to make bone fi shing hooks. Importantly, the taboo would have also dis-
suaded potential innovators from re-inventing fi shing equipment, or prevented such 
technology from spreading should it have arisen. While this taboo may have helped 
to concentrate efforts on the acquisition of land-based sources of food, it also poten-
tially halted technological innovation. In contrast, some of the more recent techno-
logical innovations in the modern world were driven by science fi ction writers’ 
visions of what could be. It is possible that, in the aftermath of a technology loss, 
recovery could be aided by visions of what once was.  

    The Future of Innovation 

 Is it possible for human computation to improve the operation of cumulative culture, 
so that we may avoid catastrophic technology loss altogether? We can draw insight 
from how it has been improved in the past, focusing on the last ten millennia and 
particularly on the most recent centuries and even decades. Table  1  details some of 
these mechanisms. Contemporary web-based efforts to speed the rate of innovation 
(e.g. Spigit.com, Innocentive.com, Google Scholar) are based on further improve-
ments along the lines outlined in Table  1 . Electronic storage is so cheap that we can 
aspire to have the sum total of human knowledge stored in electronic media. Even 
today a large fraction of that total is available to those of us with access to the web and 
a research library with electronic journal subscriptions. Top universities are offering 
free online courses and Wikipedia has authoritative micro-courses on a host of topics. 
Given that much innovation involves novel combinations of ideas, the ability to rap-
idly access a wider variety of ideas and skills should increase the rate of innovation.

   Two limitations to the power of the internet to help speed innovation remain. 
First, intellectual property issues must be solved. Book and journal publishers have 

    Table 1    Culturally evolved mechanisms for improving the effi cacy of cumulative culture   

 Mechanism  Examples 

 Development of off-line storage 
of information 

 Literacy, numeracy, and cheaper media such as 
clay tablets, paper, and electronic storage 

 Improvements in the dissemination 
of information 

 Cheap printing, lending libraries, internet search 
engines 

 Improvements in the capacity of individuals 
to innovate and the number of individuals 
prepared to learn 

 Mass education, specialized scientifi c and 
technical occupations, specialist textbooks 
and journals 

 Development of institutions designed 
to favor innovation 

 Intellectual property rights, research universities, 
lavish government support for basic and 
applied research, “Silicon Valley culture” 
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so far prevented rapid, inexpensive access to all potentially useful information, even 
in the realm of academic publishing where authors expect to be paid mainly in the 
form of prestige rather than money. Companies that crowdsource innovation, like 
Spigit and Innocentive, restrict access to their services to a closed community to 
protect intellectual property rights. Complicating the issue, the protection of intel-
lectual property rights likely provides a key incentive for innovators in the modern 
world of global interconnections. Users of information will often be strangers who 
will not be inclined to bestow prestige rewards on innovators, much less material 
rewards. Some small, simple, and automated per-view or per-download royalties 
would compensate creators of group-benefi cial innovations, who would not other-
wise benefi t from their work. 

 Second, as Polanyi ( 1966 ) argued, much knowledge is “tacit”—the fi ngertip feel 
for things that is very diffi cult, if not impossible, to reduce to print or pictures. For 
example, to educate scientists we still rely on the highly personalized, labor inten-
sive PhD system pioneered in Germany in the early nineteenth century precisely 
because it allows for the transfer of tacit knowledge. Similarly, fi rms expect to have 
to inculcate their organization’s ethos into technical and management hires. And 
one might reasonably entertain the possibility that most undergraduate students pre-
fer to attend residential universities, perhaps not entirely for the parties. Thus, the 
need to transmit tacit knowledge is enduring, and as such, seems to act as a funda-
mental limit on the rate of cumulative cultural evolution. 

 As we proceed into the future, what it means to improve our ability to generate 
and maintain cultural innovations may grow considerably less straightforward. The 
pace of evolution is set by the rates of dissemination and innovation. Human com-
munities are now integrated with digital devices that are themselves excellent learn-
ers, ratcheting up our ability to innovate. With more people producing more 
technology with more variation than ever before, culture is evolving at increasing 
rates. A concern, however, is that modern cumulative culture operates much more 
rapidly in some areas than in others. Technology that can be adopted by an indi-
vidual, for example, can often spread faster than institutions that require coordina-
tion among many individuals. 

 Which problems we solve with our technology will depend partly on what we 
perceive to be the salient problems. Culture infl uences how we perceive the world 
(Smaldino and Richerson  2012 ). If our problems continue to be framed in terms of 
the accumulation of wealth and power, then the human computational engine will 
surely continue to apply its problem-solving powers in that sphere. That strategy, 
however, will very likely lead to a catastrophe with the potential to disable the infra-
structure of the global human computer that made it possible. As Nardi writes in her 
eloquent chapter (this volume), “There is no energy cornucopia waiting for us to tap 
into; we live on a specifi c planet, with specifi c resources. We are in the process of 
using up those resources.” A more promising direction, in terms of prolonging the 
existence of our impressive culture achievements, is to attempt to guide the evolu-
tionary forces that shape cultural change toward those individual mindsets and 
social and legal institutions that promote forethought and sustainability.   
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    Summary 

 Cumulative culture is the engine that drives the remarkable power of the global 
human computer. It enables societies to act as super-duper computers by ratcheting 
up technological and cultural innovations. Once culture can accumulate, the ability 
of a society to maintain and spread complex technologies is directly related to the 
size of the population and its connectivity with other populations. Larger and more 
connected societies can maintain more complex technologies. This also means that 
sudden isolation or a drop in population size can lead to a loss of technology. The 
modern world maintains highly complex technology requiring the interactions of 
many varied, superbly trained individuals. A catastrophic loss in terms of either life 
or connectivity has the potential to trigger what some may consider an equally dev-
astating loss of technology. While our interconnected society may have the resources 
to avert such a second-order crisis, our best bet in the face of a loss of technology is 
to retain knowledge of its existence in our collective memory and to continue devel-
oping the kinds of human computational tools that have served us in the past. As the 
accelerated pace of our cultural evolution comes at the cost of increased resource 
use, however, we may need to focus on shifting the evolutionary forces that guide 
the norms and institutions that defi ne the psychological state space of problems and 
solutions. It would be a shame to damage the global human computer through a 
product of its own doing.     
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           Introduction 

 Technological developments play a critical role in arenas of war, from increasing or 
decreasing their likelihood, to changing the nature of warfare, to affecting recovery. 
Writing, cartography, advances in mathematics, and the rise of robotics are exam-
ples of such developments. Human computation is a relatively new, but already 
signifi cant contributor to this area. In this chapter, we explore the topic of human 
computation and confl ict from the perspective of trying to diminish the damaging 
impacts of war. In particular, we focus on how human computation may infl uence, 
positively or negatively, efforts to prevent, de-escalate, and recover from armed con-
fl ict in the early twenty-fi rst century. 

 Our approach refl ects our interest in minimizing the human and fi nancial cost of 
warfare. We draw from recent empirical research on the causes of war at a societal 
level, reconciliation efforts at the community level, and drivers of empathy and 
compassion at a personal level. We proceed by highlighting a range of work from 
the area of human-computer interaction (HCI) and the diverse disciplines and 
research streams that it brings together (e.g., persuasive computing, crisis informat-
ics, collapse informatics, etc.). These exemplar projects weave together research 
and practice, exploring the diverse ways that human computation might help (or 
hinder) efforts to avoid, minimize and recover from armed confl ict. We also suggest 
research questions that scholars embarking on these projects are well positioned to 
address. In these discussions we focus on human computation from an HCI 
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perspective. We highlight interactive technologies and techniques that facilitate 
novel forms of human interaction in support of explicit objectives. 

 We stress the need for work in this area to be explicitly socio-technical in 
approach. We strive to avoid technological deterministic positioning, recognizing 
the infl uence of policy and praxis, values and valuing in this complex human arena. 
The features of computational tools do not stand in isolation, they are enmeshed in 
complicated modern ecosystems. In other words, we believe that attention must be 
paid to the social and cultural context within which specifi c human computation 
technologies will be used. In this way, the impact of these tools can be better under-
stood and objectives are more likely to be achieved in specifi c contexts.  

    Empirical Research and Confl ict 

 During the past 15 years, solid empirical research has signifi cantly enriched discus-
sions around the causes of armed confl ict. Prominent scholars, such as Frances 
Stewart and Paul Collier have used 50 years of human development data from the 
United Nations to understand the conditions that make it more likely that a country 
will be part of a civil or international war in the near future (Stewart  2002 ; Collier 
 2007 ). Collier, in particular, has done extensive statistical analyses of these data 
sets. They found private motivation (i.e. fi nancial profi t) to be a primary motivator 
of armed confl ict, often linked to trade in primary commodities. Other causes 
include a failure of the social contract, rapid economic decline and social unrest, 
environmental stress, certain forms of ethnic and religious fractionalization, a high 
proportion of young men in the population, partially democratic governments, and 
geographic and historical factors (Stewart  2002 ; Collier  2007 ; DeRouen and 
Goldfi nch  2005 ; Nardi, this volume). These researchers have also identifi ed factors 
that reduce the likelihood of armed confl ict. These factors include being a fully 
democratic country, and having a better educated population (Stewart  2002 ; Collier 
 2007 ; DeRouen and Goldfi nch  2005 ). Collier, in particular, found that each addi-
tional year of education for the general population reduces the risk of civil war by 
about 20 % in a country (Collier  2007 ). A recent issue of Science magazine has 
explored additional factors with respect to their impact on armed confl ict including 
the role of gender, climate change, empathy, racism, and modern forms of commu-
nication such as Twitter (Riddihough et al.  2012 ). In our discussion of human com-
putation, we present how some of the key factors (e.g., political engagement, health, 
social stability, connectedness, education, empathy, access to modes of communica-
tion) are-and will likely continue to be-affected by human computation. A more 
detailed discussion of these factors can be found in a paper by Hourcade and 
Bullock-Rest ( 2011 ). 

 In addition to societal factors, psychologists and neurologists have provided 
novel insights into how empathy and compassion work in individual minds and 
across groups. In his recent book  The Science of Evil , Simon Baron-Cohen dis-
cusses the brain’s empathy circuit and how damage to these parts of the brain affect 
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empathy. In doing so, he also discusses the elements that activate the circuit, including 
touch, gaze, seeing someone else do or experience something, and recognizing 
emotions (Baron-Cohen  2011 ). These are critical to our discussion of human com-
putation as technologies that do not let us see other people or understand how they 
feel can prevent empathy and compassion from manifesting during periods of criti-
cal communications.  

    Addressing the Precursors to Confl ict 

 In the following sections the reader will fi nd many examples of measures that appear 
promising in term of addressing the causes of war, refl ecting our stance that prevent-
ing confl ict is far more cost effective than attempting to ameliorate its effects once 
begun. 

    Politics, Democracy and Political Engagement 

 Given that fully democratic nation states are less likely to participate in armed con-
fl icts than less democratic states, studying how human computation technologies 
are leveraged in political campaigns is a pertinent topic. This is one area where the 
effects of tools using human computation techniques are already noticeable, with 
political campaigns attempting to leverage new mobilization strategies. For exam-
ple, in the United States, the 2012 presidential campaign in support of Barack 
Obama used combinations of web and mobile apps along with a massive database 
that made it very easy to distribute work for the campaign and to aggregate indi-
vidual decisions and actions into a coherent whole. These tools were used to orga-
nize volunteers, manage personal visits and phone calls in real time, even enabling 
volunteers to make quick, targeted phone calls when they only had a few minutes 
available. They even matched volunteers with the people they would contact based 
on common life experiences (Lohr  2012 ). 

 Social media and user-generated content are also playing a role. One example is 
the successful online campaign to defeat the SOPA/PIPA legislation in the United 
States, which initially had large bipartisan support in Congress. While not entirely 
a grassroots campaign since it had the support of the likes of Wikipedia and Google, 
it provides an example of how online organizing can infl uence decisions by elected 
offi cials (Kravets  2012 ). These tactics are increasingly used by advocacy groups 
who prepare messages and ask supporters to mail them to their elected representa-
tives through automated systems. Messages that may have taken signifi cant effort or 
cost in writing and mailing a letter, or making a long distance phone call 20 years 
ago, are now “delivered” after only a few clicks. Thus, the convincing of politicians 
is quickly distributed to interested citizens who can quickly comment and exercise 
infl uence. 
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 These efforts are spreading. Just north of the United States, extreme budget cuts 
proposed in 2013 motivated the grassroots development of the Budget ReACTion 
Project (BRP). BRP is an initiative designed to scaffold the ability of communities 
across Canada to work collaboratively to analyze the 2013 budget and how it will 
affect local services (  www.openthebudget.ca    ). BRP is using crowdsourcing, a 
catch-all term for distributed problem solving. In this case algorithms outsource 
specifi c steps to human experts, engaging local policy wonks in a breakdown of the 
hundreds of pages of the budget proposal. It is hoped that by dividing up the budget 
and localizing the level of analysis, BRP will help communities across the nation- 
state come to a richer understanding of the likely infl uences of the recent budget 
proposal, so they can mobilize action more effectively. 

 A positive from some of the examples above is that human computation may 
provide ways for citizens to increase their civic engagement. Consider the Budget 
ReACTion Project discussed above and how the use of algorithms for dividing the 
work makes it easier for policy experts to participate in parsing government budget 
proposals, in turn this parsing makes it possible for local citizens to take informed 
action in response to these proposals. This may involve discussing political issues 
with neighbors, potentially engaging the brain’s empathy circuit. These types of 
engagement may also lead to a better informed citizenry, something that has long 
been highlighted as a necessary component of a well-functioning democracy. 
Human computation also provides more opportunities for people to organize cam-
paigns and develop informed proposals that make their way from the bottom up, 
increasing participation in the democratic process. 

 Obviously activism and political campaigns can also be used to start wars or stig-
matize groups; consider the use of online “guerrilla tactics” to promote or demote 
content and opinion. Activist groups are training followers on these tactics so that 
when news stories about a topic of interest are presented in an online forum, follow-
ers are alerted and proceed to fl ood discussion areas related to the story with com-
ments supporting their viewpoint, adding “likes” to friendly comments and “dislikes” 
to opposing comments (Hiar  2010 ). Even in widely read national news media, 100 
online “soldiers” are able to manipulate their views into the “most liked” category for 
a given story, providing an inaccurate sense of popular opinion on a matter. These 
tactics could easily extend to efforts of intimidation, suppressing the opinions of 
those who have moderate opinions, and we can see this happening in online forums 
when things get particularly heated. Eventually, extremists are often the only ones 
left. Guerrilla tactics may also be used to quickly spread misinformation. Additionally, 
there is the possibility that human-computation could lead to more top-down 
approaches where people get used to repeating slogans or “talking points” coming 
from organizations or political parties (e.g., through the use of the Obama campaign’s 
extensive voters database), without researching the information and reaching their 
own conclusions. There is no question that human computation tools in the political 
arena have the potential to be used to increase the chances of armed confl ict. 

 One of the most compelling areas of research on political engagement explores 
using human computation to entice citizens to interact with each other around divi-
sive political topics in constructive ways. One HCI-focused research group investi-
gating this area is the University of Washington’s Engage Project. This team of 
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researchers is exploring the design of interactive, digital systems that encourage 
refl ective engagement on charged topics, with a recent focus on voting (e.g., Freelon 
et al.  2011 ). Their Living Voters Guide aims to bring “… voters together to discuss 
and integrate their perspectives, in contrast to our media environment of divisive 
soundbites. It is a voters’ guide that is co-created by everyone who participates. It 
evolves as citizens consider the tradeoffs for each measure.” 

 There are further obstacles to supporting civil, civic debate when considering 
those living under more restrictive political regimes. In many contemporary nation- 
states stating the wrong opinion online can land an individual, and those who man-
age the site, in prison. How can human computing endeavors and associated policies 
help protect open discourse in politically fraught environments? The Voices from 
the Rwanda Tribunal project is investigating this space, designing a system to foster 
discourse in Rwanda, engaging the tensions related to citizens’ abilities to express 
opinions related to the United Nations Criminal Tribunal for Rwanda in a highly 
constrained political climate (e.g., Nathan et al.  2011 ). This project underscores the 
need to take political conditions seriously as technological features    that suggest but 
are unable to guarantee anonymity can have dire consequences for individuals who 
express ideas deemed unfavorable by the current political regime. 

 It is also important to keep in mind that requests for engagement in political 
activities could quickly become overwhelming, with ever urgent requests from 
advocacy groups haragunging citizens for their participation. There is a clear pos-
sibility that this could overwhelm people and lead them to disengage from all such 
activities. Research is needed so opportunities to engage are presented in a manner 
that helps individuals assess the importance of participation and its repercussions in 
relation to their interests, values and the wider political context.  

    Consumer Awareness 

 Primary commodities are often used to fund wars, especially civil wars waged in 
low-income regions of the world. Ross ( 2006 ) identifi ed a causal relationship 
between oil, gas, and diamond wealth and the onset of civil war, with a marked 
increase in the likelihood of this happening starting in the 1970s. In addition, he 
found that confl ict duration was linked to the amount of “contraband” possible, 
including gemstones, timber, and narcotics. 

 Primary commodities have to be sold somewhere and often end up in the hands 
of consumers who are unaware that they are indirectly funding a violent civil war 
halfway across the world. The eastern side of the Democratic Republic of Congo is 
a region where the insatiable demand for rare earth minerals needed to build con-
temporary digital tools continues to add fuel to horrifi c confl ict. Simply stated, tan-
talum (recovered from ore minerals such as columbite and tantalite) incorporated 
into a new cellphone or laptop can lead to more weapons being purchased by violent 
warlords (Smith and Mantz  2006 ). There are increasing efforts to provide consum-
ers with the ability to trace what they purchase. Many grocery stores and supermar-
kets specializing in “natural” products increasingly display the origins of their 
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merchandise. Clothing companies (e.g., All American Clothing) are also moving to 
provide tracing of their supply chain, especially when they wish to highlight a prod-
uct’s origin in a particular country. 

 Human computation could play a role in bringing further transparency to product 
tracing. One way would be to enable people who work in different parts of the sup-
ply chain to provide testimonies or even live feeds of their workdays. The technol-
ogy exists but the practices and policies of such broadcasting are still developing. 
Similarly human computation could play a role in providing unoffi cial tracing of 
products, enabling people working in the supply chain to provide “on the ground” 
testimonies and information on the products consumers may purchase, even if the 
manufacturing companies are not interested in supporting this type of information 
sharing. Buycott is an example of such an app, enabling consumers to scan barcodes 
and instantly learn about the companies involved in manufacturing a product 
(Buycott  2013 ). 

 Human computation could be a game changer in product traceability, enabling 
better informed consumers who may come to expect ready access to that information 
and distrust products that do not provide it. In turn, this could potentially deal a seri-
ous blow to the fi nancing of civil wars, and to companies and organizations that 
directly profi t from the hidden nature of the funding sources for these confl icts. Black 
lists of products, for example, could be provided by organizations consumers trust. 

 An unintended negative effect could occur because people who do decide to 
participate in “on the ground” reporting could risk their jobs and livelihoods. If 
employers discover that individual employees are revealing less savory practices, 
questionable conditions and connections to confl ict, they may fi re these employees. 
There is also the likelihood of misrepresentation, with companies either obscuring 
the true origins of products or the broader socio-cultural conditions in which the 
products were manufactured (similar to “green washing”). Human computation 
traceability endeavors require a high level of trust and oversight processes to be 
developed. 

 The ability to provide product tracing is still in its infancy and there is the need 
for investigations into robust ways of providing this data that incorporate human 
computation techniques. This may require generating an automated narrative of 
how a product got to you based on individual contributions from people throughout 
the supply chain. It would be useful for tools to be able to provide the right amount 
of information tailored to particular consumer interests (e.g., confl ict prevention or 
ecological footprint) while enabling a quick, intuitive way of visualizing consumer 
impact (e.g., visual analytics).  

    Humanizing Connections 

 Convincing people to support a war often involves the demonization and dehuman-
ization of “the other”. This happens through the spectrum of actors in armed con-
fl icts, from democracies to terrorist groups (Ivie  1980 ; Weimann  2004 ). 
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Demonization efforts are much harder to accomplish if many people are familiar 
with members of the other groups and are aware of their common humanity. The 
increasing worldwide availability of the Internet can make it easier than in years 
past to forge connections between people from widely different groups. Social 
media provides interesting platforms for these connections to happen in a massively 
distributed way. 

 A particularly compelling example of these connections comes from the use of 
early versions of social networking software on the island of Cyprus during the 
1990s. At the time, people from the Greek and Turkish regions of the island were 
forbidden to communicate with each other and could only meet by travelling to 
other countries. Digital connectivity in the early years of the Internet provided an 
opportunity for dialog that likely played a role in the thawing of tensions between 
the two sides (Hourcade et al.  2012 ). 

 There have also been unanticipated opportunities for massive international col-
laborations. For example, consider musical compilations or movies put together by 
a large number of online contributors from around the world. Oscar-winning direc-
tor Kevin Macdonald put together the feature fi lm  Life in a Day  based on thousands 
of contributions from around the world (Macdonald  2011 ). 

 Finally, there could be opportunities to better understand events from the other 
side’s point of view by engaging in discussions following rules that lead toward 
agreements. There are examples of co-narrating a confl ict (none other than the 
Israeli-Palestinian) with multitouch interactive tabletops that could be taken to the 
online world (Zancanaro et al.  2012 ). The opportunities for creative collaborations 
with people we may never meet face-to-face will continue to increase and provide 
unprecedented worldwide humanizing connections. 

 Massive online connections with people from other groups can help humanize 
them and reduce the social distance between people from different backgrounds, 
cultures and value systems. Members of opposing sides may fi nd commonalities in 
activities or interests that may take them away from thinking only about their differ-
ences. It certainly seems harder to support waging war, and potentially killing, the 
same people who helped you create something of beauty. 

 Online connections can also be used to affi rm extreme views and communicate 
only with people who share one’s ideas. It is easy nowadays for a racist to fi nd a 
large number of people who will validate those ideas online, while 15 years ago in 
many places it would have been far more diffi cult to identify and engage with a 
handful of like-minded people. There is a danger of creating echo chambers for 
political views that human computation efforts can further amplify, pulling people 
away from moderation because they remove dissenting views. 

 The main challenge for future research in humanizing connections is in estab-
lishing connections when people do not previously know each other. While this is 
already happening to some degree, especially for projects that receive a lot of pub-
licity, such as  Life in a day , it could potentially happen much more often for a vari-
ety of creative activities that may benefi t from international teams coming together 
online. A greater challenge is likely in providing people with incentives to join 
communities where there are respectful yet dissenting opinions, instead of joining 
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communities that solely provide affi rmation for existing views and positions. There 
may also be opportunities for research in designing massive online games that have 
peace instead of world domination as a goal. Role- playing games such as 
 Peacemaker  exist to challenge one’s personal skills at confl ict resolution, but there 
are certainly opportunities for taking these concepts to a larger scale.  

    Education 

 While it is unclear exactly why higher educational levels lead to a reduced likeli-
hood of confl ict, it is likely due to a combination of more knowledge about people 
and the world combined with greater economic opportunities that make entering an 
armed confl ict a less palatable endeavor. Human computation is increasingly play-
ing an important role in education (Beat et al., this volume). 

 Massive Online Open Courses (MOOCs) are arguably the most hyped phenom-
ena across academia in 2013. These are usually free (hence “open”) courses avail-
able online and intended for a massive audience. While these increasingly available 
offerings are primarily designed and targeted to a college-level audience, the impact 
of the approach could potentially be realized at other levels of education. For exam-
ple, something that easily separates groups of people is language. MOOCs could be 
used for foreign language instruction in primary and secondary schools, helping fi ll 
a gap in countries where there may be a shortage of foreign language instructors. 
Such offerings could help shorten the amount of time needed for countries to make 
qualitative leaps in their ability to teach specifi c subjects. 

 These efforts would have much to learn from other large scale efforts connecting 
classrooms across the world. For example, the collarative project iPoPP (created by 
GlobalSchoolNet.org and eLanguages.org) is a global e-learning platform for multi- 
lingual, project-driven collaboration (  http://www.globalschoolnet.org/ipopp/about- 
ipopp.html    ). It draws upon constructivist learning methodology and collaborative 
learning strategies to support projects amongst students from different language 
backgrounds. There are also less formal examples of multi-language, online col-
laborations that scaffold children teaching each other about their lives and activities 
(e.g., collaboratory blogs and YouTube videos) that further enrich the area of human 
computation. 

 The main positive about these endeavors is the sheer numbers of diverse peoples 
that may be reached. If motivated they may acquire valuable skills, learn novel 
points of view, open their minds, and develop critical thinking skills. The positives 
are more likely to occur in regions of the world that are far from educational 
resources, where people with the necessary background to teach may simply not be 
available. 

 Negatives may also come from these new technological practices in the form of 
decreasing the number of initiatives to improve educational institutions based within 
local communities. This may be of particular concern to regions of the world where 
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insuffi cient resources are dedicated to education, and children may engage with 
instructors or others who are unaware of local norms, culture and concerns, risking 
further marginalization of these young people and decreasing their motivation to 
actively participate in the learning experience. There is growing evidence that college 
students may be given credit for MOOCs that do not deliver the same quality of edu-
cation as in-person courses at institutions without enough funding to provide an ade-
quate number of courses given their enrollment numbers (Gardner and Young  2013 ). 
This problematic trend may eventually work its way to all levels of education. 

 The biggest impact in terms of peace will only be accomplished if human com-
putation efforts can contribute to educational levels in regions of the world where 
people are mostly illiterate. This means the diffi culties of getting any type of MOOC 
to these settings would be signifi cant in terms of developing supportive socio- 
technical infrastructures for student access. A compromise would be to use this 
technology to help accelerate the training of teachers, and do this while providing 
local content in a culturally appropriate way.  

    Poverty Reduction 

 Widespread poverty and a failure of the social contract can make joining an armed 
confl ict more attractive, since the alternative is not particularly agreeable. Education 
and good governance could certainly help reduce poverty, but other initiatives that 
make use of human computation could provide additional critical help. An example 
that makes use of human computation approaches is peer-to-peer micro-fi nancing. 
One of the best known examples is Kiva (kiva.org), a website that matches people 
with small amounts of money to lend, who are most likely in high-income regions 
of the world, with people in need of loans for small businesses in low-income 
regions of the world. As of March, 2013, after about 8 years of activity, Kiva had 
almost one million lenders and had given out over 400 million US dollars in loans 
to people in 67 different countries. Arguably the most signifi cant statistic is that 
Kiva has achieved a 99 % repayment rate. 

 Kiva shows a positive example of how peer-to-peer micro-fi nancing can signifi -
cantly address poverty. Thousands of people have accessed its loans, individuals 
who likely would not have had other ways to invest in their educational endeavors 
or small businesses. At the very least, initiatives like Kiva can provide an alternative 
to predatory loans whereas taking a loan becomes cost effective, feasible and con-
venient. These services can also cut down on the need for “middle-men”, reducing 
the cost of giving a loan and receiving repayment. 

 Micro-fi nancing is not immune to fraud, and while this has not yet hurt peer-to- 
peer micro-fi nancing signifi cantly, as the numbers increase, so will the likelihood of 
attracting scammers and hackers. The ability to scale auditing for large peer-to-peer 
micro-fi nancing efforts could be costly and diffi cult. The failure of a highly visible 
initiative could cause signifi cant damage to this approach to poverty reduction. 
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 Substantially scaling up these efforts will require research on how to design 
 systems that on a large scale can be trusted, reliable, transparent, and understand-
able by their users (both lenders and borrowers).   

    Ameliorative Actions 

 Once underway how might human computation efforts address the horrifi c realities 
of confl ict, potentially easing the suffering of those involved? In particular, how 
might these efforts empower those most affected to aid in de-escalating war? 

    Citizen Journalism 

 With an ever increasing number of people carrying smartphones that can record 
video or broadcast it live, the amount of citizen journalism entering mainstream 
media has grown exponentially. Anyone carrying such a device can record events 
and quickly share them. This can potentially reduce the incentives for parties in 
confl ict to use excessive violence as it is likely to be reported and may be diffi cult 
to deny or justify. This can prevent political disagreements from scaling into armed 
confrontations. For example, videos of an incident at the University of California, 
Davis where a police offi cer used pepper spray on demonstrators resulted in wide-
spread condemnation, with the university later paying demonstrators 1 million US 
dollars to settle the lawsuit (Favate  2012 ). If the incident had not been video 
recorded, police offi cers could have more easily argued that the use of pepper spray 
was justifi ed. 

 The past few years have seen a fl urry of development as various organizations 
(NGO, non-profi t and for-profi t) are developing platforms to support citizen jour-
nalism. An example is Ushahidi Crisis Mapping (  http://ushahidi.com    ) (see also 
Meier, this volume). Ushahidi was originally created to track post-election violence 
in Kenya in 2008, providing a free open-source tool for mapping and tracking infor-
mation via text, email, twitter, and other forms of communication. Today it is used 
by political activists, but also made a transition into use for disaster relief—mapping 
damage following 2010s “Snowmaggedon” on the east coast of the US and the mas-
sive earthquakes in Haiti (Ushahidi  2013 ). 

 Another project, more focused on specifi cally supporting citizen journalism is 
Global Voices Online. Global Voices is a massive blogging community dedicated to 
bringing citizen reporting from around the world into one centralized location. 
Project members seek to create a credible source for citizen journalism in order 
to promote free speech and bring a more equal level of media attention to happen-
ings around the world. Signifi cantly, posts are translated into over 30 languages. 
(  http://globalvoices.org    ) 

 Massive citizen journalism initiatives have the potential of preventing violence 
because of the diffi culty of perpetrators to deny their involvement in the activities. 
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But it also has the potential to de-escalate war if citizens see the gory consequences 
of their support. For example, in the most recent confl ict between Israel and 
Palestinians in the Gaza strip, both sides made efforts to immediately show the 
impact of the other side’s strikes on civilians, and in particular on children (Mackey 
 2012 ). This helped put international pressure on both sides to reach a ceasefi re. The 
same cannot be said of confl icts such as the civil war in Syria where media often has 
to be smuggled out of the country and tends to show consequences of violence with-
out context (i.e. who was directly involved) as opposed to live or recorded video 
footage of violent events. 

 There is also the potential for citizen journalism techniques to be used to monitor 
ceasefi res. Thousands of live camera feeds from a sensitive area could be used to 
instill trust between warring sides, and make it less likely for one side to break the 
ceasefi re without it been clear they were to blame. 

 There can also be negatives to these developments. For example, seeing violence 
may increase the support for violence as people may deeply desire acts of revenge. 
Likewise violence from a small number of people belonging to one group, may be 
used to justify violence against an entire group. Hence, people who seek to paint a 
group in a negative light will have a much larger amount of material to support their 
views. An additional issue with having large numbers of video cameras constantly 
running is the loss of privacy and the potential for massive spying, especially in 
countries where political dissent is simply not tolerated. 

 The blessing and curse of citizen journalism is the overwhelming quantity and 
varying quality of information that can be generated related to a single incident. 
Finding relevant information and verifying this information leads to a host of 
research questions, visualization challenges and aggregation opportunities. Scaling 
up these systems so they can be robust and are diffi cult to subvert will be critical to 
ensure their effectiveness.  

    Dealing with Emergencies: Crisis Informatics 

 The term Crisis Informatics was coined by Chris Hagar and grew out of her work 
with farming communities in the United Kingdom affected by extreme quarantine 
measures during the Hoof and Mouth disease outbreak in 2001 (Hagar  2006 ; Hagar 
and Haythornthwaite  2005 ). Others have contributed signifi cant work to this fi eld, 
investigating socio-technical interactions that occur during times of extreme crisis 
with an eye towards developing ways to support the mitigation of suffering. 
Although Crisis Informatics research is not limited to the time period when a crisis 
is underway, some of the most compelling scholarship has contributed powerful 
analysis of activities during this phase of a crisis (e.g., Starbird and Palen  2011 ; 
Palen et al.  2011 ). 

 Specifi c Crisis Informatics related projects include the Humanitarian 
OpenStreetMap Team (HOT). HOT draws upon the wiki project OpenStreetMap to 
collaboratively map crises and disasters. Volunteers working remotely gather data 
based on satellite imagery or other available data sets. This information is used to 
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inform and direct humanitarian responders on-location as they attempt to coordinate 
efforts quickly and effi ciently. Areas where HOT mapping projects have occurred 
include the famine in Somalia, the Presidential Election crisis in Ivory Coast, and 
earthquake damage in Haiti (  http://hot.openstreetmap.org/    ). 

 Crisis Informatics offers signifi cant potential in human computing terms by pro-
viding insights into methods for combining local, on the ground expert knowledge, 
with distributed volunteer expertise from around the world, enhanced with access to 
open data sources. 

 Potential drawbacks to this fi eld are related to the fact that many different play-
ers, with different motivations have access to open systems. Reports of crisis can 
bring aid, but can also bring those who wish to benefi t from the period of chaos and 
destruction. There are many open research questions related to both technical and 
sociological conundrums that face Crisis Informatics related efforts. These include 
issues of scale, addressing the challenge of “bad actors”, prioritizing needs, and 
connecting needs with expertise and resources.   

    Recovery 

 Armed confl icts leave indescribable suffering and heartache in their wake. Post con-
fl ict states often experience a time when individuals are interested in pursuing activ-
ities related to justice and reconciliation efforts. The efforts are aimed at identifying 
and addressing wartime atrocities and grievances and ways for neighbors (whether 
at the nation or street level) to trust each other again. There is a growing realization 
that the goals of justice and reconciliation are not necessarily linked and require 
different approaches in order to avoid exacerbating harms and contributing to the 
likelihood of future confl ict (Fletcher and Weinstein  2002 ). 

 Contemporary conceptualizations of  justice  and modern court systems require 
documentation, recorded evidence of wrongdoing to support investigations, indict-
ments, and hearings. In order for affected individuals to believe that justice has been 
delivered, they need have some evidence that the judicial process was followed. Yet, 
 reconciliation  efforts require the development of mutual understanding and a 
rebuilding of trust. Activities that focus on attribution and blame do not contribute 
to reconciliation. Instead, reconciliation efforts require the development of dis-
course between the affected parties, speaking and being heard. Human computation 
developments, many already introduced above, appear promising in terms of sup-
porting both justice and recovery efforts. 

    Archives and Justice 

 For centuries archivists have worked to preserve records, developing theory and 
practice related to critical attributes of records including issues of trust, authenticity 
and reliability. Archivists recognize the power of well managed records in battling 
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revisionist histories and shifting technologies that threaten our ability to understand 
and learn from our past. Governments and organizations with a deep appreciation 
for the importance of documenting their history for the longer-term (decades and 
centuries rather than over months and years) hire archivists to manage their records. 
Yet for most of us the term archive is used as a verb because we are unaware of the 
deep body of scholarship that archivists draw upon when they engage in archival 
practice and study. To archive something in the colloquial sense simply means to 
save it for the very short term (i.e., hit the save button and perhaps put it in a folder). 
When it comes to efforts to support justice after confl ict, nation-states and organiza-
tions who have had the ability to maintain records that hold up in court are far better 
positioned to see justice upheld. 

 Yet individuals, grassroots organizations, non-profi ts with low operating budgets 
and “seat of the pants” daily operations are not well positioned to contribute records 
considered trustworthy, reliable, and authentic to the courts. This is an area where 
human computation is beginning to contribute. While associated with earlier proj-
ects under the citizen journalism section that use citizen submitted video to share 
atrocities from around the world, WITNESS, a non-profi t that uses video to docu-
ment human rights abuses, also supports a media archive. The goal of the archive is 
to “…support of advocacy, prosecution of justice, truth telling, and the historical 
record. We believe that archives serve a critical role in human rights advocacy, by 
protecting and preserving evidence, restoring memory, ensuring the endurance of 
under-represented voices, and as a bulwark against impunity and forgetting” (  http://
witness.org/media-archive/about-the-collection    ). In large part, the professional 
archivists and digital preservation professionals that work for and with WITNESS 
aim to provide support for longer-term accountability by helping future generations 
understand some of the missing portions of offi cial nation-state histories. The orga-
nization holds footage of atrocities as they occurred, victim and witness testimony 
and evidentiary submissions. These materials come from the people most affected 
by armed confl icts rather than nation-state bureaucracies. To ensure the sustainabil-
ity of this project and others in this vein, signifi cant resources and socio-technical, 
human computation research will be necessary. 

 These types of activities require increasingly complicated modes of verifi cation 
and long-term stewardship as digital tools and processes become more complex. 
Modern digital tools have many amazing attributes (e.g., small, lightweight, inex-
pensive) but this technology is still in its infancy and we know that there are signifi -
cant challenges to preserving bits and bytes along with their provenance over the 
longer term. Efforts to create trusted, digital repositories are underway, but there are 
still many unknowns when dealing with the digital record lifecycle, from point of 
creation to long-term preservation.  

    Digital Media and Reconciliation 

 There is a long and well accepted practice of supporting ‘truth telling’ activities 
within and between communities recovering from periods of extreme confl ict 
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(e.g., armed confl icts between nation-states, civil war, genocide). Stakeholders, 
whether perceived as victim, witness, or aggressor are asked to come forward and 
share their version of particularly traumatic events associated with the confl ict. The 
belief stems from the idea that without acknowledging deep harms and different per-
spectives on these harms, recovery is more diffi cult and a return to confl ict is likely. 

 Truth and Reconciliation Committees (TRCs) such as Canada’s ongoing court 
sanctioned TRC provide a well established method for structuring truth telling 
events (Zalaquet  1997 ) often a fi rst step in a longer stabilization process (Long and 
Brecke  2003 ). Canada’s TRC is holding events across the country to acknowledge 
the extensive harms done to thousands of Aboriginal children, their families and 
their communities during the 130 year period when the federal government removed 
Aboriginal children from their homes and shipped them off to live in the (typically) 
inhumane conditions of Indian Residential Schools. Truth telling activities that 
occur in TRC sponsored events provide an opportunity for members of the various 
affected parties (in Canada’s case government offi cials, former students, victims’ 
family members, non-Aboriginal Canadians and members of religious organiza-
tions who helped run the schools) to come together and share their understandings 
of deeply distressing events. 

 How might the distributed, grassroots nature of social media applications and 
other more technically advanced human computation developments contribute to 
truth telling based reconciliation efforts, particularly in areas recovering from armed 
confl ict? Recent work by Michael Best and his colleagues working in collaboration 
with Liberia’s TRC provides initial answers to this question by carefully measuring 
and documenting the infl uence of rich digital media engagements, in this case 
involving the recording and viewing of video through a kiosk that toured the coun-
try, in support of the precursors to truth telling activities (Best et al.  2011 ). Although 
examples of media rich reconciliation efforts abound, the work in Liberia is distinct 
because they have attempted to empirically measure the infl uence of their digital 
media intervention. 

 Although endeavours in this area may appear similar to our earlier discussion of 
promoting human connections and empathy, it is critical to keep in mind that here 
we are considering human computation engagements with individuals, communi-
ties and nations that have undergone extreme trauma and are working through ter-
ribly painful memories. Although early work in the area of rich digital media and 
reconciliation efforts appears promising the obstacles are formidable in terms of 
establishing the infrastructure, both social and technical, needed to sustain and learn 
from initial efforts to promote reconciliation through rich digital engagement.   

    Human Computation and the Future of Warfare 

 Human computation is already taking an important place in modern warfare. From 
breaking up intelligence streams into pieces analyzed by thousands of people, to 
making key decisions in the ever-automated use of drones. For example, a drone 
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may fl y itself to an area of interest where a human operator makes a decision on 
what to target. This latter development, drones, and its extension into semi- 
automated robots is likely to bring about a signifi cant shift in how war is waged and 
how participants experience confl ict. 

 Drones provide many advantages to those using them. They greatly reduce the 
likelihood of casualties while providing better precision than indiscriminate use of 
bombing or artillery. In addition, they reduce the likelihood for mental illness asso-
ciated with warfare since those controlling drones have less, if any, direct exposure 
to a high amount of violence. 

 On the negative side, drones and their robotic cousins make it much easier and 
less painful to enter into an armed confl ict. With little risk for casualties, the human, 
fi nancial, and political cost of war goes down. This approach to warfare also makes 
it easier for individuals to join the war effort. Driving to an offi ce building to pilot 
drones or control robots is much less dangerous and life-changing than having to be 
deployed to a war zone. It also increases the distance between the drone pilot and 
those getting killed. As Lt. Col. Dave Grossman has mentioned, increasing physical 
distance makes it easier to kill (Grossman  1996 ), as the stimuli that might trigger 
our empathy circuit is much less likely to be felt. 

 Future use of these weapons could further reduce the presence of empathy in 
these situations, in particular if drones and robots are further automated so they 
make their own decisions on who to kill. An alternative to drones and robots that 
make decisions based on sets of rules (Arkin  2009 ) is to have human computation 
systems that bring more people in the loop to ensure that decisions to kill are well 
justifi ed, and that the consequences of those decisions are known to those making 
decisions, and to the ones to whom they are accountable. In a democracy this would 
imply the right for citizens to know the human consequences of their country’s 
actions in a war zone.  

    Conclusion 

 In this chapter we have discussed diverse ways in which human computation is cur-
rently affecting the likelihood of armed confl icts, and how it can impact de- escalation 
and recovery efforts. We have done this from the perspective that preventing, de- 
escalating, and recovering from armed confl icts is something to strive for, and that 
the opposite is not. We have touched on the likely future role of human computation 
in these areas. We have not intended to be exhaustive, but instead provide illustra-
tive examples to lead to provocative discussions and to evoke ideas for future work. 
We have also tried to make clear that what matters the most is how human computa-
tion is used, and not so much what specifi c technologies are built. 

 Given our perspective, we believe human computation will yield the most posi-
tive results with respect to armed confl ict when it is informed by research that helps 
us identify and mitigate factors that that make it more likely that armed confl ict will 
occur, and to identify and strengthen the factors that make war less likely. In 
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addition, human computation used to connect people in ways that engage the brain’s 
empathy circuit will lower the possibility of violence or its recurrence. 

 The choices are there for us and for you on how to design the next generation of 
human computation systems, and how to use them. We invite you to think about 
peace when you consider these choices. Our world can be no brighter than the 
worlds we dream of.     

  Acknowledgements   We would like to thank Natasha Bullock-Rest for her help with putting 
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          The Probable Future 

 We in the Global North enjoy historically high levels of wealth and economic secu-
rity. Our present abundance seems inevitable, deserved, stable. We do not believe 
our lives will ever be like those of people who lived during the Great Depression, or 
of struggling middle and lower classes in chronically economically depressed areas 
of the world. Yet a sober look at economic and environmental indicators strongly 
suggests that we are headed for a future of decreasing abundance. The goal of this 
chapter is to sketch a future of economic decline and discuss how we should priori-
tize computational resources to prevent the erosion of social gains achieved during 
the twentieth and twenty-fi rst centuries. The argument is not about “saving the envi-
ronment” or sustaining current lifestyles (which is impossible), but about sustaining 
and extending progressive social changes accrued during the period of industrial 
expansion. Human computation emerges as a positive force when collective human 
intelligence and technology are used together to solve problems and promote pro-
gressive changes (see Hourcade and Nathan, this volume). In this chapter, I make an 
argument for the likelihood of economic decline, and contend that information tech-
nology will serve an indispensable role in maintaining social progress. Technology 
has the capacity to help us defy historical patterns in which decline leads to regres-
sive social trends in human relations. 

 Progressive change is built on what Clay Shirky calls a “cognitive surplus” 
(Shirky  2010 ). Shirky describes the cognitive surplus as abundant wealth that allows 
time for online participation such as crowdsourcing, writing fan fi ction, game mod-
ding, and so on. But the notion of cognitive surplus is more general: wealth affords 
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people the time and energy to do things other than meet basic needs. We have a lot 
of free time because our economic system is so productive. In this chapter I draw 
attention to one of the things some people have done with the cognitive surplus: 
develop and promote progressive social agendas. Some people spend their surplus 
watching television (up to several hours a day), but luckily for most of us, a persis-
tent, energetic collection of various kinds of activists has been spending theirs look-
ing out for our rights. 

 For most of human history, rights for workers, women, children, LGBTQ 1  per-
sons, the disabled, the aged, the ill, and minority populations were unheard of. The 
dominant group (usually able-bodied men of the primary race/ethnicity) simply ran 
things. As an anthropologist I had the opportunity during the early days of my 
career to live in two such societies, one in Western Samoa and the other in Papua 
New Guinea. These were village-based societies with low levels of literacy, practic-
ing agriculture with hand tools. Although communities in these cultures provided 
close social bonds of the sort that have eroded to some degree in industrial society, 
and the communities produced beautiful art, it was also true that women had no 
voice in governance, the disabled were ignored or ridiculed, and people with alter-
nate sexual orientations were devalued. “Domestic violence” was not even a linguis-
tic category of action because hitting women and children was seen as a natural 
mode of discipline. Old people, unproductive in a horticultural setting, were often 
isolated and untended as they grew feeble and sick. 

 Largely during the twentieth and twenty-fi rst centuries, conditions changed as 
social activists addressed themselves to an Enlightenment agenda of progress, 
defi ned as equality for less equal groups. In industrial societies, workers and minori-
ties were important groups for whom it was necessary to extend rights, in addition 
to women, the disabled, and so on. 

 We have not by any means solved the problems of inequality. Groups such as the 
mentally ill, homeless, and those addicted to drugs, are still often completely out-
side societal protections. We are a ways from true equality for all groups. Nonetheless, 
it is important that we recognize the immense progress that has been achieved. This 
progress is recent, tenuous, expensive to sustain, and far from stable. Looking to the 
future, equality is threatened in a scenario of economic decline because the cogni-
tive surplus will be reduced as wealth is reduced. If we are economically stressed we 
will address ourselves to what will reasonably seem like more pressing problems 
such as food security, maintaining social order, providing shelter. 

 Is there a role for information technology in sustaining hard won gains in social 
equality? I believe there is. This chapter sketches probable causes for economic 
decline, followed by a discussion of what we know of “collapsed” societies histori-
cally, and how information technology might enable us to defy historical patterns. 
Both activist and technical activity will be necessary. Human computation should 
include using human cognitive capacity to understand how to deploy technical 
resources wisely, with compassion and social foresight—not only for instrumental 

1   Lesbian, gay, bisexual, transgender, queer. 
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purposes of effi ciency and corporate profi t. I argue that notions of human computa-
tion must, recursively, develop a clear sense of why we are using computation in the 
fi rst place, understanding how it enhances human life. Vint Cerf recently called 
upon the ACM membership to “develop better tools and [a] much deeper under-
standing of the systems we invent” ( 2012 ). Cerf acknowledges that in its short his-
tory, computer science has transformed human experience, but he also notes that it 
has offered much less in terms of tools and practices for comprehending what it has 
unleashed. The call for the  Handbook of Human Computation  identifi es “creativity, 
intuition, symbolic and logical reasoning” as central to human computation. These 
capacities derive from our lengthy sociobiological evolution from primitive humans 
to  homo sapiens sapiens , but the speed with which we have only recently developed 
sophisticated information technologies along with a progressive social agenda, 
derive directly from the cognitive surplus.  

    The Wealth of Our Nations 

 Tomlinson and Silberman ( 2012 ) argue that “the cognitive surplus is made of fossil 
fuels.” They remark that while Shirky takes the cognitive surplus as a given and 
seeks only to describe it, we must also understand how the cognitive surplus is pos-
sible, and why it occurred during the current historical era. Tomlinson and Silberman 
observe that our free time is not really quite so free:

  Both the free time that forms the “raw material” of the cognitive surplus and the technolo-
gies and practices of coordination that enable it to be treated as a single resource rely on 
huge technological infrastructures. These infrastructures are largely powered by fossil 
fuels. 

   So what will happen when we run out of fossil fuels? These fuels, in particular 
oil, are the most energy dense substances humanity has ever had at its disposal. One 
barrel of oil is the equivalent of about 25,000 hours of human manual labor 
(McKibben  2010 ). Hawken et al. ( 1999 ) observe that:

  Machines powered by water, wood, charcoal, coal, oil, and eventually electricity acceler-
ated or accomplished some or all of the work formerly performed by laborers. Human 
productive capabilities began to grow exponentially. What took two hundred workers in 
1770 could be done by a single spinner in the British textile industry by 1812. 

   And of course we have come a long way in effi ciency since 1812. 
 But it is imperative to remember that fossil fuels are fi nite resources. Even disre-

garding the costs of environmental cleanup and health impacts the extraction and 
use of fossil fuels entail (see e.g., O’Rourke and Connolly  2003 ; U.S. National 
   Research Council 2010; Epstein et al.  2011 ; IPCC  2012 ), the fact is that these 
resources are not forever. They will fi rst become expensive, then prohibitively 
expensive, and then they will run out (see Hirsch et al.’s report for the US Department 
of Energy ( 2005 )). Energy conservation, something we do not like to think much 
about, will be necessary. 
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 Alternative sources of energy such as solar will be more fully utilized in the 
future. But alternative energies are no match for fossil fuels in terms of energy pro-
duced. Solar, for example, does not work well when the sun is not shining. In China, 
where solar energy is used much more widely than in the US, residents take short 
showers in the winter and put up with more discomfort than Americans and 
Europeans are used to (Gui, 2013, personal communication). All alternative energy 
sources rely on at least some fossil fuels for production and distribution (Zehner 
 2012 ). There is no energy cornucopia waiting for us to tap into; we live on a specifi c 
planet, with specifi c resources. We are in the process of using up those resources. 
O’Rourke and Connolly ( 2003 ) observe that going forward it will cost more to 
extract remaining fossil fuels, including escalating environmental and health costs:

  On– and off–shore exploration, drilling, and extraction activities are inherently invasive and 
affect ecosystems, human health, and local cultures. [Impacts] include deforestation, eco-
system destruction, chemical contamination of air and water, long–term harm to animal 
populations (particularly migratory birds and marine mammals), human health and safety 
risks for neighboring communities and…workers. 

   It seems likely that our reliance on fossil fuels will end in an economic decline to 
which we will have to adapt. This reality appears all but inevitable given several 
factors in addition to the fi niteness of fossil fuels. First, we are doing little to alter 
current patterns of consumption; there is no real effort to conserve remaining 
resources. On the contrary, we are engaging in destructive, costly practices such as 
fracking to extract diffi cult-to-access oil and natural gas. Second, it is not feasible to 
expect that biofuels and other sources of alternative energy will be direct replace-
ments for fossil fuels because their equivalencies to human labor are far below that 
of oil (Zehner  2012 ). Third, there are huge social costs to alternative energies; e.g., 
biofuels take land out of food production (Zehner  2012 ). 

 While it might seem that humans will once again pull the rabbit out of the hat in 
maintaining current levels of energy consumption through advances in technology, 
there are two things to consider. First, the price of the current prosperity of the 
Global North comes at the expense of the Global South. Our global society is one of 
massive inequality. Considerable global collapse already exists, once we look 
beyond the privileged countries of the West. Meadows et al. ( 1982 ) commented, 
“The view that global crises will occur in the future refl ects a parochial, developed- 
world perspective. For two-thirds of the world’s population, crises of scarce 
resources, inadequate housing, deplorable conditions of health, and starvation are 
already at hand.” Our “success” as a populous species is deeply inequitable, and we 
can therefore expect increasing civil unrest with fewer resources with which to 
address it because armies, drones, and so forth, rely on fossil fuels. We can expect 
citizens in rapidly developing countries such as China to ramp up toward Western 
levels of consumption which will hasten the depletion of fossil fuels. Second, tech-
nological proposals like space-based solar farms are far in the future, if they are 
feasible at all. They would require great quantities of fossil fuels and would cost 
vast sums. Given that only 12 people have ever set foot on our nearest neighbor the 
moon (a long time ago), and that NASA’s Mars Mission’s most ambitious proposal 
for the near future is “the return of Martian soil and rock samples for studies in labo-
ratories here on Earth” (NASA), it is an act of denial to suggest that we sit back and 
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wait for technological fi xes. It thus seems prudent to use some of our current cogni-
tive surplus to ask how we can begin to design information technologies for a future 
of scarcity, and to engage in an exercise of prioritizing which computational 
resources we should guarantee in a situation of scarcity. 

 In this chapter I am particularly concerned with protecting social gains as the 
environmental dangers are well rehearsed. What could it mean to design for social 
sustainability? The most important point is that we must absolutely protect the 
global communication channels the internet has created.  Social gains in the   twenti-
eth   and twenty-fi rst centuries were made not at local or regional levels, but at 
national and international levels.  Historian Christine Stansell describes the global 
feminist movement and how it not only mobilized women but coalitions of diverse 
constituencies in various locales. For example, the abortion reform movement rep-
resents the efforts of “physicians, psychiatrists, and family planning professionals 
along with activists” (Stansell  2011 ). Although abortion reform predates personal 
digital technology, these gains were made with modern communication technolo-
gies, and the continuing battle to protect rights, which in the United States are 
always under siege, is waged in part with digital tools. Rapid progress on issues 
such as marriage equality and other LGBTQ concerns owes much to digital technol-
ogy, as do other critical social struggles (Driver  2007 ; Gray  2009 ). 

 It might seem a no-brainer to advocate for a free internet. But how many of us 
really consider that even now the internet is vulnerable to bids for repressive gov-
ernment control in countries like China, and corporate control in countries like the 
US where issues such as net neutrality are far from settled? If, for example, corpora-
tions who own the infrastructure were to discount costs of connectivity to selected 
rich corporations that can afford to pay in volume, while charging the rest of us a 
premium, activists and ordinary citizens would suffer. As technologists we may feel 
that these decisions are outside our purview,  but they are in fact decisions made by 
technologists in corporations.  In this era of deregulation, government oversight is 
attenuated. The checks and balances of governance designed into the American 
Constitution (and similar documents in other countries) cannot operate if corpora-
tions assume governance. Lessig argues that “code is law” ( 2006 ), i.e., that the 
ubiquitous software systems underpinning commerce and communication dictate 
what we can and cannot do. Facebook can preserve everything it knows about you 
and use the information in ways it fi nds profi table. Amazon can offer cloud comput-
ing for vital services at low cost today but who knows what the pricing will be 
tomorrow? By contrast, telephony pricing was once strictly controlled by the gov-
ernment in order to offer universal service, and privacy protections for certain kinds 
of information such as health-related data were put in place before the era of deregu-
lation. We must thus acknowledge that we are moving toward law outside demo-
cratic process. Corporations are tasked with ensuring profi ts, not promoting 
progressive social agendas (see Suarez-Villa  2012 ). It seems likely that a future of 
scarcity will make it even more tempting to increase profi ts by, for example, moving 
away from net neutrality. Thus human computation must consider how to protect 
and sustain a free internet. Proposals such as wireless texting and data transfer 
undergirded by locally controlled infrastructure should be explored and promoted 
(Michelucci, personal communication).  
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    Learning from, Not Repeating, the Past 

 The urgency of sustaining free global communication in a future of scarcity is evi-
dent in the history contained in the archaeological record. Archaeological theories of 
collapse demonstrate that collapsed societies (such as the Maya, the Romans, and so 
on) lose complexity,  devolving to smaller scale units in smaller geographies  (Tainter 
 1990 ). When collapse occurs, the costs of governing wider areas become untenable, 
and social units shrink to smaller forms. It is precisely such smaller scale units (like 
the Samoans and Papua New Guineans I lived amongst) that assert rule by elites. 

 Smaldino and Richerson (this volume) note, “Larger and more connected societ-
ies can maintain more complex technologies.” They comment on the fragility of 
connected societies: “Much of our specialized knowledge is collected by institu-
tions, and that knowledge could rapidly vanish. Skilled people can die, books can be 
burned, and computers can wear out.” It is only through protecting the strengths of 
modern information and communication technologies that connectedness, includ-
ing broad coalitions of activists and citizens, can persist, uniting people to effect 
change and distribute control beyond small elites. In large-scale regimes of repres-
sion (such as the Soviets or the Nazis), elites maintained control by suppressing the 
free exchange of information and exerting stringent control over communication. 
Commentators such as Morozov ( 2013 ) observe that large corporations, which in 
the contemporary context have as much or more power as governments, are not 
subject to anything like the Freedom of Information Act. Are we moving toward 
systems in which we cannot question those who set policy? (There is some irony in 
the fact that Facebook, Google, etc. which traffi c in information are themselves 
behind information fi rewalls.) In this historical moment of deregulation, as we cede 
control to corporations that furnish indispensable infrastructures without which the 
economy—indeed society itself—cannot operate, we must ask to what extent cor-
porate policies protect social gains and promote continuing activism. And we must 
ask how we as citizens will infl uence those policies which operate in a universe 
largely outside democracy. Stansell ( 2011 ) says that feminism is “democracy’s 
younger sister—an invocation of the linkages between progressive social forms and 
their necessary mutual reinforcement—as well as a reminder that protecting one 
involves protecting the other. 

 The history of social reform tells us that we do not want to return to the past, that 
nostalgia for simpler times is patently misplaced. It is in the current era of national 
and international communication and collaboration that we have rapidly won rights 
for the groups I discussed. Going forward, we need to use resources of human com-
putation to prioritize sociotechnical projects to protect these rights. As Cerf said, it 
is important to develop a better understanding of the systems we invent, including 
their impacts on society. This prioritization is necessary as we envision a future of 
scarcity because the cognitive surplus will decline as we run out of fossil fuel. Time 
will be more precious. Levy ( 2007 ) invokes Thomas Aquinas to argue that time for 
refl ection is a moral imperative, and that “self-destructive work-fanaticism” defeats 
efforts to live better. Without deliberately setting aside time for the most important 

B. Nardi



1017

social projects, it will be easy to fall into “work-fanaticism” that erodes the gains we 
have accumulated in the era of cognitive surplus. 

 Since our problems—including ongoing and predicted environmental damage—
are global, it is essential that we sustain and promote empowered citizens of all 
kinds to work together to confront what will be very severe changes. Not only are 
rights for women, the disabled, and so on, critical for human dignity, they are crucial 
for empowering all people to address the massive, pervasive changes science tells us 
are imminent (see Greene; Hourcade and Nathan; Meier, this volume). Information 
technology has the capacity to empower formerly relatively powerless groups. For 
example, Wicks and Little (this volume) discuss ways in which people with serious 
illnesses make unique contributions to healthcare through participation in online 
forums. The authors note that people suffering stigmatizing diseases such as AIDS 
deployed communication technologies to organize and change the course of AIDS 
research. Information technologies have had a profound impact on society in extend-
ing new kinds of participation to formerly disempowered groups. A goal going for-
ward is to recognize the fragility of sociotechnical systems that Smaldino and 
Richerson (this volume) point to, and the enormous potential of the collective intel-
ligence embodied in human computation. 

 We will move to a new future that does not look like the past but also is quite 
different from the present. We will not have the economic abundance to sustain the 
way we live now. What will we give up? The amount of cheap consumerist junk that 
overfl ows our landfi lls will decrease. It is likely that we will travel less, eat more 
local foods, live closer to workplaces, perhaps even grow some of our own food. 
Proposals for edible offi ces (EO  2013 ), revivals of the ancient art of aquaponics 
(Rakocy et al.  2006 ), and urban chicken ranching may seem a little wild-eyed, but 
they are on the horizon (and present interesting computational problems). These 
changes constitute probable improvements to current ways of life. But I hope we do 
not give up our global network of information and communication technologies. 
Research areas such as crisis informatics (Starbird and Palen  2011 ; Al-Ani et al. 
 2012 ), collapse informatics (Tomlinson et al.  2012 ,  2013 ), and ICTD (information 
and communication technologies for development) (Sambasivan et al.  2010 ; 
Toyama  2010 ; Woelfer et al.  2011 ) are beginning to address how we will sustain 
connectivity in less than perfect conditions by studying and designing for current 
situations in which resources are stressed. We have much to learn from these efforts 
including designing digital technologies for unstable electrical grids, ensuring com-
munication during emergencies, and orienting ourselves to plan ahead to mitigate 
and even forestall problems.  

    Coda 

 As I was working on this chapter, the power on most of my campus was knocked out 
for several hours (something that had not happened in the 10 years I have been at the 
University of California, Irvine). I wrote in the glow of my battery-powered laptop, 
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mindful of the limited resource I on which I was now relying. As it happened, during 
the outage, Terry Winograd, an eminent scholar of human-computer interaction, was 
scheduled to give a talk to my department. We sat in a dim meeting room listening to 
Professor Winograd discuss his amazing life’s work in which human computation has 
fi gured prominently. Professor Winograd had no slides because of the failed power, 
but his talk was an inspirational historical accounting of progress in human-computer 
interaction. Perhaps prophetically,  the internet was still working —the university had 
decided that backup power would be allocated to connectivity during outages. As 
Professor Winograd spoke, we could tweet the event and some of the audience looked 
up things Professor Winograd was discussing, such as the old Eliza program with 
which some younger students were unfamiliar. It was a little warm and dark during 
the lecture, but we were enlightened! This occurrence was like a tiny visit to the 
future in which we will be making decisions such as: will it be slides and air condi-
tioning or connectivity? The university had decided in advance on connectivity—
surely the right choice given that had the emergency been more dire, communicating 
with the world and fi nding information would be the priorities. If we are to defy his-
torical patterns of collapse in which social units devolve to more local forms afford-
ing less protection of progressive social agendas, we will be using the powers of 
digital technologies of information and communication to do so. Unlike the Maya 
and the Romans who did not have foresight attained through research in archaeology 
and history to guide them, we can assess likely future problems now, and plan for 
them. We understand that sustaining social gains rests on information and communi-
cation transmission at national and international scale, and we can prioritize resources 
in a future of scarcity just as my university prioritized internet connectivity. 

 The objective of this chapter has been to argue that social progress is made of 
fossil fuels. Once we realize the basis upon which this progress rests—and that it is 
not a given and it is not forever—we can plan to self-consciously expend resources 
to extend and maintain progressive social agendas. Net neutrality is one pertinent 
technological issue but there are many others including promoting broad-based 
computer science education to ensure that control of digital technology is not con-
fi ned to technical elites, deciding who gets access to rare earth metals, encouraging 
citizen participation in the control of computing infrastructure, and continuing to 
develop innovative means of crowdsourcing to leverage whatever cognitive surplus 
we will have in the future. In short, at least some cycles of human computation 
should be used to plan for a future of scarcity in which economic decline will force 
us to use a smaller cognitive surplus wisely. This is just the sort of wicked problem 
that stands as a challenge to human computation which we can take on now, in an 
abundant present.     
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           Introduction 

 To live in the space of hope is to exist in an uncertain future. 
 We have become complacent in our circumstantial despair and now avert our 

eyes from the mounting challenges posed by the explosion of innovation in this 
digital age.   Indeed, it is easier to believe that “powers that be” or even technology 
itself will deliver us benefi cently from extinction. But should we accept on faith that 
all sovereign nations and rogue states have employed provably foolproof safeguards 
against unintended nuclear missile launches because if even the slightest chance of 
failure existed, the consequence would be so grave as to compel such safeguards? 
And what of Thomas Friedman’s ( 1999 ) democratization of technology? The wide-
spread availability of increasingly potent capabilities has empowered individuals 
and small groups with state-level capabilities. How does a people safeguard against 
ubiquitous omnipotence? 

 In the remainder of this introduction, we consider the growing potential for 
threats due to existing and emergent technologies, examine proposed strategies for 
managing them, and consider how Human Computation (HC), the study of humans 
as computational elements in a purposeful system, may be instrumental for mitigat-
ing future such risks. Following the introduction, we examine the maturity of human 
computation as both a practice and a discipline. This analysis informs a proposal for 
technical maturation as well as a formal defi nition of the fi eld and its distinguishing 
qualities, all in service of accelerating research and ensuring responsible use of 
resultant capabilities. Though the ideas in this chapter may be informed by engage-
ment with the HC community, this manifesto represents a personal perspective. 

      Human Computation: A Manifesto 

             Pietro     Michelucci    

        P.   Michelucci      (*) 
  ThinkSplash LLC ,   Fairfax ,  USA   
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    The Democratization of Power 

 Consider that a sophisticated terrorist group could employ a single person with a 
“suitcase nuke” (See Fig.  1 ; Woolf  2010 ; Horrock  2001 ) to devastate the center of a 
metropolitan area (Bunn and Maslin  2011 ). The single greatest barrier to construct-
ing such a weapon of terror is the acquisition of weapons-grade fi ssile material 
(Horrock  2001 ), such as highly enriched uranium (HEU). As it turns out, during the 
period from 1993 to 2007 the International Atomic Energy Agency reported 18 
incidents of HEU traffi cking (see Sanfi lippo et al., this volume), some of which 
involved seizures of kilogram scale quantities (IAEA  2007 ).

   Consider the polymerase chain reaction (PCR). This is a technique for high vol-
ume replication of DNA, the molecule that encodes the genetic programming for all 
known life, including most viruses. PCR requires a series of carefully calibrated 
temperature changes over a period of time. Such a process is enabled by a device 
called a “thermocycler”, which is basically a high-precision, programmable oven. If 
you would like to try it in the comfort of your home, you can purchase a kit (Fig.  2 ) 
for $599.00 at Amazon.com. For safety, please replicate only harmless DNA.

       Tiger by the Tail 

 Nuclear weapons management and genetically engineered pandemic viruses are 
among a growing list of  known  risks. What of the  unknown  risks? In their discussion 

  Fig. 1    A backpack for the 
US-manufactured Mk-54, a 
man-portable tactical nuclear 
weapon (Photo Source: 
  http://en.wikipedia.org/wiki/
Suitcase_nuke    ; licensed 
under Creative Commons 
attribution CC BY-SA 3.0)       
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of cumulative culture as a collective memory for preserving and advancing technol-
ogy, Paul Smaldino and Peter Richerson (this volume) aptly observe that no single 
human being today knows how to build a modern computer from scratch. This calls 
attention to our reliance on both communities of distributed knowledge and the 
infrastructure that supports the propagation of such knowledge, and hence our vul-
nerability to a breakdown of either. The situation is far worse. The insularity of 
expert knowledge has become such that even within a narrow fi eld of study, the rate 
of advancement is so great that it is nigh impossible for researchers to maintain 
broad awareness of the intradisciplinary consequences of their work, not to mention 
the combinatorial explosion of disruptive possibilities that arises when new tech-
nologies are combined across fi elds. Thus, even with the most conservative policies 
in place, we could not presently appreciate the deep and thorough implications of 
our technological pursuits. Technology today is a tiger held by the tail.  

    An Aristotelian Oath 

 At the turn of the millennium, Bill Joy, the co-founder of Sun Microsystems, wrote 
a sobering Wired article (Joy  2000 ) in which he sought to rouse the rest of the world 
to the looming dangers of unchecked technological advancement, particularly in the 
areas of genetics, nanotechnology, and robotics (abbreviated “GNR”), with a 
focused concern about self-replication in all three domains. His answer to the exis-
tential threat has been one of relinquishment—that is, advocating that we simply 
give up certain perilous technological pursuits, and verify compliance by embracing 
a “strong code of ethical conduct”.  

  Fig. 2    A low-cost thermocycler       
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    Measures and Countermeasures 

 Joy’s efforts to begin this conversation in earnest led to a panel discussion event at 
the Washington National Cathedral called “Are We Becoming an Endangered 
Species? Technology and Ethics in the Twenty First Century”. In this discussion, 
Raymond Kurzweil ( 2001 ) countered Joy’s noble, though perhaps unrealistic vision 
of consensual relinquishment by suggesting that we proceed gingerly: “…the only 
viable and responsible path is to set a careful course that can realize the benefi ts 
while managing the risks.” In supporting this risk-management view, Kurzweil 
appealed to the observation that new technological threats do not arise in a vacuum, 
and that there is a commensurate coevolution of technological means to control 
them. He took computer viruses as a case study, observing that digital disease has 
remained in check due to the ebb and fl ow of measures and countermeasures (e.g., 
anti-virus software). From this, Kurzweil surmises that giving 15 billion dollars to 
NIH and NSF to spend on countermeasures to address new technology threats 
would go a long way toward keeping Joy’s GNR risks in balance. And perhaps it 
would, though it has not been tried 12 years later.  

    Irreversible Disruption 

 Kurzweil’s view on countermeasures, however, underplays the role of ecology, 
because it ignores that both technological risks and controls exist within a context 
that critically infl uences outcomes. Technology, humanity, and the planetary envi-
ronment in which they coexist form a closed dynamical system. Such complex sys-
tems exist in an equilibrium state. As such, they exhibit sensitivity to bifurcation 
(e.g., Silvert  2002 ). That is, when a perturbation occurs that causes tolerances to be 
exceeded, there is a destabilizing and potentially irreversible effect. Though such a 
system will likely settle into a new equilibrium state, it may be qualitatively different 
than the former one. For example, there is a level of ionizing radiation above which 
most organisms cannot survive. Consider a new, runaway technology that irradiates 
the biosphere. If fatal levels of radiation are absorbed before a protective technology 
can be developed, then humanity faces extinction. The key point here is that as tech-
nologies extend their impact to a global scale, they are more likely to disrupt homeo-
static factors in irreversible ways. In the microcosm of Kurzweil’s computer viruses, 
there has always been the option to “cheat”, that is to transcend the virtual domain 
within which these viruses are transmitted by physically disconnecting computers 
from each other. Such a cheat does not exist in the physical world. 1   

1   In personal correspondence, Michael Witbrock has aptly observed that this is not strictly true; that if 
we were willing to transcend our planetary context, space colonization might afford a similarly cheat. 
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    Can Machines Save Us? 

 How then do we mitigate the existential risk of irreversible disruption? Perhaps we 
leverage the inimitable power of the very emergent technologies we fear. For exam-
ple, could we possibly build a machine that is smart enough to save us from our own 
undoing? And to what consequence? Raymond Kurzweil is well known for popular-
izing John von Neumann’s notion of a technological singularity (Kurzweil  2006 ), the 
point in time at which machine-based intelligence will exceed human intelligence. 
This is often misconstrued to represent the demise of the humanity. In fact, “singular-
ity” is a term borrowed from cosmology to refer metaphorically to a black hole’s 
event horizon, beyond which nothing is knowable. The implication is that we cannot 
predict what life would be like after such an event. Most theories anticipating the 
near-term occurrence of a singularity are predicated on the belief that computer pro-
cessing speed, in terms of calculations per second, is somehow tantamount to intelli-
gence. In this view, a simple extrapolation of Moore’s Law, which predicts a doubling 
of computational speed every 1.5 years, suggests that home computers will exceed the 
intelligence of humans by the year 2020. Kurzweil, however, acknowledges that pro-
cessing speed is not enough—that to manifest increases in processing speed as supe-
rior intelligence, it will be necessary to build machine- based systems that emulate a 
precise physical model of the human brain. But is such a model truly within reach?  

    The Elusive Singularity 

 Our understanding of the human brain has increased dramatically over the past 
decade. We are developing a more detailed understanding of the role of glial cells as 
an adjunctive communication network to neurons and the existence of stigmergic 
hormonal processes used to communicate locally in the brain (see Larson-Prior, this 
volume). We, thus, increasingly view the brain as a complex system of intertwined 
systems. We are also now, for better or worse, able to use brain scans (fMRI) to 
measure consumer preference, detect lies, and recognize increasingly complex 
thought patterns. But recognizing patterns in the brain tells us no more about how 
those patterns formed than recognizing an animal species tells us about its complex 
ontogeny. Indeed, these advancements suggest, perhaps more than anything, that 
there is more to learn about the brain than we previously realized before it could be 
replicated in-silico (or the synthetic substrate du jour). 

 But even if we could embed a functional model of the human brain in a computer 
and run it a thousand or even a million times faster than biological brain, wouldn’t it 
still think only as well as a human? In other words, wouldn’t the complexity of its 
thought processes be the same and wouldn’t its capacity for knowledge remain 
unchanged? Furthermore, there is no evidence to suggest that merely adding artifi -
cial neurons to such an artifi cial brain would make it smarter or that we would have 
any idea how to usefully connect it to other artifi cial brains to produce superhuman 
intelligence. This is not to say that machine-based intelligence will never exceed, in 
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some manner, human intelligence, but rather that the key enabler of such advance-
ment will likely not be processing speed or even brain replication, but rather a deep 
and sophisticated understanding of how intelligence manifests within a complex net-
work such as the brain. Only then should we start to worry about machines saving us.  

    A Singularity with Humans-in-the-Loop 

 But perhaps now is the beginning of “then”. Human computation represents the 
prospect of a different kind of technological singularity, and perhaps one that is 
more imminently attainable. Indeed, the opportunity exists today to sidestep the 
issue of replicating human intelligence in machines and turn our attention more 
directly to the study of methods by which unprecedented cognitive capabilities 
could be achieved through a carefully conceived combination of biologic human 
intelligence. In other words, we already have computational agents that are as smart 
as humans—they’re called “humans”. Let us then investigate in earnest how we 
might support the interaction of these agents within a technology-mediated infra-
structure toward a degree of cognitive sophistication heretofore unseen. Indeed, 
there is preliminary evidence (see chapter “  Organismic Computing    ”, this volume) 
to suggest that, under the right circumstances, large groups of people can exhibit 
greater synergy than smaller groups. If we can identify and implement such circum-
stances in sustainable and purposeful ways, then perhaps we can induce a phase 
transition in humanity—a fundamental change in its collective capability without 
loss of individuality. 2   

    When Technology Is a Solution 

 Bill Joy ( 2006 ) once said in a Ted Talk, “You can’t solve a problem with the man-
agement of technology with more technology.” To this we might add: “…unless it is 
problem-solving technology.” Even if one does not fully embrace a speculative 
future with collective superhuman intelligence, there are many practical examples 
today of human computation technology being used to solve problems, some of 
which were potentially caused by technology in the fi rst place. For example, Patrick 
Meier (this volume) reports on the use of Ushahidi, a crowd-powered crisis manage-
ment system, to mitigate the damage caused by Hurricane Sandy and Typhoon 
Pablo. The frequency of intense storm systems such as these is believed to be 
increasing as a result of climate change (Knutson et al.  2010 ), which itself has been 
linked to democratization of external combustion engine technology and the 

2   This notion of a phase transition in humanity derives from the canonical notion of a physical phase 
transition, in which there is a change from one state to another without a change in composition. 
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resultant carbon dioxide emissions (Solomon et al.  2009 ). Human computation is 
also being used to improve outcomes in infectious disease (see Wicks and Little, this 
volume), for which technology has also been implicated as a cause (Breiman  1996 ). 
Indeed, the Haym Hirsh’s essay “Human Computation in the Wild” (this volume) is 
rife with examples of crowd-enabled systems solving problems, even in the pre- 
digital age. As our understanding of human computation becomes more sophisti-
cated and we gain experience in its application, it is not unreasonable to expect that 
it will become more prevalent in our arsenal of coping strategies.  

    What Worked for Linux 

 It is noteworthy that the “top-down” solutions to looming risks proposed by Bill Joy 
and Ray Kurzweil 3  originated from the Washington National Cathedral, though per-
haps more fi guratively than literally. Eric S. Raymond ( 1997 ) penned a catalytic 
essay called “The Cathedral and the Bazaar”, about open source software (OSS) 
development. In this essay, Mr. Raymond extolled the virtues of bottom-up software 
development in which hundreds of disorganized software developers around the 
world (“the bazaar”) volunteered small bits of time in piecemeal fashion, in what 
resulted ultimately in Linux, 4  arguably the most popular operating system in the 
world. What was most notable to Mr. Raymond was that such a distributed effort 
with so much left to chance could succeed so brilliantly where the traditional, top- 
down (“cathedral”) model of software development had failed. Ironically, Pavlic 
and Pratt (this volume) have identifi ed many parallels between human behavior in 
OSS and adaptive eusocial behavior in ants that endows them with emergent collec-
tive capabilities. Thus, it is a thesis of this manifesto that human computation (as a 
general class of organized distributed behavior) is the metaphorical bazaar to Joy’s 
and Kurzweil’s cathedral, and as such, may more robustly and adaptively address 
the existential risks of tomorrow and the practical issues of today.  

    A Plan for Conscientious Progress 

 It is one thing to speak evangelistically of progress and quite another to realize it. 
The remainder of this chapter serves as a proposal for the conscientious advance-
ment of human computation as both a practice and a science. The next section 

3   Bill Joy and Ray Kurzweil are widely respected as technical luminaries of our times. It is only on 
the shoulders of these prescient giants that a context for advancing human computation is formu-
lated herein. 
4   Linux underlies the Android operating system. 
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briefl y outlines practical considerations for advancing the state of the art. This is 
followed by an analysis of human computation as a formal discipline, which forces 
some stakes into the ground. Finally, recognizing the inevitability of growth in this 
new fi eld, we consider ways to improve the likelihood that the technology is devel-
oped and used responsibly.   

    Technical Maturity for Progress 

 We need repeatable methods. Due to the logistical complexity of human participa-
tion in human computation systems, we cannot simply employ extant software engi-
neering methods to accomplish anything more than simple crowdsourcing. This is 
beginning to change (see Morishima, this volume), but in order to progress at a 
reasonable pace, putting more effort into HC research and less into HC engineering, 
we need a basic technical maturity. As it is, each novel manifestation of human 
computation requires a ground-up development effort. Thus, we will need the HC 
equivalent of a printing press in order for research to move beyond a geologic rate. 
The following is a representative list of technical desiderata that would be expected 
to enable a more mature HC practice. 

    Infrastructure 

 HC needs a technological state space, a persistent memory for HC systems that does 
not rely upon the fallible memory of humans. It would further benefi t from an 
“always-on”, generalized load-balancing architecture that is robust to the asynchro-
nous and unpredictable availability of human agents. HC also needs service- oriented 
protocols that permit function calls to these asynchronous humans. Crowd Agents 
and related methods (see Lasecki and Bigham, this volume) constitute a signifi cant 
advancement in this direction.  

    Programming Language 

 HC needs a development platform that includes an HC programming language, or 
at least new HC extensions to existing languages. It needs middleware with com-
mon classes of crowdsourcing algorithms, implementations of design patterns (see 
Greene’s introduction to the Techniques and Modalities, this volume), and an asso-
ciated API; and each platform should have associated open source software devel-
opment projects to create and curate interface elements suited to human participation 
in HC systems. Ultimately, function calls should require only a specifi cation of the 
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information processing requirements of the human task (e.g., the input, expected 
output, processing time requirements, etc.); execution should be handled by 
platform- specifi c runtime modules that self-adapt to the interface affordances of the 
execution platform.  

    Integrated Development Environment (IDE) 

 HC needs a single integrated environment for development, debugging, perfor-
mance testing, and execution. Generic, adaptable, and extensible IDEs exist today. 
Any one of them could be modifi ed to serve as an interface for HC software 
development. 

 A three-phase debugging paradigm would help minimize the expense of utilizing 
actual human computational resources. In this paradigm, phase one debugging 
would involve farming out tasks to simulated human agents. This would enable a 
low-cost evaluation of basic system performance by simulating different degrees of 
variability in human response time and availability. In the second phase, a combina-
tion of machine and human agents could be employed in which the HC behaviors of 
a small proportion of real human agents would dynamically induce more human- 
like behavior in the machine agents. This phase would be suitable for testing the 
ability of the system to properly handle the expected information content returned 
by humans. The fi nal phase of debugging would employ only human agents to 
ensure that the system would behave predictably in the context of both system per-
formance and information processing. In this three-phase model, minimal use of 
human resources during testing would be assured by only advancing to subsequent 
phases of debugging when previous phases, which involve less human involvement, 
have passed without errors.  

    Toward a Common Framework 

 This brief exposition is not intended as a formal and precise specifi cation for techni-
cal maturity, but rather to be suggestive of the kind of technologies and approaches 
that would lead to repeatability, modularity, code reuse, and cross-platform execu-
tion that is now commonplace in software engineering. A perusal of the Infrastructure 
and Architecture section (this volume) reveals that some of these pieces are already 
coming to fruition. Ultimately, it may be the binding of these pieces within a com-
mon development framework that gives rise to rapid HC development. However, the 
degree of community collaboration necessary for such technical coalescence may 
fi rst require greater conceptual coalescence and maturity as a discipline. Indeed, 
that is the topic of the next section.   
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    Toward a Discipline 

 In 1995, Donald Liles and his colleagues at the University of Texas in Arlington 
realized that Enterprise Engineering was beginning to distinguish itself from related 
fi elds, and took that as an opportunity to refl ect on the signifi cance and characteriza-
tion of such an occurrence. This exercise in community self-refl ection coalesced the 
views of such paradigmatic thinkers as Thomas Kuhn, Peter Keen, and Gavriel 
Salvendy into an elegant treatise of disciplinary emergence. According to Liles et al. 
( 1996 ), a discipline represents a worldview, a community, and a set of practices that 
generate knowledge, which in turn further informs those practices. As with 
Enterprise Engineering, the emergence of Human Computation (HC) as a discipline 
is not an end; it is a process of reorganization to accommodate a distinct and increas-
ingly prevalent new approach. 

 Liles et al. ( 1996 ) proposes a list of six defi ning characteristics for a discipline, 
which includes a focus of study, a world view or paradigm that binds the commu-
nity, a set of reference disciplines from which the new fi eld originated but now dis-
tinguishes itself, unique principles or practices, an active research agenda, and 
societal constructs, such as the deployment of education and promotion of profes-
sionalism. Herein we seek to describe the state of Human Computation according to 
those characteristics in order to better understand where HC stands today as an 
emerging discipline and to help inform its future course. 

    Focus of Study 

 According to Liles, disciplines emerge to solve new problems not addressed by 
existing disciplines. Thus, the focus of study stems from the fundamental question 
being addressed by the discipline. For Human Computation, in all of its incarna-
tions, the central question distills to:

  How do we create new capabilities and derive knowledge through human participation in 
computational systems? 

   The pursuit of answers to this question leads to a “body of knowledge, principles, 
and practices” pertaining to the design and analysis of human computation 
systems.  

    Unique Worldview 

 A discipline manifests a unique perspective from which its constituents view the 
world. This perspective determines the framework of practice and is suffi ciently 
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complex to be divided into sub-disciplines. In HC, the uniqueness of this perspective 
arises in part from the unusual combination of fi ve assumptions:

•     Behavioral —Human Computation employs and studies human interaction.  
•    Complex —Human Computation necessarily involves a system of humans, 

which are themselves complex dynamic systems. It is within the structure of this 
complexity that new capabilities or intelligence may emerge.  

•    Ecological —Human Computation presumes an ecological perspective because 
participation is situated. Individual cognition and agency are part of an interac-
tive system within which they exhibit reciprocal infl uence with other agents, 
both machine and human, as well as the environment.  

•    Purposeful —Human Computation is purposeful at the agent level, system level, 
or both, whether the goals are imposed overtly or manifest simply as a tendency 
toward some equilibrium state.  

•    Engineered —Human Computation is the product of engineering, whether infor-
mation processing architecture, mechanism design, or simply a technosocial 
infrastructure that gives rise to new patterns of behavior. The engineer may be a 
person, a system, or even a process, such as evolution.    

 These fi ve assumptions give rise to a multitude of sub-disciplines that derive 
from existing parent disciplines but constitute sub-disciplines by their  specifi c and 
unique application to human computation . Among these are:

•     Theory of Computation —the formal analysis and performance characterization 
of algorithmic behavior that involves human computational elements (see 
Crouser et al. this volume, for a ground-breaking foray into this sub-discipline)  

•    Computer Engineering —the development of a scalable and reliable computa-
tional infrastructure to support computation that combines machine and human 
processing elements (see chapter on “Crowd Agents”, Lasecki and Bigham, this 
volume)  

•    Distributed Computing  (particularly multi-agent architecture)—the theory and 
design of multi-agent computing systems in which some agents are humans (see 
Castelli et al., Durfee this volume)  

•    Software Engineering— a systemic approach to the design, development and test-
ing of software that runs on human computational infrastructure (see Morishima’s 
HC development platform, this volume)  

•    Human-Computer Interaction —the study, planning, and design of human 
 interaction specifi c to the provision of information processing support to an HC 
system (see Reeves, this volume)  

•    Artifi cial Intelligence —the design of HC systems that exhibit intelligence (see 
Heylighen, this volume)  

•    Machine Learning —the design of machine-based algorithms that incorporate 
humans as either a source of learning bias or as dynamic resources for augment-
ing machine capabilities (e.g., human-based genetic algorithms—see Nickerson, 
this volume)  
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•    Cybernetics —the control systems analysis of the constraints and possibilities of 
closed-loop human computation systems (see Nechansky, this volume)  

•    Motivation Theory —the theory of human participation behavior in HC systems 
and engineering incentive structures that maximize participation volume and 
quality (Mason, Ghosh, Reed et al., all this volume), and creating systems that 
themselves exhibit goal-directed behavior (see chapter “  Organismic Computing    ,” 
this volume)  

•    Evolutionary Biology —the study of evolution as an algorithmic approach to 
human computation (see Nickerson, this volume)  

•    Cognitive Science —the study and architecture of HC systems that think and the 
analysis of their thought processes (see Blumberg’s chapter “  Patterns of 
Connection    ”); also the comparative analysis of information processing capabili-
ties between machines and humans (see Crouser et al., this volume)  

•    Entomology —the study of eusocial insect behavior as both an explanatory and 
generative model of superorganismic behavior in humans (see Moses, Pavlic & 
Pratt, both this volume)  

•    Organizational Science —that study of organizational workfl ow models as candi-
date HC architectures (see Brambilla & Fraternali)  

•    Social Informatics —the analysis of human social behavior in HC systems via 
quantitative modeling (see Lerman’s introduction to the Analysis section in this 
volume)  

•    Knowledge Engineering —the encoding and locus of knowledge in HC systems 
(see Gil, Witbrock, both this volume)  

•    Cultural Anthropology —the use of culture as a model of transcendent state space 
for collective knowledge (see Smaldino & Richerson, this volume) and cultural 
evolution as a model for collective problem-solving (see Gabora, this volume)  

•    Psychopathology —the study of mental illness applied to the classifi cation, diag-
nosis, and treatment of behavioral pathology in societies and superorganisms 
(see Blumberg & Michelucci, this volume)  

•    Social Psychology —the role of group dynamics and social cognition in collec-
tive intelligence and group effi cacy (see Woolley & Hashmi, this volume)  

•    Information Theory —the ability to characterize the transformation of informa-
tion (see Gershenson, this volume) by humans to inform the design and under-
standing of HC systems  

•    Epistemology —the interplay and representation of belief and truth in human- 
based computation (see Nechansky, this volume)  

•    Cognitive Neuroscience —the use of biological models of cognition (e.g., brains) 
to inform the design of distributed thinking systems in which networked nodes 
are human (see Larson-Prior, this volume)    

 The existence of such numerous and diverse sub-disciplines suggests that 
the underlying worldview is suffi ciently substantive to support a discipline 
(Keen  1980 ). However, the most telltale sign of Human Computation’s disciplinary 
maturity may be the active research referenced within these sub-disciplines. 
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 To be clear, this list of sub-disciplines does not implicate Human Computation as 
a transdisciplinary fi eld. The intended direction of applicability is from each of the 
parent disciplines to HC—not the reverse. That is not to neglect the potential appli-
cability of HC to these or other disciplines, but that is not the relationship being 
conveyed here.  

    Reference Disciplines 

 Though new disciplines may emerge to solve problems not addressed by existing 
disciplines, they critically rely upon the knowledge, methods, and tools of the pri-
mary disciplines from which they borrow—their “reference disciplines”. As indi-
cated above, numerous disciplines contribute to Human Computation; however, 
only fi ve of these (see Fig.  3 ), seem truly foundational to HC. In the absence of these 
reference disciplines the pursuit of human computation would seem untenable.

   While the existence of these reference disciplines enables the pursuit of HC, it is 
their formal acknowledgement that supports the broad acceptance of Human 
Computation in the scientifi c community by anchoring its conceptual framework in 
established bodies of work.  

    Principles and Practices 

 Human Computation borrows, perhaps most directly, from Software Engineering in 
terms of theory, abstraction, design, and implementation. While the unique charac-
teristics of HC will likely cause these principles and practices to evolve in new 
directions, this sub-discipline of the Computer Science reference discipline, serves 
as a reasonable starting point.  

  Fig. 3    Five reference 
disciplines of human 
computation       
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    Research Agenda 

 An active research agenda with diverse lines of inquiry is fundamental to a thriving 
discipline. As evidenced by the rich and diverse body of work conveyed in this vol-
ume, HC seems to meet this criterion. However, it constitutes such an expansive and 
fertile space of research that designating sub-agendas easily becomes an arbitrary 
exercise in framing the dimensionality of the problem space. Nonetheless, consid-
eration of the foundational assumptions (see above) of HC helps cluster active 
research into sensible sub-agendas. Taking this approach, we end up with these key 
research areas within Human Computation:

•    Participation—incentivizing participation and modeling interactions in HC  
•   Application—architecting purposeful HC systems  
•   Effi cacy—engineering circumstances conducive to synergy  
•   Security—creating HC systems robust to surreptitious participation  
•   Platform—creating tools and infrastructure to support HC development  
•   Analysis—the study of HC system behavior    

 Subdividing the research space in this way helps us locate our own research 
efforts among related work, and engage within interested sub-communities.  

    Education and Professionalism 

 The emergence of a discipline is refl ected as much by the community structures in 
place to support sharing and learning as by its conceptual distinctiveness and techni-
cal maturity. Though in the near term this handbook may serve as a catalyst for new 
research, in the longer term it will persist as a community knowledge base of gen-
eral principles, key ideas, and emerging research. Its diverse interdisciplinary 
authorship will serve to draw out latent HC community members from related dis-
ciplines. Other community structures such as a forthcoming interdisciplinary jour-
nal of human computation and a new professional society within IEEE will serve as 
a home to those expatriates. 

 Though HC has a rich history of workshops (e.g., HComp, SocialCom, CI, 
SoHuman, etc.), they have been historically hosted by conferences from reference 
disciplines, and populated primarily by participants originating from those disci-
plines. However, coinciding with the publication of this fi rst edition handbook, the 
First AAAI Conference on Human Computation and Crowdsourcing will be held in 
November of 2013. 

 In my personal experience, using the term “human computation” in public pro-
duces blank stares and confusion. Though not part of Liles’ exposition on educa-
tion, it might be worth considering that general acceptance of a discipline requires 
not just the formal education of scientists and practitioners, but also dissemination 
to the general public of a broad-based popular understanding about what human 
computation does. Proactive public engagement on this would serve to reduce 
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potential misunderstandings about human computation, whether at the defi nitional 
level (e.g., “is this about humans using computers?”) or the implementation level 
(e.g., “is this dehumanizing?”).  

    The Birth of a Discipline 

 Most, if not all, of the foregoing indicators seem consistent with the present emergence 
of Human Computation as its own discipline. It is worth mentioning though, that while 
formal recognition as a discipline may seem benefi cial to HC, distancing prematurely 
from parent disciplines carries its own potential liabilities, 5  such as becoming discon-
nected from communities and related work that have helped sustain HC up until now. 
Thus, it is critical that we proceed gingerly. Indeed, HC may be best served by preserv-
ing strong connections to related disciplines and tempering certain canonical aspects 
of disciplinary maturation. Perhaps we can borrow from the successes of Cognitive 
Science, a notable success story among “interdisciplinary disciplines”. 

 This cautionary note notwithstanding, it is still of interest to consider the impli-
cations of the apparent disciplinary trajectory of HC based on the above analysis. 
The primary effect we might expect to result from this is an infl ection point in the 
rate of advancement of HC research and development. Even over the relatively brief 
9-month course of this handbook’s development, I have borne witness to numerous 
interdisciplinary “epiphanies” within the book community microcosm. These reve-
lations seemed to result from author exposures to HC-related work across commu-
nities that rarely interact. Even if one cannot reasonably extrapolate to the broader 
community from such anecdotal evidence, it is diffi cult to ignore the growing inter-
est in this fi eld. So what’s next? Perhaps academic programs.  

    A Department of Human Computation? 

 Today, formal studies in human computation tend to occur as seminar courses 
within human-centered systems or distributed information systems programs in 
computer science departments. However, as the HC community coalesces around 
new research, tools, and community structures, we might expect to witness the 
emergence of formal programs in HC as we did with Cognitive Science in the late 
1980s and early 1990s. These new programs could be driven by dedicated leaders 
and faculty who would, through their participation in such programs, begin to iden-
tify themselves more formally with the HC discipline, perhaps even referring to 
themselves as “human computation scientists”. 

5   I owe special thanks to Mary Catherine Bateson for providing a valued counterpoint to the poten-
tial benefi ts of disciplinary identity, as well as for pointing out the relevance of public education 
for a new discipline. 
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 Is there suffi cient interest and activity in the fi eld to support a dedicated depart-
ment of human computation? There’s certainly an industry demand for people who 
are capable of leveraging the power of the crowd. This suggests a commensurate 
demand for vocational degrees in crowdsourcing. Such a pull from industry may be 
enough to compel the right visionary dean to back a new department.  

    Better Yet, an Interdisciplinary Program 

 On the other hand, perhaps it would make more sense to advance formal education 
through interdisciplinary degree programs. This would obviate the risk of depart-
mental isolation, which could be fatal for such a conceptually distributed fi eld as 
HC. Indeed forcing people to choose between an established related reference dis-
cipline and a new speculative discipline could reduce the population of both. 
Furthermore, the barrier to entry for interdisciplinary programs is much lower than 
for new departments. Among other things, interdisciplinary programs often have 
minimal requirements for offi ce space and new hires as resources are often shared 
across existing departments. 

 The evolution of such programs might begin with concentrations, for which 
university certifi cates are awarded. This might be followed by the emergence fi rst 
of graduate degrees and eventually by undergraduate degrees as the fi eld gradually 
migrates from specialized to mainstream status. The promotion of such interdisci-
plinary programs in HC could arise through the efforts of an HC professional soci-
ety (such as the aforementioned one), by developing academic program requirements 
for different degree award levels. These core requirements would specify which 
reference disciplines should have representation among the program faculty, and 
include guidelines for ensuring a suitable core curriculum as well as recommended 
course materials. The requirements would be suffi ciently fl exible to strike a bal-
ance between ensuring core competencies in graduates and allowing universities to 
differentiate their programs. The resultant program specifi cations could thus be 
used in turnkey fashion by universities to implement unique programs, taking com-
fort in the standardization and broad acceptance that would derive from such a 
community- driven approach. Of further interest to such academic programs might 
be the conscientious oversight of HC technologies and their development, which is 
considered next.   

    A Conscience Committee 

 Human computation represents a promising means for solving extant and future 
problems. However, like any new technology it bears its own risks—through vul-
nerabilities, misuse, and outright abuse. Several contributors to this volume have 
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begun to explore such categories of risk. Dan Thomsen considers human computa-
tion systems in the context of cyber security principles to anticipate susceptibility to 
coordinated attacks as well as vulnerabilities to subtler, though perhaps more insidi-
ous, surreptitious participant behaviors. James Caverlee, in his policy chapter on 
labor standards (this volume; see also Witbrock’s introduction to the book section 
on Infrastructure and Architecture), raises the specter of exploitation and other 
abuses arising from the commoditization of human computational labor. And from 
a moral perspective, Juan Pablo Hourcade and Lisa Nathan (this volume) warn 
against the possibility that human computation could be used as a coercive force. 
These thought-provoking analyses serve to bootstrap a discussion that will endure 
for the foreseeable future. 

 It is impossible to anticipate all of the technical risks and ethical dilemmas that 
will arise as human computation and spinoff technologies (e.g., artifi cial general-
ized intelligence, animal computation, etc.) evolve. Thus, to sustainably address 
these issues, it is imperative that a body is formed in perpetuity that is geographi-
cally and culturally diverse, and composed of human computation cognoscenti, 
scholars of ethics and morality, and representatives of policy. Such a “conscience 
committee” would engage regularly in technical risk and ethics analysis, perhaps 
employing formal methods, such as systemic risk analysis (see Renn and Klinke 
 2004 ), to ensure a multi-view perspective. The resultant fi ndings would be dissemi-
nated to the public via a societal journal and inform new policies, that would be 
regularly revisited in the context of observed effects and new fi ndings. Crucially, the 
existence and maintenance of this body would be built into the charter of a human 
computation society.  

    Conclusion 

 Regardless of how one envisions the applications or implications of human compu-
tation, its increasingly prevalent and complex role in society is indisputable. In this 
chapter, we have considered the technological plight of our species, the potential 
risks and rewards of human computation, the maturity of this evolving discipline, 
and a proposal for its scientifi c and practical advancement. Each of us contributing 
to this handbook has, in one form or another, encountered the transformative effects 
of human computation. Perhaps you have too. This book represents the beginning 
of a collective effort to shape tomorrow. Please join us in seizing our destiny to 
empower hope.     
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