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Preface

This Handbook is carefully edited book—contributors are worldwide experts in
the field of medical and healthcare technologies. The scope of the book includes
leading edge technologies including breakthroughs in tissue engineering, nano-
technology in medicine, innovative medical image techniques, knowledge mining
techniques in medicine, cloud computing applications in medicine, personalized
medicine, mobile medical and healthcare applications, health informatics, and
other innovative technologies.

Medical and Healthcare Technology refers to a wide range of healthcare
products that are used to diagnose, monitor, and threat diseases or medical con-
ditions affecting humans. Recent advances in mobile and wireless technologies,
medical imaging, nano- and telemedicine, knowledge and data mining, informa-
tion technology, and other interdisciplinary areas, provided a framework for a
significant growth of the field and introduction of innovative products and systems.
The Handbook will present the current state-of-the-art in this explosive field, and
introduce innovative systems, applications, and techniques developed by experts in
the field worldwide.

The Handbook comprises of two parts, which consist of 22 chapters. The first
part on Medical Technologies includes chapters dealing with medical information
retrieval, tissue engineering techniques, 3D medical imaging, nanotechnology
innovations in medicine, medical wireless sensor networks, and knowledge mining
techniques in medicine. The second part on Healthcare Technologies covers topics
such as prediction hospital readmission risk, modeling e-health framework, per-
sonal Web in healthcare, security issues for medical records, and personalized
services in healthcare.

With the dramatic growth of data intensive computing and systems and their
applications, this Handbook can be the definitive resource for persons working in
this field as researchers, scientists, medical and healthcare, and users. This book is
intended for a wide variety of people including academicians, designers, devel-
opers, educators, engineers, practitioners, and researchers and graduate students.
This book can also be beneficial for business managers, entrepreneurs, and
investors. The book can have a great potential to be adopted as a textbook in
current and new courses on Medical and Healthcare Technologies.
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The main features of this Handbook can be summarized as:

1. The Handbook describes and evaluates the current state-of-the-art in the field of
medical and healthcare technologies.

2. It presents current latest achievements in the hot areas of medical technology
including medical imaging, advanced personalized diagnostics and therapeu-
tics, personalized medical systems, knowledge mining and bioinformatics
techniques, and mobile medical and healthcare systems.

3. Contributors to the Handbook are the leading researchers from academia and
practitioners from industry.

We would like to thank the authors for their contributions. Without their
expertise and effort this Handbook would never come to fruition. Springer editors
and staff also deserve our sincere recognition for their support throughout the
project.

Borko Furht
Ankur Agarwal
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Chapter 1
Mobile Medical and Healthcare Applications

Ankur Agarwal, Borko Furht and Mamata Yenagi

The invention of high data connectivity on mobile devices has opened the doors of
innovative applications in healthcare and medical technologies. The current genera-
tions of smart phones are considered as handheld computers rather than as phones.
Smart phones have advantages like continuous uninterrupted data stream, power-
ful computing power, portability, large memories, wide screens, capability to sup-
port multimedia application software compared to other wireless communication
technology. This technology is being widely used in health care industry known as
m-health. Mobile applications can lower costs and improve the quality of healthcare
as well as help in prevention, all of which can improve health outcomes over the
long term. This chapter provides a brief overview of various mobile applications in
healthcare domain. We will discuss what is mobile health, how can we achieve it.
We will discuss different smart phone applications in the market today and how are
they affecting the global world. This paper covers applications targeting patients and
healthcare providers.

Introduction

Mobile devices and applications have gained more popularity than other newer
technologies. Mobile devices have reached more people around the globe than any
other systems like road systems, water works, power grids, transportation. 3G and
4G connectivity have a large impact on all aspects of life. Mobile services provide a
way for private and public sectors to reach different communities of the society one
of which is health.

A. Agarwal (<) - B. Furht - M. Yenagi
Florida Atlantic University, Boca Raton, Florida, USA
e-mail: ankur @cse.fau.edu

B. Furht
e-mail: bfurht@fau.edu

B. Furht and A. Agarwal (eds.), Handbook of Medical and Healthcare Technologies, 3
DOI: 10.1007/978-1-4614-8495-0_1, © Springer Science+Business Media New York 2013
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The medical field is changing dramatically with mobile systems and devices.
Mobile technology used in providing healthcare is referred as mobile health or
m-health. Different mobile devices are used for m-health apps such as tablets, push to
talk devices, cell phones, PDAs, Smart phones. Among these devices Smart phones
are gaining more popularity in the usage of m-health apps. m-health apps offer fast
and new way of accumulating health information without the use of full fledge work
station or computer. With a smart phone or mobile device such as tablet information
can be quickly exchanged between patient and health care provider and even con-
nect the patient monitoring device to healthcare provider. Doctors are incorporating
them into their practices to be more effective and efficient. Patients are using them
to monitor specific aspects of their health, fill in gaps in their medical care, and take
more responsibility for their well-being. Therefore m-health is a phenomenon that
is here to stay and is expected to rapidly progress in its evolution in the years to
come. There is therefore great scope to harness the potential of mobile applications
to improve the health care. We will discuss the different mobile devices used for
health care applications in the chapter. We will also discuss what are different kinds
of mobile applications are there for healthcare.

Methodology

What is m-health

The rapid expansion of mobile information and communication technologies in
healthcare sector has created a variety of new opportunities to deliver healthcare
services to patients, and healthcare providers. m-health is the way of providing
healthcare services through mobile technology platforms on wireless and cellular
networks. m-health brings revolutionary change by allowing the medical providers
to reach out to their patients and continuously monitor them anytime and anywhere.
During the months of September, October and November of 2011 approximately
16.9 million people used mobile phones to access health information. The number of
users using smart phones is increasing exponentially. As the number of smart phones
increase the opportunities and penetration of m-health is expected to increase.

Why m-health

Mobile phones have several sensors integrated in the system. These sensors are the
hardware sensors such as gyroscope, compass, accelerometer, temperature sensor
among others and software sensors which allow us to monitor our likes, dislikes
location and other socially important attributes through the help of various social
networks. Such capability can be exploited to provide meaningful applications for
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simplifying the daily lives. Further, the average interaction of a human with the mobile
device has increased while the interaction with the person computer has reduced at
the same time. This trend has opened the opportunities for the developer community
to capture the consumer attention with new innovative application. Since phone is a
personal device, and is expected to stay with the same person almost all time there-
fore is it much easier to provide the access to the information or monitoring related
services through the same device. Further, the cellphone is integrated with multicore
processor, fast memory, high definition camera, WiFi, Bluetooth, NFC (Near Field
Communication), high data connective rate among others, and therefore it serves
as an integration platform for deploying technology through software and hardware
integration. Healthcare on the other hand is always expensive and provides good
market opportunities for the business community. Therefore this became a natural
opportunity market for business community to provide healthcare services in a cost
effective manner. Today there are wode range of m-health applications through which
patients can interact with health care providers with features like mobile scheduling,
wait time check in offices and emergency rooms, mobile prescription refills. There-
fore m-health saves a lot of time for both patients and health care organizations which
providing efficiency to the overall system.

m-health Approach

m-health is has evolved in forms of innovative mobile applications in the area of
healthcare technologies on a smart device. There are 3 main issues in m-health:
Access, Quality and Value. “Access” means accessing data from anywhere and any-
time, “Quality” includes providing high level health care by establishing integrated
information system and “Value” includes provision for effective and efficient health
care delivery. All these issues are solved by the use of present generation mobile
devices such as smart phones, tablets, push to talk devices, PDAs. 3G and 4G con-
nectivity provides wide variety of services to all the mobile users such as voice
services, interactive video services, quality images, mobile payments, m-commerce,
and location based services. With such type of services a wide variety of m-health
applications are being developed which will facilitate remote monitoring, assisted
living, personal wellness, prevention, diagnostics, m-prescriptions, follow ups and
access to patient records (Fig. 1.1).

The m-health industry is at gained an extraordinary momentum with the total
revenue rising at a very fast pace. To realize m-health’s potential, it needs strong lead-
ership and long term support in terms of strategically policies from government, tech-
nology, health and finance sectors of the society. This alliance between these different
sectors will provide great inputs to m-health industry such as new technology hand-
sets, finance and market regulations and rules for using bandwidth. It also ensures
that output will be as per the requirements of health sector. Recently Food and Drug
Administration (FDA) has embraced the m-health technology and issued policies
and procedures for accepting m-health applications. Health and well-being/wellness
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Global revenue for mobile healthcare applications in 2012

Revenue USS (million)

1400 1 1300
1200 A
1000 1
800 1 718
600
400 1
2009 104
0
2010 201 2012

Source: research2quidance

mHealth app revenue sources include: app download, marketing, transaction, service and devices sales

Fig. 1.1 Global Revenue for m-health Applications [Taken from [2]]

applications are estimated to make up about 40 % of smart phone applications being
developed currently. This is one of the fasted growing segments in mobile applica-
tion domain and is set to benefit both, patients and healthcare providers. According
to research2guidance [2] m-health app market has seen a sevenfold increase in total
revenues in 2011 as compared to year 2010. research2guidance [2] has also made
the prediction that m-health app will reach US $ 1.3 billion in the year 2012. It also
makes clear that the growth is exponential in mobile health industry. The total growth
of USD 1.3Billion is very small compared to $7 trillion global health industry. This
clearly demonstrates the future opportunities and potential growth for m-health.

Role of Smart Devices in Healthcare

The current generation of smart mobile device includes the smartphone, tablets,
push-to-talk devices. Smartphones specifically are taking the prominent place to
reach the internet. Two or Three among five persons who own mobile phone has a
Smartphone. According to forecast made by Frost and Sullivan [1], the Smartphone
penetration in North America is to surge from 23.9 % from 2009 to 67.1 % by the
year 2015. Doctors are said to be the highest adopters. The graphical representation
of the forecast is shown below in Fig. 1.2.
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Fig. 1.2 Smartphone Market: Mobile Device Connections Forecast (2009 to 2015) [Source : [1]]

Smart mobile technology has emerged as significant communication technology in
the current society. Such arapid progress in mobile technology has transformed many
aspects of our life. One of these aspects is health care. Some of the platforms available
today are Apple ios, Android, Rim blackberry, Symbian and Windows. The potential
for the creation of simple and easy to download apps for smart phones has created
a new trend in health care. GPS and location enabled smart phones offer advanced
applications like assisting independent living of persons with disabilities and long
tern chronic diseases. According to research2guidance [2], a long awaited revolution
in mobile healthcare is set to happen. Both healthcare provider and consumer are
embracing smartphones as a way to improving healthcare. research2guidance [2] says
Smartphone applications become killer applications for mobile health solutions. Out
of 1.4 billion Smartphone users, Smartphone applications will help healthcare to
successfully reach 500 million people by 2015.

Healthcare Mobile Applications

It is clear that the potential for mobile communication has tremendously increased
newer and advanced technology in all the aspects of life and health care is one of
them. These mobile applications provide easy and cost effective healthcare anywhere
anytime. According to research2guidance [2] currently there are 17,000 m-health
application in major app stores. Approximately 74 % of these applications are adher-
ing to paid business model. The basic features of these applications include ability to
record vital signs, track health progress, access health notes and send secured info to
healthcare provider among other features. Some of these mobile applications [3—10]
are categorized in this section:
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Chronic Disease Management Applications

For patients who are suffering from chronic health conditions such as diabetes,
asthma, or heart disease among others, good health management requires making
adequate decisions on daily basis. Smart phone applications assist this process by
where and when decisions are made. Such monitoring helps to prevent situations
when a more expensive and time consuming treatment is required such as hospital-
ization. For example if blood glucose of a diabetic patient falres up, application will
inform the patient about its status without the hospital visit. Below is the list of areas
in which mobile applications have been developed and deployed:

a) Glucose monitoring

b) Reminders for testing breathing for Asthma patients
¢) Symptom Checkers

d) Heart rate monitoring

e) Food consumption logging tool

Remote Monitoring Applications

To promote safety and injury preventions these applications play an important role.
These applications assist mainly elderly and disabled patients. Fall detection and
location tracking technologies monitor patients in terms of location, balance and
gait. There is an tremendous incrase in remote monitoring devices and apps. Below
is the category for such applications:

a) Remote heart monitoring

b) ECG viewer

c¢) Lifescan for patients with diabetes
d) Oxygen level remote check

e) Telemedicine

Diagnostic Tool Applications

These are the applications which require integration with diagnostic tools. Such
applications allow the patients to connect the one or more monitoring devices for
making the measurements and further get the results instantaneously. Further the
applications upload the results to the healthcare providers. These applications in
general diagnostic category mainly are developed in the following domains:

a) Digital imaging

b) MRI/X-Ray viewing apps
¢) Electronic chart review
d) Lab results review
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Personal Wellness and Healthy Living

These are the applications which provide health news and information along with
other functionalities. Applications for wellness can be categorized into several groups
like fitness, nutrition, diet and overall quality of life. The category applications are
classified into following sub-domain:

a) Pregnancy and baby development
b) Healthy eating

¢) Diet assistance

d) Exercise and fitness

Access to Health Information Applications

These applications include Personal Health Record (PHR) technologies. Such appli-
cations allow patients to track their health care services, view their health records
and manage their health. This category includes:

a) Capzule PHR
b) Cloud PHR
¢) Family and health PHR

Medication Adherence Applications

These applications provide proper education to both health care providers and
patients. Further such applications are used for scheduling and reminder of events,
such as reminder for taking the pills. Other applications such as prescription refill
requests and patient educational resources would also fall under this category. This
category includes

a) Virtual pill box apps

b) Medication reminder apps
¢) Dosecast apps

d) Family medication apps

Miscellaneous Applications

These applications include appointment scheduling and reminders, remote dictation,
surgery scheduling, interoffice communication. Such applications help both patient
and health care organization to work effectively by managing time.
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Overview of Mobile Applications

DrawMD

Visible Health’s DrawMD is a free iPad app that lets physicians show patients exactly
what a surgical or other procedure will entail. Conceived by surgical oncologists, it
provides interactive diagrams in nine specialties, giving doctors visual tools to help
explain complex medical and surgical procedures. Users can select a pre-populated
anatomical image or upload their own. They can sketch, stamp, and type directly on
the image. The images and notes can be shared with patients during consultations and
emailed to them. Figure 1.3 illustrates a screen from DrawMD showing the coronal
view of nose.

DrawMD diagrams are not just for doctors to show patients what is going on
with their bodies. Patients can also use the diagrams to get their doctors to answer
their questions and illustrate where stents have been placed, for example, or where
other procedures were done. DrawMD’s specialties include anesthesiology, critical

Nose, Coronal View 61512

www. drawmd.com

Fig. 1.3 DrawMD screen—Coronal view of nose
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care, cardiology, otolaryngology, female pelvic surgery, general and vascular surgery,
ob/gyn, orthopedics, and urology.

Visible Body

Visible Body’s 3D Human Anatomy Atlas gives medical students, doctors, and
patients an up-close look at all the systems of the human body. Available for Apple
iPad, iPhone, and Google Android, the app provides detailed, anatomically accurate
3-D models of more than 2,500 individual structures and hundreds of definitions
body systems, organs, vasculature, and nerves. A panel of physicians and anatomists
reviews the anatomical content in the atlas for accuracy, says Visible Body. The
current release includes content covered in undergraduate-level anatomy and phys-
iology courses, according to the company. Figure 1.4 illustrates an example screen
from Visible Body.

20. Thoracic Cage in Context VisieLe ' Bopy:

Fig. 1.4 Human Anatomy Atlas is included in the app Visible Body
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VaxNation

Students at Baylor College of Medicine, Rice University, and the University of Texas
School of Public Health have developed VaxNation, an online vaccination tracker.
The patent enters information such as birth date, vaccinations that he/she had, and
the dates of those immunizations, and VaxNation provides age-appropriate recom-
mendations based on the Centers for Disease Control and Prevention’s guidelines.

Families can set up joint accounts, and accounts can be linked to Facebook and
Twitter so that information about immunizations can be shared. The app helps locate
clinics, provides email reminders when immunizations are needed, and offers edu-
cational information. VaxNation won first prize in the Institute of Medicine and the
National Academy of Engineering’s Go Viral to Improve Health collegiate challenge.
Figure 1.5 illustrates a screen shot from VaxNation showing vaccine chart.

Fig. 1.5 VaxNation example: Vaccine Chart for a patient John
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EZ Derm EHR

EZ Derm’s iPad-based electronic health record system lets dermatologists do what
they need to do just by talking. Specifically designed for dermatology, the app incor-
porates Nuance Communications’ cloud-based medical speech recognition technol-
ogy so clinicians can dictate notes and other clinical information into the system
and navigate within the app. EZ Derm also provides physicians with anatomically
accurate 3-D body maps on which they can make notes using touch technology.
And it has integrated clinical decision-support that includes diagnosis information,
workup algorithms, and suggested treatments. Doctors can use the app’s telephony,
videoconferencing, and texting capabilities to communicate with colleagues, staff,
and patients. Figure 1.6 shows a screen from EZ Derm EHR application.

Mayo Clinic Patient Application

The Mayo Clinic Patient App provides patients with a range of tools to help them nav-
igate the healthcare provider’s medical campuses and processes. This free iPhone and
iPad app provides patients with secure access to their medical records, appointment
schedules, and lab results. It provides maps of the medical facilities and directions to
patients’ appointment venues and other facilities. The app also lets patients stay in
touch with Mayo staff to make appointments and provides health management tips
from Mayo’s online resources, as well as a list of clinical trials that patients might
be interested in (Fig. 1.7).

‘“..

Fig. 1.6 EZ Derm EHR application running on i-Pad
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MedSpeak

For physicians who need to communicate with Mandarin- or Cantonese-speaking
patients, QxMD Software’s MedSpeak Mandarin and Cantonese Translators could
be lifesavers. The apps provides more than 3,300 medical phrases, with English text
and Mandarin or Cantonese translations in both written and audio formats. Nursing,
rehabilitation, pharmacy, and medical topics are covered, and content can be sorted
by category, topic, and symptom. Figure 1.8 shows an example screen.

Conclusion

Healthcare applications on mobile platforms have tremendoud potential to impove
the healthcare needs in a cost effective manner. The diversity and quality of medical
apps shows the iPad and other mobile systems have become more than just tablets
for consuming everyday content. Rather, it shows the iPad now possesses the ability
to improve the physician workflow, and as we demonstrated in our videos, offers the
ability to improve the patient physician relationship.
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Chapter 2
Medical Information Retrieval Enhanced with
User’s Query Expanded with Tag-Neighbors
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Abstract Under-specified queries often lead to undesirable search results that do
not contain the information needed. This problem gets worse when it comes to med-
ical information, a natural human demand everywhere. Existing search engines on
the Web often are unable to handle medical search well because they do not consider
its special requirements. Often a medical information searcher is uncertain about his
exact questions and unfamiliar with medical terminology. To overcome the limita-
tions of under-specified queries, we utilize tags to enhance information retrieval capa-
bilities by expanding users’ original queries with context-relevant information. We
compute a set of significant tag neighbor candidates based on the neighbor frequency
and weight, and utilize the qualified tag neighbors to expand an entry query. The pro-
posed approach is evaluated by using MedWorm medical article collection and results
show considerable precision improvements over state-of-the-art approaches.
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Introduction

Inadequate domain knowledge in the medical field can be considered on of the reasons
why users under-specified queries often lead to undesired search results in the context
of medical information retrieval. Either the results do not contain the information
they seek or there is no existence of semantically related resources in the repository.
For instance, web search over recent outbreaks of highly pathogenic avian influenza
virus with the query influenza would return a list of documents containing the query
term that do not necessarily address the needed information about the specific avian
virus. In this scenario, at least three issues affecting the quality of the web-based
search result are evident. One, a query with single term based information retrieval
may not yield a satisfactory performance [18]. Second, in the document repository
of the search engine, there might exist hundreds of thousands articles matching the
requested query. With such an amount of information, it is impossible to locate
the desired information by simply browsing through all contents [8] of returned
results. The third reason is related to domain knowledge requirements. Because
conventional search engines focus on generic information search, domain specific
results are usually not taken into consideration. Thus, a simple word-based search
does not produce relevant search results in specific domains such as the medical
field [20]. As a consequence of such issues relating to query-based searches, only
25-50 % of the relevant articles on a given topic are retrieved in searches performed in
specific domains [18]. In other words, sparse and incomplete query terms may result
in information overload, thereby increasing the noise presented in search results.
Hence, the importance of enriching a query increases in such scenarios.

To face and attenuate the drawbacks of under-specified queries, we utilize tag
neighbors to enhance information retrieval capabilities by expanding the user’s orig-
inal query. Tags are free-style terms used for annotations indicating the user’s own
perceptions or conceptual judgments about the tagged resources. We focus on tags
that are assigned to medical document collection in web repositories such as PubMed
[36] and MedWorm [31]. We believe that by expanding the user’s query with tags
assigned to this web resources, we can attenuate the problem of user-specified queries
and improve the retrieval of relevant results. The purpose of query expansion is
therefore to make up for the gap between the user query and its result containing the
desired and relevant documents. In a nutshell, we compute a set of significant tag
neighbor candidates based on the tag neighbor frequency and weight, and utilize the
most frequent and weighted tag neighbors to expand an entry query that has terms
matching the tags. For instance, the query influenza will automatically map with
the higher frequency tag neighbor term contagious by our method when looking for
query influenza on a domain-specific web search engine. Thus, the search will be
refined by retrieving documents with the words influenza and contagious in their
contents. Furthermore, related terms are also searchable. Take the previous query,
for example. Documents indexed with medical terms that include the word influenza
(e.g., influenza contagious viral) will also be returned depending on the neighbor
frequency and weight.
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We implemented our method as a web-based search system with contents extracted
and indexed from the medical article repository MedWorm that is available to the
public on the Web. We carry out experiments with MeSH (Medical Subject Headings)
[33] vocabulary search queries to evaluate the performance of our method in the
developed system. The experimental results show that retrieval effectiveness can be
improved with the Mean Average Precision (MAP) by +39 % over and above the
traditional information retrieval method.

! The main contributions of this paper are summarized as follows:

e An algorithm for tag neighborhood generation, that searches for the neighboring
words of all tags occurring in the document corpus and computes the neighbor’s
frequency and weight;

e Tag neighborhood selection for the expansion of a given query based on the neigh-
bor frequency and weight. The expanded query seeks to obtain documents that not
only refer to the given query but also to related concepts based on their neighbors;

e A comparative experimental evaluation that assesses the quality of search results
over a baseline and state-of-the-art approaches;

e A specialized analysis of which medical categories this approach is most recom-
mended to be applied.

The rest of the paper is structured as follows. Section “Motivation Scenario”
shows the motivation scenario. Section “Related Work™ reviews the related research
undertaken in this area. Section “Tag Neighbor-based Query Expansion” presents
our approach of expanding query for document search with tag neighbors. Section
“Experimental Evaluation” describes the experimental setup, evaluation methodol-
ogy, metrics and results. Section “Discussion” discusses the results of the query
expansions carried out into the evaluation. Section “Limitations and Points of
Improvements” outlines the limitations of the work and points of improvements.
Section “Conclusion and Future Work™ concludes the paper and outlines future
works.

Motivation Scenario

The primary goal of expanding a user’s query is to provide the user with results that
match his real intention when formulating a query. In the context of this work, our
application is aimed at helping the layman users in querying a medical database.
Due to the lack of expertise or knowledge of specialized vocabulary, one might be
confronted with such vocabulary when searching for articles that address scientific
medical terms.

! This journal version was previously published at the International Conference on Information
Science and Applications (ICISA 2011) [12] and the main differences from previous work to this
are: (i) enhancement of related work by including new comparative studies and (ii) extension of
evaluation by comparing our results against state-of-the-art approaches.
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In order to motivate our approach, we show a scenario where a user is searching
for articles addressing the topic diabetes. Intuitively, he puts in the query “diabetes”
and receives as result hundreds of articles containing the term “diabetes” in the text
content. If the search results do not look promising, the user will reformulate the
query, either by putting in a completely different one or expanding the current query
with new terms. Our approach will step in exactly at that point by anticipating this
step of query reformulation.

Assuming the user has decided to look into the retrieved articles, if he browses
the first 10 documents, the user will likely notice that his query diabetes is usually
followed by other related terms such as insulin, glucose, blood, pancreas, etc. Due
to this connection between the terms, we believe that they are strong candidates for
composing the user’s new query in case of reformulation. Motivated by this premise,
we utilize related terms to expand the user’s query in order to better meet user’s need.
The question is: how do we know which terms will be included in the user’s query?
In fact, we do not know this in advance but we can rely on the tags assigned to the
medical articles. In brief, tags are keywords assigned to documents (or video, audio,
etc.) with the usual purpose of conceptualization [34, 40]. Tags are then valuable
pieces of information to describe or categorize the topic addressed in the article. We
believe that tags are propitious to the user’s query, thereby allowing us to calculate
the expanded terms.

In this sense, we consider all tags and generate a list of related terms for each tag,
i.e., what we call tag neighbors. This list is pre-computed and allows us to quickly
expand the user’s query once a user issues a query that matches an existing tag(s) in
the system. As a result, the search engine retrieves those articles containing the user
entry query with the expanded terms. Back to the example, if the user issues the query
diabetes to the search engine, such a query will be expanded with the qualified tags
such as insulin, hormone, glucose, blood, pancreas. The search results will contain
documents that address diabetes but also articles of related terms. On the one hand,
the results will be closer to the user’s expectations while on the other hand they will
be enriched by articles addressing related information. In summary, this study tries
to combine the utility of tags with a technique for query expansion, aimed at helping
users with improved quality search results.

Related Work

Keyword-based search is a widely used approach in information retrieval for retriev-
ing needed information from the content database. However, ordinary users often
lack sufficient domain knowledge to properly choose query keywords, which greatly
affects the information retrieval performance. In addition, search queries are usu-
ally short in length [22] and ambiguous in meaning expression [37]. Due to these
difficulties, it is widely recognized that query formulation is a challenging obstacle
in improving search quality. Query expansion is considered as an effective strategy
in enhancing keyword based queries [25] that are widely used in search engines
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and database systems. A commonly used query expansion method is to add related
queries from a set of candidate queries which are explicitly or implicitly related to
the semantics of input query from the co-occurrence of queries of previous users.
Query expansion has been studied for many years from the perspectives of keyword
or knowledge based approaches. The research efforts on related query suggestion
could be categorized into the three types of strategies according to the feature space
source used by them: (1) Keyword based suggestion is a simplest approach, which
intuitively considers the candidate queries having common words with a current
input query to be related. However, the very small word overlap between short Web
queries makes it hard to accurately determinate the similar terms. One reason is
probably that a term may be meant for different meanings by different users (i.e.
polysemy), e.g., apple is related to fruit or computer. The other reason is that dif-
ferent terms may have a similar meaning (i.e. synonymy), e.g., car and automobile.
(2) Pseudo relevance based approach does not involve the user feedback, instead
assumes the retrieved results by search engines are relevant. It induces the similar-
ity between the two queries by enriching query expressions with additional features
(e.g., terms and URLs) from the top results returned by search engines [46]. The
pseudo relevance reflects the viewpoints of general search engines, but contains no
evidence of individual users’ judgments. (3) Implicit relevance based suggestion
captures the relatedness of queries from the clicked search results of Web logs, i.e.,
user navigational behaviors [29, 32]. It demonstrates advantages over the pseudo
relevance because the click choices made by a large number of users do suggest
a certain level of relevance from the viewing point of actual users. Among these
studies, all efforts are focused on measuring the relatedness of queries from explicit
or implicit semantics, but engage a large volume of external resources [2] such as
keyword indexing, ontologies, search engines or web log files, therefore resulting
in additional overheads. Different from these, in this paper, we aim to utilize user
tagging information, which is equivalent to a semantic representation of perception
or judgment by users on resources, to especially address the document retrieval in
medical domain via neighboring tag expansion approach. Below we first review the
existing works related to our approach from two-folds.

Query Expansion in the Medical Domain

Query expansion requires a term selection stage where the system presents the query
expansion terms to the users in a reasonable order [13]. The order should preferably
be one in which the terms that are most likely to be useful are close to the top of the
list. In addition, heuristic decisions can also be applied during this stage, for example,
poor terms are excluded from the term list instead of being given low weights. [6]
proposed an information-theoretic approach to automatic query expansion, which
is based on Information Theory, assigning scores to various candidate expansion
terms. These scores are used to select and weight expansion terms within Rocchio’s
framework for query re-weighting. This approach was compared with other query
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expansion techniques via empirical studies. They claimed that their approach was
able to achieve a better retrieval effectiveness on several performance measures.
Similar to our model, [6] weight candidate terms for query expansion with the goal
of achieving better retrieval effectiveness. On the other hand they do not explore tags
as means of providing additional semantics to the query expansion.

[27] investigated the effectiveness of using MeSH in PubMed through its auto-
matic query expansion process: Automatic Term Mapping (ATM) and concluded
that the retrieval performance was improved but the improvement may not affect
end PubMed users in realistic situations. Although our approach has applied a dif-
ferent technique, our evaluation shows that we also achieved improvements on the
performance with the query expansion. Likewise [27], we outline some drawbacks
of our approach. Specifically, we identify which medical categories our information
retrieval does not perform properly and achieve low precision rates.

[3] explored two strategies for query expansion utilizing medical subject headings
(MeSH) ontology to improve the effectiveness of medical image retrieval systems.
In order to achieve greater effectiveness in the expansion, the search text was ana-
lyzed to identify which terms were most amenable to being expanded. To perform
the expansions, the authors utilized the hierarchical structure by which the MeSH
descriptors are organized. Two strategies for selecting the terms to be expanded in
each query were studied. The first consisted of identifying the medical concepts
using the unified medical language system meta thesaurus. In the second strategy the
text of the query was divided into n-grams, resulting in sequences corresponding to
MeSH descriptors. In our work, the textual content was the target item to be retrieve
rather than image. In addition to that, we did not utilize any ontology for finding
out relations between documents. In our approach, free will tags were utilized to
infer correlation between related documents and then improve precision of medical
information retrieval.

A knowledge-based query expansion method [26] exploits UMLS (Unified Med-
ical Language System), a large thesaurus in the biomedical domain constructed by
Library National of Medicine knowledge source. The goal is to append the original
query with additional terms that are specifically relevant to the query’s scenario.
The exploration of UMLS knowledge is done by mapping a large text of collection
ImageCLEFMed(CLEF-Cross Language Evaluation Forum) to UMLS concepts, and
expanding queries and documents automatically based on semantic relations in the
UMLS hierarchy [9]. The exploitation of semantic relations from a knowledge base
is what most differ their work from ours. In our work we do not maintain any knowl-
edge base such as a domain ontology to perform the query expansion. Instead, we
harvest the implicit semantic relations inherit within the nearest candidate terms (see
details in Sect. “Tag Neighbor-based Query Expansion”.

[8] presented a method to expand queries with a medical ontology in order to
improve an IR system. The aim is to improve a multi modal retrieval system by
expanding the user’s query with MeSH descriptors. They have combined two inde-
pendent subsystems to retrieve textual and visual information. The evaluation of this
system is carried out using the collection queries, and relevance judgments are pro-
vided by the ImageCLEF medical task organization. Moreover, they compared the
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use of a traditional Information Retrieval (IR) system, an IR system with medical
knowledge, a Content-Based Information Retrieval(CBIR) system and a mixed sys-
tem with information from these systems. Finally, the results showed that the use of
medical ontology to expand the queries greatly improves the system. Similar to [26],
[8] also relies on an ontology to perform the query expansion. Unlike our approach
they benefit from a second resource, which is the visual information. This information
enriches the semantics of the search queries with taxonomic concepts.

Concept-based query expansion for retrieving gene related publications from
MEDLINE was investigated by [30]. The approach is based on exploiting the direct
links between genes and other biological concepts obtained from public biological
databases. These networks of associations are implemented through direct relations
in the integration database. Images are also more important and varied in the medical
domain, as they become available in a digital form. Despite the fact that images are
language-independent, they are often accompanied by textual features such as asso-
ciated captions, titles and articles that strongly improve the retrieval quality. Link
relations are not considered in our approach. However we see a potential study of
tagging activity between documents. This analysis could bias the weighing of the
search score.

In [27] authors used approximately the same data source for query expansion on
different knowledge domains. However, to the best of our knowledge, this is the first
attempt to use fags for query expansion to enhance information retrieval performance
in the medical domain.

Tagging and Folksonomy

A tag is a one-unit word or label that describes a piece of information. In social
tagging, in contrast to taxonomies developed by subject specialists using autho-
rized terms determined by professionals, people use their own keywords to describe
websites for future discovery and retrieval [5]. The resulting list of tags of information
and objects is often termed a “folksonomy”, a classification done by untrained indi-
viduals, i.e folks [44]. The term “folksonomy” is a combination of folk and taxonomy
to describe the social classification phenomenon. Folksonomy provides user-created
metadata rather than the professional created an author created metadata [24]. The
tags are the core of folksonomy that can be seen as good keywords for describing
the respective web pages from various aspects of domain ontology [15].

Tags in Medical bookmarking systems are usually assigned to organize and share
resources on the Web. By tagging, users label resources freely and subjectively, based
on their sense of values [34]. [10] method showed that an effective tagger for medical
terms related to diseases, injuries, drugs, medical devices, and medical procedures
can be built using words from a robust medical term list along with a probabilistic
term classifier that uses local context to disambiguate terms being used in a medical
sense from terms being used in a non-medical sense. [21] proposed a semantic tagger
that provides high level concept information for phrases in clinical documents, which
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enriches the medical information tracking system that supports decision making or
quality assurance of medical treatment. Tagging systems in the medical field have
focused on the lexical level of syntactic and semantic tagging. [38] and [39] per-
formed semantic tagging on terms lexically using the Unified Medical Language
System (UMLS). [41] explores the use of “purpose tagging” to better capture the
intent of the user when using tags to improve search results. The authors evaluate their
work in a case study but do not provide a quantitative analysis of improvements in the
search results. Also, their prototype, although designed to ease the task, expects the
users to explicitly attribute purpose tags to the tagged resources. The disadvantage
of this approach is to make the tagging activity a little more complex, reducing the
simplicity of straightforward labeling. [14] highlights the importance tags as seman-
tic representations and interpretations of information in search engines and social
information systems. This work in particular converges to our objective of explor-
ing the representativeness of tags to find information. Aligned with this work, [28]
presents MedSearch, a search engine specialized in retrieving medical documents to
people in general. The goal of the search engine, similar to our approach, is to address
the challenges of providing the user with meaningful medical search results given
under specified queries. The authors specifically address the problem of queries with
longer sentences that describe their intent (e.g., description of symptoms) without
the proper use of the related and shorter technical terms. The new features they add
to the search engine include the ability to write longer sentences in plain English. It
also rewrites longer sentences into smaller versions with more appropriated terms.
Finally, it diversifies the search results with pages from various medical aspects of
the searched medical conditions and presents the user with alternative queries. To
evaluate both the relevance and diversity of the search results, the authors propose a
single metric, usefulness. According to them, a search result is considered useful if
it is relevant to the query and if most of its relevant content does not appear in other
search results ranked higher in the list. They compare their approach with Google
Health and Healthline, showing better results on their approach. In the case of our
approach, the comparison was not possible because the metric used was different.
Moreover, our work is focused on the use of tags to capture user interest and improve
personalized search results in the medical domain and not on proposing new features
to a search engine.

Tag Neighbor-based Query Expansion

In this section, we discuss the query expansion approach. First, we provide an
overview of the query search system and then explain the generation of tag neigh-
bors and the query expansion procedure. In order to test our approach, we develop
a keyword-based search system which supports search by user-entry queries. The
framework of the proposed approach is depicted in Fig. 2.1. Steps (1) and (2) are a pre-
processing phase concerned with data extraction, database storage and neighborhood
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Fig. 2.1 The framework of expanded query search system with tag neighbor expansion

forming. In Step (3), the user query is entered, and then expanded in Step (4). The
last one, Step (5), presents the results to the user..

Generating Tag Neighbors

The basic idea proposed in this paper is to expand the user query with related tag
neighbors in order to retrieve more closely related documents. Thus, we utilize the
(term) neighbors, appearing before or after the query terms that match one or more
tags assigned to the document concerned. The neighbors are selected terms extracted
and analyzed from the document’s textual content. The rationale behind this approach
is the observation that such kinds of tags, i.e., the tag neighbors, appear in specific
blocks or in pairs within the content of a document. In the context of medical doc-
uments, this phenomenon is sometimes predominantly observed. For instance, the
words “pandemic, HIN1, influenza, contagious, viral?” are often used concurrently.

To realize the task of expanding the initial query terms provided by a user during
a search, we first define and retrieve tag neighbors from the document corpus. This
is a pre-processing algorithm as described below.

1. Let T be the set of all tags assigned to the whole corpus. For each tagt € T, we
search for documents using ¢ as an entry query.

2. Foreachretrieved document, we fetch the n terms before and after each occurrence
of the tag ¢ in the document. There are two main intuitions that justify why we
did not utilize all terms but n before and after 7: (i) terms relatively distant (e.g.,
n > 6) from ¢ are usually semantically unrelated to ¢ because they appear in other
sentences of the text thus possibly discussing other aspects/subjects. The terms
tend to receive extremely low values and thus becoming strong candidate of being
outliers, (ii) The limitation of n terms also increases the efficiency for computing
the tag neighbors since a subset of whole terms will be considered.
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3. To assure minimal quality of the neighbor candidates, we analyze the fetched
terms, remove possible invalid characters using the constraint those present in the
list of stop words. The qualified terms are now represented by C, i.e. the set of
candidate neighbors for the tag t € T.

4. For each term ¢ € C, we calculate its weight based on its distance from the tag
t € T. We assume 1 unit the distance from 7 to the immediate term c after or
before it. The distance to the second term is 2 units and so forth until the |n|th
unit. We assume that the further away the term c is from tag ¢, the less relevant
it is. The function w(¢, ¢) that weighs the distance between a tag t € T and a
candidate neighbor c is defined as:

el

w(t, c)zzm,VceC (2.1)
i=1 vt

where d(t, c;) is the distance between the occurrence i of candidate neighbor ¢
andthetagt € T, and |c| is the total number of occurrences of candidate neighbor
c near tag 1.

5. For each candidate neighbor ¢ € C, we calculate the neighborhood frequency for

its respective tag r € T. i.e.
lc]

flo) = il 2.2)

where |C] is the total number of candidate neighbors for the particular tag z.
6. The neighborhood frequency function nf (¢, c), that takes into account the weights
and frequency is defined as follows:

nf(t,c) = w(t, c).f(c) 2.3)

The calculus of the tag neighbors runs on the dataset as a data pre-processing
procedure. After computing the most frequent and highest weight tag neighbors, we
select those whose final scores are above a threshold « to ensure minimal quality
during the expansion. The threshold « is defined by at least nf(t,c) within the highest
standard deviation from the best ranked neighbor. This avoids the need for defining
an absolute number of neighbors to be retrieved, and guarantees that low frequent
neighbors are selected. The set of tag neighbors will finally be saved in a (hash) tag
neighborhood table. In this table, each tag points to its respective set of neighbors.

Working Example on Generating Tag Neighbors

In Sect. “Generating Tag Neighbors”, we described the method for computing tag
neighbor frequency and weight. Based on this, we select neighbors with the higher
frequency and weight for the original query. Based on this, we select which neighbors
have higher frequency and weight for the original query. Formally, let ¢ be the tag and
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Fig. 2.2 Example of a concept view of a tag and neighbors distance relationship graph

Table 2.1 Tag neighbors weight and frequency from Fig.2.2

T,C w(t,c) f(c) nf(t,c)
t,a 0.665 0.13 0.086
t,b 0.5 0.13 0.065
t,C 1.83 0.3 0.549
t,d 3.66 0.4 1.464
C = {co.c1.....c|c|} be the candidate neighbors set. Then, every ¢;(1 < i < |C|)

can be instituted as a potential expansion for tag ¢. According to Fig.2.2, ¢ is the
tag and {a, b, c,d} € C are the candidate neighbors. The total occurrence with
the number of candidate neighbors is 15 (i.e. |C| = 15). The tag a occurs twice,
b occurs twice, ¢ occurs five times, and d occurs six times. According to these
occurrences, we compute the weight function w(t, ¢) by considering the distance of
each candidate neighbor from the original tag. Particularly, in the case of the candidate
neighbor a, two distances are evidenced, the first 1 unit and the second 3 units. Thus
w(t, c) = 0.665 according to Eq.2.1. The frequency of each candidate neighbor
is each candidate neighbor divided by the total number of candidate neighbor with

respect to tag f, i.e. Icl‘%"“ = 2/15 = 0.13. Finally the neighborhood function that
multiplies the frequencies by the weights is nf (¢, a) = w(¢, a) - f(a) = 0.086. This
procedure is repeated throughout the remaining candidate tag neighbors. Table 2.1
shows the results of all candidates for each function as explained in the previous

section.
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The selection of most qualified neighbors is based on the nf (¢, ¢) value analysis.
For instance, (see Fig.2.2), candidate neighbor d is more likely to be selected instead
of candidate a, since nf (¢, d) > nf(t, a). The selection ordering of tag neighbors is
the following: {d, ¢, a and b}.

Expanding Query with Tag Neighbors

In theory, every query has neighbors in the content with the chance to get an expan-
sion. Once the tag neighbors are processed, queries provided by the user for searching
documents can benefit from the query expansion, which denote the relevant degree
between the expansion query and the original query. We consider only certain sets
of neighbors to expand queries, and we select top k neighbors to generate a new
expanded query by adding all the terms (see in Fig. 2.3).

The important structure of the query expansion is thus: given 7T as a set of all
tags occurring in the document corpus and a query consisting of terms
0=1{qilgi € Q,i=1,2,...z}, where z is the number of terms that occur in Q. For
eachtermg; € Q N T wedefine Q' C Qas Q' = {q: |ql’ eT NQ,i=1,2, m},
where m is the number of tags that occur in Q'.

For each one ¢; € @', we retrieve all previously processed neighbors C and
select all neighbors C' C C ranked above the threshold « (see Sect. “Generating
Tag Neighbors”). Finally, we add all retrieved neighbors C’ to Q" expanding it to
Qexpandea = Q' U C'. Once this process is repeated for all tag queries ¢/, we perform
the search using the newly expanded Qypandea €xpressed in the form of a query
vector with a traditional information retrieval algorithm, such as in [4].

s X
q1.92,q3.... = Expansion
Query Tag

— Expanded query

1 1 1
1 1 1

Neighbor = a Neighbor = ¢ Neightior - g

Neighbor = b Neighbo r=b Neighbor n f

Neighbor = d Neighbo r=d ok . R
Entry = 11 Entry = t1 Entry =t1, 12

L Pre-processed Repository

Fig. 2.3 Query expansion process with tag neighbors
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Working Example on Expanding Query with Tag Neighbors

In order to illustrate the query expansion, we continue working on the previous
example from Fig.2.2 where ¢ is the tag and a, b, c, d are the candidate neighbors.
Assuming that a given query g matches the tag ¢, the query expansion procedure
begins.

According to Eq.(2.3), the tag neighbors (whose neighborhood function values
nf(t,c) > «) of tag t are selected from the pre-processed neighborhood table. The
selection order will depend on the neighborhood function values. In Table?2.1, the
candidate neighbors selection order follows d, ¢, b, a since their nf (¢, ¢) values are
1.464, 0.549, 0.065, 0.086, respectively, i.e. the given query g expands with d first
and then follows c, b, a. Therefore, the expanded query ¢’ formation is equal to
{t Ad,t Nc,t Ab,t A a}. Finally, the search system performs the search with the
expanded query ¢'.

Experimental Evaluation

In this section, we describe the experimental design that supports the evaluation of
our proposal and the evaluation results achieved from the experiment. The goal of this
evaluation is to show that document search, enhanced by the tag neighbor expansion,
results in an improvement of document retrieval effectiveness in comparison with
baseline and state-of-the-art approaches. In the following sections, we detail the data
collection, methodology, and metrics used in the experiment.

Dataset and Experimental Setup

Data

In order to test our approach, we crawled the article repository in MedWorm system
during April 2010. MedWorm is a medical RSS(Really Simple Syndication) feed
provider as well as a search engine built on data collected from RSS feeds. We
downloaded the contents into our local database. After stemming out the entity
attributes from the data, four data files, namely user, resource, tags and quads, were
obtained for our experiments. The fourth file represents the links between users,
resources and tags. Using these data files, we generated SQL scripts to insert all
data into the database. The resulting dataset comprises 949 users, 13,509 tags and
26,1501 documents. Currently, this data is available at [19].
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Queries

The proposed approach is evaluated with MeSH (Medical Subject Headings) vocabu-
lary(i.e., queries), which are in MedWorm dataset. Selected queries are related to the
MeSH tree structure-2011 >C-diseases. The MeSH thesaurus is a National Library
of Medicine’s (NLM) controlled vocabulary for subject indexing and searching for
journal articles in MEDLINE, books, journal titles, and non-print materials in NLM’s
catalog [8]. These headings, also known as descriptors, are organized into 16 cat-
egories: category A for anatomic terms, category B for organisms, C for diseases,
D for drugs and chemical, etc. However, we only consider C-diseases category due
to the specific purpose of our project. This category is further divided into 26 sub-
categories as CO1, C02,..., C26. Table 2.2 shows sample sub category MeSH queries
and their candidate neighbors with frequencies.

Experimental Setup

After data storage, we indexed the stemmed words in order to build up the search
space. We utilize the processed indexing and content database to compute the tag
neighborhood and calculate the neighbor frequency and weight as described in sect.
“Generating Tag Neighbors”. As aresult, we ended up with 15,175,334 tag neighbors
with an average of approximately 9 highly ranked candidate neighbors per tag when
selecting a higher value of neighborhood function threshold « = 0.6 (“Generating
Tag Neighbors™).

The Web-Based Search Tool

To evaluate the approach we developed a keyword-based search tool based on the
Lucene search engine. The Lucene search engine is utilized for searching documents
as well as for indexing them. Lucene is a high performance, fully featured text
search engine library written in Java [17]. In brief, our tool operates by maintaining a

Table 2.2 Sample MeSH queries and their TOP 4 Neighbors followed by their frequencies

Query 1 2 3 4

Influenza Contagious {0.41}  Viral{0.35} Infection{0.31} Cold{0.28}
Cancer Metastasize {0.34} Malignant{0.33} Infection{0.31} Tumor{0.19}
Diabetes Insulin {0.45} Hormone{0.42}  Glucose{0.38} Blood{0.30}
Overdose Drug {0.31} Blood{0.27} Hemoglobin{0.19} Injection{0.11}
Diarrhoea Intestinal{0.32} Bacteria{0.28} Fluid{0.25} Digestion{0.18}
Chemotherapy Blood{0.40} Cancer{0.36} Treatment{0.24} Tumor {0.12}

2 http://www.nlm.nih.gov/mesh/trees.html
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comprehensive index of Medworm documents that are crawled from the MedWorm
website. The index structure is composed by a field “content” that comprises the
document terms and a field “docID” referencing the document meta-information
in the database. When a user submits a query to the tool, the query expansion takes
place and the reformulated query terms are compared against index terms for relevant
items in the search engine index. An overall relevancy score for each document is
computed according to how many terms occur in the index, and how important these
terms are for that item. The search score is given by the federated Lucene model.

The index is utilized exclusively for searching however the all meta information
about the document and other entities such as user and tags are stored in a relational
database. To make the search tool available for online usage, we created a web
application where users can issue queries, retrieve results and download them. The
web application was developed based on JBoss seam framework, an open source
development platform for building rich Internet applications in Java. Seam integrates
technologies such as Asynchronous JavaScript and XML (AJAX), JavaServer Faces
(JSF), Java Persistence (JPA), Enterprise Java Beans (EJB 3.0) [45].

Evaluation Methodology and Metrics

The methodology for inferring relevance assessments is based on the ranked lists
of documents submitted in response to a given query and the number of documents
relevant to the query. For the human relevance assessment, we chose 106 MeSH
queries according to [26] from 26 sub categories of selected C category of MeSH-
2011 vocabulary. However, 6 queries did not have any information in our database.
So, we compute the relevant assessment for 100 queries. Each query is evaluated by
the top-10 and top-20 retrieved documents. For the relevance assessment, we invited
in total twenty experts who are familiar with medical domains to browse through
the whole content of documents and assess whether they were relevant. The experts
invited were ten biological and medical PhD students and ten employees of the FP7
ICT project M-Eco (Medical Ecosystem Personalized Event-Based Surveillance).
Each participant evaluated five queries, i.e. at least 20 documents per query were
assessed. In particular, six of them evaluated six queries. To make the evaluation
less exhaustive, since the results of four methods were analyzed, we designed the
interface of the Web-based system to display the search results of two methods in
parallel and simultaneously. At last, we averaged the precision rate from the experts’
evaluations.

Analysis of Precision
Our analysis was based on observation over the precision of our search engine.

We compared our precision results against results obtained from a baseline query
search that relies on the simple user entry query without expansion and two other
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state-of-the-art approaches, [26] and [8]. In a nutshell, [8] expands the user’s query
with MeSH descriptors, while [26] exploits UMLS (Unified Medical Language Sys-
tem), a large thesaurus in the biomedical domain, to append the original query with
additional terms where explicit semantic relations are found. In order to compare
our approach against [26] and [8], we discarded our own tag neighborhood table and
expanded the user’s query with terms found at the MeSH descriptors and at the seman-
tic network UMLS [43]. For instance, at UMLS there is a semantic statement “Body
Substance—causes—Acquired Abnormality” . If the user’s query matches “Body Sub-
stance”, then the term “Acquired Abnormality” will be considered. Needless to say,
all semantic relations are investigated in the UMLS corpus.

Because the evaluation took place specifically in the top-10 and top-20 retrieved
documents, we are unable to perform a realistic recall analysis. As pointed out by
[7], the recall should determine the ability of search engines to obtain all or most
of the relevant documents in the corpus. Thus, it requires knowledge not just of the
relevant and retrieved ones but also those not retrieved. Since we do not have the
precise knowledge of all relevant items within the entire corpus, it is very likely
that we might perform an inaccurate and non-realistic recall analysis. On the other
hand, we understand that this demanding analysis must be conducted in a future
experiment.

Aiming at fully reflecting the performance comparisons across related works, we
adopted MAP (Mean Average Precision), nDCG (Normalized Discounted Cumula-
tive Gain) and P@n, i.e. precision of the first n retrieved documents as in the Text
Retrieval Conference (TREC) [42]. The Text Retrieval Conference is an on-going
series of workshops focusing on a list of different information retrieval (IR) research
areas, or tracks. In particular, MAP, P@10, P@20 and nDCG at positions 10 and
20 are utilized in our assessment. While the nDCG indicates how good the search
results were to an optimal ranking, P @n reflects the percentage of documents in the
top n of the ranked list that are relevant to the query. P@n is defined as follows.

number of relevant documents in top n results
P@n = f P (2.4)

n

MAP stands for the mean of the average precision scores for a set of queries. The
average precision (AP) for a single query is the mean of the precision after each
relevant document is retrieved.

_ SN P@n x rel(n) AP — >N P@n
number of relevant documents number of relevant documents

2.5)

where n is the rank, and N is the number of retrieved documents. Finally, MAP is
obtained by averaging the AP values over the set of queries.

0 AP
MAP = W (2.6)
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where Q is the number of queries and |Q] is the amount of queries.

The nDCG is a commonly used standard evaluation metric indicating that highly
relevant documents are more useful when appearing earlier in a search engine result
list. However since we are considering a limited (top 10 and top 20) subset of search
results, the DCG at position p should be normalized. Therefore, we calculate the
nDCG at position p, which is defined as:

DCG,
IDCG,

nDCG, = 2.7)

where the discounted CG (Cumulative Gain) accumulated at a particular rank position
p is defined as:
n 2rel,- 1
DCG, = _ 2.8
r §1og2(1+i) @9
where the relevance values of documents (rel;) range between O and 1 [23]. For
calculating the nCGG at positions p = 10 and p = 20, for each query, we had to
create an ideal ordering as pointed out in [23].

Empirical Evaluation of Tag Neighbors Quality

Besides the search performance assessment, we also performed an empirical analysis
of tag neighbors quality on the given dataset since the performance of our approach is
highly dependent on the quality of the tag neighbors utilized in the query expansion.
In order to empirically assess such quality, first we set up the threshold (« > 0.6)
to cut off the unwanted tag neighbors and then, we sorted the tag neighbors by their
neighborhood function values in descending order. Last, we invited the experts to
assess the degree of relevance between the tag neighbors and parent tags.

Evaluation Results

Performance Results

Table2.3 summarizes the overall performance measures (MAP, P@10, P@20,
nDCG@ 10 and nDCG @20) achieved by our approach plus the baseline, MeSH, and
UMLS-based approaches. As seen in the results on Table 2.3, the baseline achieved
the worst precision rates among all the methods. Our approach outperformed all com-
pared approaches but our precision results were nearly equal to the MeSH results.
The reason is simple. Since our queries were random selection of MeSH database, all
queries achieved reasonable query expansion and subsequent relevant retrievals. On
the other hand, the expansion on the UMLS-based approach were never guaranteed,
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Table 2.3 Comparison of the performance over 100 queries

Metrics Baseline Our approach MeSH UMLS
MAP 0.353 0.491 0.477 0.452
P@10 0.399 0.523 0.501 0.510
P@20 0.367 0.509 0.491 0.496
nDCG@10 0.512 0.649 0.627 0.503
nDCG@20 0.432 0.623 0.620 0.499

Table 2.4 Statistics about a sample MeSH sub categories, queries and performance measures

MeSH subcategory Query Baseline Approach Baseline Approach
(Diseases) (Expansion size) (P@10) (P@10) (P@20) (P@20)
Bacterial infections [CO1] Infection (16) 0.689 0.798 0.673 0.789
Virus diseases[C02] Arbovirus (11) 0.646 0.783 0.641 0.769
Parasitic diseases[CO03] Helminthiasis (7)  0.459 0.632 0.435 0.612
Neoplasms[C04] Hamartoma (1) 0.145 0.145 0.112 0.112
Musculoskeletal [CO5] Dysostoses (9) 0.654 0.711 0.632 0.697
Digestive system diseases[C06] Cholangitis (8) 0.599 0.688 0.572 0.671
Stomatognathic [CO7] Mouth (13) 0.701 0.796 0.699 0.785
Respiratory tract [CO8] Lung disease (17) 0.764 0.802 0.732 0.798
Otorhinolaryngologic [C09] Nose disease (5)  0.356 0.422 0.325 0.413
Nervous system [C10] Brain injuries (12) 0.712 0.794 0.705 0.786

thus performing at a level that is at least equal to the baseline approach. Both MESH
and UMLS-based approaches outperformed the baseline. We also applied the -test
method to assesses whether the precision average of the compared approaches to our
approach was statistically significant. In all cases (MAP, P@10, P@20, nDCG@ 10
and nDCG@20) we observed p — value > 0.05, meaning that our method achieved
higher value precision rates but was also statistically significant.

Table 2.4 shows the sample statistics at different precision levels. The first column
depicts sub-categories of the MeSH headings, and the second column gives the query
information which we used for search. The third column gives the amount of the best
(for threshold & > 0.6) available tag neighbors to expand the original query. The
last four columns give the retrieval precision by P@10 and P@20. The MeSH and
UMLS-based approaches were not considered in this demonstration.

Tag Neighborhood Results for Query Expansion

As already pointed out in Sect. “Empirical Evaluation of Tag Neighbors Quality”, the
quality of the search retrieval depends on the tag neighbors’ quality. Tags semantically
related or capable of describing a fact/epidemy can be considered high quality. For
instance, the tags “2009”, “flu”, “Mexico” and “pandemic” can quickly remind one
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about the outbreak of a new strain of influenza that infected many people in Mexico in
March and April of 2009. Similarly, the tags “influenza”, “flu”, “gripe” are terms that
refer to an infectious disease caused by RNA viruses that affects birds and mammals.
On the other hand, tags such as “data mining”, “H1N1”, and “market shares”, if taken
as neighbors, should probably be considered low quality since: (i) they are loosely
related at the semantic level; and (ii) they do not lead to any special case in recent
years. Yes, they can be related but for particular reasons and in a context that will
not be of interest to many. For this reason, this group of tags should be rated as low
quality.

In order to validate the tag neighbors’ quality, we consulted 10 health surveillance
experts of M-Eco project (“Evaluation Methodology and Metrics™) to analyze the
20 most frequent tag neighbors derived from 575 tags as eventual queries, albeit
randomly chosen, from our database. Also worth mentioning is that the 575 tags
were generated from the same document corpus (261,501) utilized for measuring
the recommendation performance. The assessment members have extensive knowl-
edge in the medical surveillance area given that some have conducted research for
many years while others have actually worked for federal institutions responsible for
disease control and prevention. The evaluation criteria of the subjective assessment
were based on the degree of relatedness between the tag and the tag neighbors. Based
on his own experience, each evaluator had to indicate whether a single neighbor was
related (or not) to the original tag.

The sample size was calculated according to [1] with the confidence level set to
95 % and confidence interval set to 4 %. Each neighbor was asked to be evaluated
individually, regardless of whether it was related or not to the parent tag. As a result,
according to the expert assessment, 83 % of the tag neighbors were correctly related
to the parent tag while only 17 % were loosely semantically related or inadequate.
This assessment was crucial to the give credibility of results expressed in Table2.3.
We observed that many terms within the set of items corresponding to the 17 % are
mostly non-medical terms, generally verbs and nouns. As part of our future works, we
aim at validating such terms by consulting a medical dictionary or domain ontology
vocabularies when generating the tag neighborhood table.

Discussion

In this work, we present the application of tags neighbors as an auxiliary resource
toward effective information retrieval in the medical domain. The satisfactory preci-
sion results obtained with the evaluation demonstrate the potential of the approach
and allow us to discuss and compare our results with other approaches.
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Related Work Comparison

In order to judge the relative effectiveness of our approach, we compare our results
with related studies that also address the query expansion as an instrument for effec-
tive information retrieval in the medical domain.

Focused on the mean average precision (MAP) values, [27], which applied MeSH
descriptors to expand the queries by adding medical information, obtained 0.3095
on the ImageCLEPmed 2006 dataset. [26], an approach based on a knowledge-based
query expansion, achieved 0.474, whereas [30] achieved 0.425. In comparison with
such a related work [27], we obtained MAP improvements at 58, 3.5 and 15%
respectively. Although we observe better results over compared approaches, this
analysis should be moderately judged due to the fact that might exist differences in
the evaluation methodology or dataset. On the other hand, this comparison gives an
overview of the MAP performance among related approaches.

Obtained Results and MeSH Sub Categories

As explained previously, the queries issued during the experimental evaluation
belongs to specific medical(MeSH) categories. By having this information available,
we were able to analyze in which categories our approach performs better. Table
2.4 shows a MeSH sub category followed by sample queries with their performance
outcomes at P@10 and P@20. As shown there, the query lung disease generates 17
expansions and achieves P@10 at 0.802 and P@20 at 0.798. Hamartoma has only
one expansion term and P@10 at 0.145 and P@20 is 0.112, which is almost equal
to baseline search performance.

We also observe that our approach achieves better performance for the categories
Bacterial Infections and mycoses [CO1], Respiratory Tract Diseases[C08], Ner-
vous System Diseases [C10], Stomatognathic Diseases[C07], Virus Diseases[C02]
MeSH categories. On the other hand, our approach gives very poor results for Neo-
plasms[C04] MeSH sub category since the query expansion is limited to one tag
neighbor. This indicates that queries with more expandable terms have the higher
retrieval performance, while the low amount of expandable terms has much less
performance, close to the baseline. Bold numbers in the table indicate the top per-
formances.

From this analysis, we obtained satisfactory results however its effectiveness for
particular categories does not perform as expected. This input opens a request for
further improvements on categories such as Neoplasm [C04]. This will likely require
a deeper analysis of the dataset that were utilized for the evaluation.
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Limitations and Points of Improvements

Although the approach has achieved more satisfactory performance results compared
to the baseline approach, it still has certain limitations and hence points for improve-
ment. These issues occur because dealing with tags is no trivial task. Since users
can assign tags that are free of grammatical norms and merely based on what they
have in mind, inconveniences such as sparsity, misspelling or lack of semantics can
sometimes occur [34].

When tagging data that are either insufficiently available or do not equally cover
all resources, this tag sparsity might degrade considerably the performance of the
approach. If only a few tags are available, the tag neighborhood table will reduce the
probability of matching any user’s query considerably. As a result, in only very few
specific cases, there will be a query expansion. Another issue concerns the tag syntax,
especially since no syntax control may be guaranteed and users can assign them to
the documents based on their sense of value. In the case where tags are commonly
misspelled, the tag neighborhood table will not increase because misspelled tags will
not match terms in the documents. As a consequence, the term neighbors will not be
retrieved, thus lowering the level of recall performance.

The meaning of the tagging data does not pose a problem because it is not specified
along with the tag itself; instead, it resides in the tagger’s head. For this reason, it is
difficult to understand and/or agree on some tag assignments because the explanation
given by the tagger is not available. It is practically impossible to judge which case
there is a hidden reason for such a tagging or did he mean something else [16]. In
addition, polysemy can take place, in which the same tag can have different meanings,
or synonymy, wherein the same concept can be represented by different tags. For
example, the tag “orange” might refer to the fruit, the color or the French telephony
company [35], i.e. the polysemy case. The lack of semantic distinction may lead
to the generation of inaccurate retrieval. For improvement, this needs to be tackled
in our future works given that users may be provided with results unrelated to the
intended meaning of their queries.

The quality of the tag expansions depends on the tag neighbor terms of documents.
In our model, we aim at quantifying this by addressing the frequency and distance of
neighbors to the target tag. From a semantic perspective, the statistical relatedness
raised by our model does not guarantee a taxonomic or semantic relation. As a
point of improvement, we look forward to combining our model with an analysis
of specialized medical dictionaries or domain ontology vocabularies that explicitly
establish such relations. A reference work addressing the semantic evaluation in
ontologies of tags can be seen in the work of [11].
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Conclusion and Future Work

In this paper, we proposed an approach of using tag neighbors for query expansion.
Such approach supports users with complementary information provided by the most
frequent and weighted tag neighbors occurring in the document corpus. We imple-
mented our approach in a search system with contents extracted and indexed from
the MedWorm medical article database. The evaluation results have shown that our
proposed approach achieved substantial improvement on mean average precision
and different stages of precisions compared with the same metrics of the traditional
information retrieval algorithm.

As a future work, we aim at improving the quality of tag neighbors by com-
paring then against medical specialized dictionaries or domain ontology vocabular-
ies. Further, we plan to realize more experimental studies necessary to validate the
scalability and feasibility of the proposed approach in a broader scope. Finally, we
aim at combining the current approach with other techniques previously explored
such as collaborative filtering.
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Chapter 3
Medical Technology Breakthroughs
in Tissue Engineering

Mirjana Pavlovic , John Mayfield and Bela Balint

Mankind is searching for a key to longevity and there is no doubt
that stem cells could be an important answer to this problem.
Ratajczak M.

Introduction

Powerful developments in Tissue Engineering multidisciplinary field have yielded
a novel set of tissue replacement parts and implementation strategies. This chapter
would bring the newest information on the medical breakthroughs in tissue engi-
neering (TE) on all three levels that specify TE as particular entity: cells, scaffolds
(biomaterials) and reactive molecules, discovered and invented to orchestrate the
reparative and curative aspects of TE. It will involve technologies for detection and
distinction of different types of stem cells (embryonic and adult): hematopoietic stem
cells (HS), very small embryonic stem cells (VSEL) cells, mesenchymal stem cells
(MSC) from different sources, and scaffolds as a platform for 3-D growth of tissue,
computer aided TE (CATE), inject-printing of cells, transplantation without a donor,
and other “state of the art” entities and issues along with this exciting and expansively
evolving research field that is definitely changing the future of medical approaches.
Among the major challenges now facing TE is the need for more complex functional-
ity, as well as both functional and biomechanical stability in laboratory-grown tissues
destined for transplantation. The continued success of TE and eventual development
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of true human replacement parts will grow from the convergence of engineering and
basic research advances in stem cell, tissue, matrix, growth factors, and developmen-
tal biology, as well as materials science and bioinformatics.

Background and Significance

It is a matter of common sense that tissue engineering development is based upon
stem cell research as a fundamental approach. An integral overview on fundamental
and clinical research in the stem-cell field, with emphasis on history, controver-
sies, new concepts, their meaning and applicability is an evolving matter. Stem cells
(SCs) are now known to have unlimited self-renewal and large proliferative capacity,
as well as a high potential for differentiation into all blood cells or other somatic
cell types, in natural setting in situ and after “conventional” therapeutic use. Their
application in the fields of regenerative medicine and tissue engineering (TE) is
emerging from those fundamental capabilities that are still the matter of intensive
research studies. Thus, these toti-, pluri- and/or multipotent SCs are capable of pro-
viding complete, stable and long-term reconstitution of hematopoiesis that was the
basis for the clinical use of SCs in allogeneic or autologous transplant setting [1].
A striking feature of SCs is a great plasticity and ability to give rise to differenti-
ated cells of numerous lineages—such as osteocytes, chondrocytes, cardiomyocytes,
hepatocytes, even endothelial cells [1]. This differentiating capacity emphasizes their
potential role in a wide spectrum of different therapeutical scenarios. In this chapter
we have particularly stressed out the possibility of implantation of these cells into
humans in order to reconstruct destroyed tissues/organs (regenerative medicine and
TE), which is also supported by the basic research done on the SC differentiation
and replacement (TE itself). Thus, SCs open novel viewpoints and perspectives in
the treatment of diseases—as it is the case with the TE and regenerative medicine. It
is difficult to make a sharp distinction between these disciplines since they depend
on each other. Stem cells are nowadays being called a “panacea” or a “cure-all” in
many diseases—although their functional role is not yet well known—and it is clear
now that they are being involved in numerous areas of cell-mediated therapeutic
approaches. The chapter is also dealing with advantages and disadvantages of regen-
erative stem cell therapy, as well as the results of different (routs of) applications
and discussion of possibilities for their improvement, where appropriate. Although
both: TE and regenerative medicine are strongly based upon the fundamental stem
cell research development, it is clear that stem cell replacement so far, does not
answer all questions about potential curative aspects of any particular disease. We
have discussed both: invasive (bone marrow transplanted-BMT) and non-invasive
(mobilization) approaches to stem cell therapy in TE of acute myocardial infarc-
tion (AMI) and underlined some of the results of their application in experimental
and clinical settings. Altogether, the data strongly suggest the inevitable necessity
for further development of this field of research and its clinical applicability, which
belongs to the near future, and will require generations of enthusiastic researchers
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and clinicians to completely develop, distinctively categorize, and apply the concepts
of regenerative stem cell therapy and tissue engineering into clinical arena.

Tissue Engineering: Definition and Technology

According to very global NIH definition, Tissue engineering (TE) is an emerging
multidisciplinary field involving biology, medicine, and engineering that is likely
to revolutionize the ways we improve the health and quality of life for millions of
people worldwide by restoring, maintaining, or enhancing tissue and organ function.
It involves integral thinking and collaboration of multidisciplinary approaches that
have evolved thanks to breakthroughs in medical technology through history and
especially during last decade [2-8]. Some of them are so essential and critical for the
development of the filed that have to be thoroughly comprehended and elaborated.
It is impossible to integrate all of them into one chapter, but is of great importance
to emphasize those which present the basis for TE emergence and evolution. These
breakthroughs are of course different research and clinical medical approaches in
stem cell treatment, scaffolds microfabrication, 3-D growth of tissue, Computer-
Aided Tissue Engineering concept (CATE), ink-jet printing of the cells and liquid
scaffolds, transplantation without a donor, and other techniques/technologies of great
relevance for advance of TE. Let us see what each of them means in TE development.

Medical Technology Breakthroughs

e “Development of Cell patterns for possible TE use and technology of multiple
staining-Flow Cytometry”

The first use of stem cells in humans was done by E. Donald Thomas whose
work was later recognized with a Nobel Prize and Physiology or Medicine [1]. His
work showed that bone marrow cells infused intravenously could repopulate the
bone marrow and produce new blood cells. His work also reduced the likelihood
of developing a life-threatening complication known as graft-versus-host disease
(GVHD). With the availability of the stem cell growth factors most hematopoietic
stem cell transplantation procedures are now performed using stem cells collected
from the peripheral blood rather than from the bone marrow. Collecting peripheral
blood stem cells provides a bigger graft, does not require that the donor be subjected to
general anesthesia collect the graft, results in a shorter time to engraftment, and may
provide for a lower long-term relapse rate [1]. The first recorded attempt at cellular
therapy occurred in 1912 when German physicians attempted to treat hypothyroid
children with thyroid cells [1]. Cellular therapy, as practiced today, was developed in
the early 1930s by Paul Niehans, MD (1882-1971), a Swiss physician who became
known as “the father of cell therapy” [9]. It soon became popular with celebrities as
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a means of rejuvenation. A 1990 article in /n Health magazine described Niehans
as a “public relations genius” and stated that the Clinic La Preire, which he had
founded in Clarens-Montreaux, Switzerland, had attracted 65,000 patients. Its (1999)
one-week “revitalization program” costed about $8,000. However, Niehans made a
great breakthrough in the last century by applying cell based therapy, which was
unimaginable before him.

Generally, the Stem Cell (SC)—compartment is divided into embryonic and tis-
sue specific or adult SCs. Embryonic SCs (ES or ESC) are by definition the “master
cells” with the largest spectrum of differentiation potential, e.g. capable of differen-
tiating into every type of cells either in vitro or in vivo [6-8, 10—13]. Thanks to the
presence of embryonic body, these cells have ability to develop into three primary
layers: endoderm, ectoderm and mesoderm. The discovery of SCs inside cell mass of
embryos and in adult tissue has revolutionized the medical field by introducing new
therapeutic dimensions into previously untreatable diseases and injuries [13]. Sev-
eral experimental or preclinical studies have suggested that application of embryonic
SC could be promising in the treatment of various diseases. However, recognition
of appropriate ethical aspects, regulatory acts and standardization in embryonic SC
mediated regenerative medicine is needed as it is still the matter of controversy.
Besides, permanent, persistent and accurate updating of the facts regarding their
immunologic characteristics is an essential requirement for safe clinical application
of SCs. Some authors stand that the initial theory that embryonic SCs are ignored
by immunocompetent hosts was overlooked. On the contrary, it is even more evident
that embryonic SCs could protect themselves actively by several immunomodula-
tory mechanisms against T lymphocytes and natural killer cells of host, and actively
participate in immune-mediated events [12].

Recent isolation of fetal SCs from several sources either at the early stages of
development or during the later trimesters of gestation, sharing similar growth kinet-
ics and expressing pluripotency markers, provides strong support to the statement
that these cells may be biologically closer to embryonic SCs . In fact, they represent
intermediates between embryonic and adult mesenchymal SCs with regards to pro-
liferation rates and plasticity features, thus being able to confer an advantage over
postnatal mesenchymal SCs derived from conventional adult sources [11].

Historically, bone marrow was the primary source of SCs for transplant. How-
ever, peripheral blood and umbilical (cord) blood are also currently used as sources.
SCs derived from these sources may have therapeutic potential (without severe
adverse effects) only when given to the individual from whom they were derived
(autologous transplants) or from an immunologically matched donor (allogeneic
transplants) [2—4].

Despite the fact that the ideal type and source of cells have not yet been defined,
immature SCs are capable of colonizing different tissues due to ability of homing
and trans-differentiation or lineage-plasticity, in the settings of regenerative medicine
[3—7]. Furthermore, there are several facts suggesting that adult SCs and even dif-
ferentiated somatic cells, under appropriate microenvironmental cues or signals, are
able to be “reprogrammed” and contribute to a much wider spectrum of differentiated
progeny than previously anticipated. This has been demonstrated by using tissue-
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specific SCs—which like embryonic SCs—do not express CD45 as an exclusive
hematopoietic marker [10]. Consequently, adult mesenchymal SCs and endothelial
precursors are clinically applicable for cell-mediated, regenerative therapy of patients
with myocardial, brain, vascular, liver, pancreas and some other tissue damages
[2, 3, 14-21].

Allogeneic transplants are still the most efficient treatment for patients with
liver failure. However, there is a lack of donors and some alternative therapeutic
approaches are needed. Transplantation of mature hepatocytes has been evaluated,
but the long—term efficacy remains unclear and the paucity of donor cells limits
this strategy. The use of SC-therapy transplantation is perhaps a more promising
alternative approach.

The intensification of myeloablative radio-chemotherapy, enlarged use of SC
transplants, as well as the introduction of cell-mediated therapeutic approaches in
regenerative medicine resulted in increased needs for both specific blood-derived
progenitor/cells and practical operating procedures inducing minimized cellular dam-
ages during their collection or processing and storage in frozen state. Therefore, suc-
cessful performance of SC transplantats or cell-mediated therapy requires efficient
collection, processing, and (cryo) preservation procedures for obtaining an accept-
able cell yield and post-thawing recovery, as well as advantageous clinical outcome.

In South Korea, Woo Suk Hwang of Seoul National University was known as
the cloning king and his lab enjoyed strong support—and funding—from the South
Korean government. It helps that therapeutic cloning was (and still is) much less
controversial in South Korea than in the West. And unlike most of the rest of the
world, the Korean public offers almost unequivocal support. Hwang says that a
poll showed that more than 70 % of South Koreans agree with therapeutic cloning,
whereas a recent poll in the US suggests 75 % are opposed to it. Two factors in
particular seemed to be critical to Hwang’s success. First, an incredible 1200 nuclear
transfers (on cow and sheep cells) would take place every day in his lab. It really
has been a case of practice makes almost perfect. Second, was the supply of eggs.
South Korean law allows Hwang to use fresh eggs from young women who are
prepared to donate their eggs by undergoing ovarian stimulation, which can be a
risky and painful procedure. Yet, the results of Hwang have been withdrawn at the
certain point as false. Was it political issue? Or was it true? It seems that this drama
continues and we have to wait for the final scenario.

In the UK, by contrast, scientists are only allowed to use eggs rejected or left
over from IVF treatment. A group in Newcastle, UK (2005) announced that they
had cloned a very early stage embryo, but this took 36 leftover eggs and the team
failed to isolate any stem cells from the embryo. Hwang’s team found that when the
eggs used come from donors under 30, an average of only 14 eggs were needed to
generate a cell line, a 16-fold improvement in efficiency from only a year ago. He
has also reduced the use of animal “feeder cells” to nourish the developing embryos,
making it less likely that the stem cells will become infected with viruses or prion
diseases. When it comes to cloning techniques, Hwang’s laboratory is now way ahead
of the field, says stem cell biologist Stephen Minger of King’s College London, who
recently visited Korea. “There is a good chance that the US will be left behind,” he
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says. And really, the wind came from the other side when after Dr. Hwang withdraw
his discovery as not having meritory values, Dr. Stojkovic (9-)from New Castle
(now in Serbia, Leskovac) has shown that analysis of arrested embryos demonstrated
that these embryos express pluripotency marker genes such OCT4, NANOG, and
REXI. Derived hESC lines also expressed specific pluripotency markers (TRA-1-60,
TRA-1-81, SSEA4, alkaline phosphatase, OCT4, NANOG, TERT, and REX1) and
differentiated under in vitro and in vivo conditions into derivatives of all three germ
layers [7]. All of the new lines, including lines derived from late arrested embryos,
have had normal karyotypes [7]. These results demonstrate that arrested embryos
are additional valuable resources to surplus and donated developing embryos, and
should be used to study early human development or derive pluripotent hESC [7].
The line of work of this researcher and his groups is actually the first one which
has clearly and with no doubts with regards to reproducibility, demonstrated the
possibility of establishing embryonic human cell line. The use of ESC in therapy of
different diseases is more problematic then the story that precedes their establishment.
They are actually allogeneic transplants which need immunosuppression or in vitro
intervention called stem cell genetic (therapeutic) cloning, where embryonal cell is
fused into hybrid with the nucleus of chosen adult cell in order to continue self-
renewal and repair the desired tissue line or organ (nuclear gene transfer technique)
(Fig.3.1).

This is a critical issue from both scientific and clinical point of view, given that the
concept of VSELs (very small embryonic like adult, non-hematopoietic stem cells)
have been recently discovered, and proved by Dr, Ratjczak’s group [6-8, 10-13].
This emerging new concept raises the questions whether these cells should be used
at all, if VSELs can already replace them, successfully? Not only that, but quite a
distinct CD34- population of mesenchymal stem cells (MSCs) has been isolated from
adult tissues, including bone marrow, and defined phenotypically, and functionally
as a distinguished category of adult stem cells with respect to hematopoietic stem
cells and VSELs.

What is the best candidate for regenerative therapy in humans, then? This requires
a lot of further work and methodological advances, and will make the field of stem
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cell therapy more intriguing and closer to clearer ideas in optimizing patterns for
different application (clinical) scenarios. However, the staining methods with flu-
orescent labeling of phenotypic surface molecules and Flow Cytometry detection
of phenotypic and later on functional markers, were the significant breakthrough in
identification of the stem cell sources and sole patterns: the basis for development
of TE.

State of the Art

What are Stem Cells in Essence and What is Steamness?

Stem cells are the key subset of cells in the body functioning as ancestor cells to
produce a variety of types of functionally specialized mature cells (differentiation)
in a given tissue, while at the same time maintaining the capacity to continuously
divide and reproduce themselves (self-renewal) [1]. This self-renewal process is con-
trolled by intrinsic genetic pathways that are subject to regulation by extrinsic signals
from the microenvironment in which stem cells reside [1, 9]. Stem cells play essen-
tial roles ranging from embryonic development and organogenesis (embryonic and
fetal stem cells) to tissue homeostasis and regeneration (adult stem cells). Stem cell
development is a complex process in which a precise balance is maintained among
different cell events including self-renewal, differentiation, apoptosis (programmed
cell death), and migration. Loss of this balance tends to lead to uncontrolled cell
growth/death, thereby developing into a variety of diseases including tissue defects
or cancer [9, 22]. Stem cell ageing involves a slow deterioration of tissue function,
including an elimination of new growth, and decreased capacity for repair. Aging is
also associated with increased cancer incidence in all tissues that contain stem cells
[2]. These observations suggest a link between aging and stem cell function because
stem cells drive growth and regeneration in most tissues, and because many cancers
are thought to arise from the transformation of stem cells [2, 3]. One possibility is
that much of age-related morbidity in mammals is determined by the influence of
aging on stem cell function. It is found that stem cells from the hematopoietic and
nervous systems undergo strikingly conserved changes in their properties as they
age [2, 3]. The testing of the hypothesis that there are conserved changes in gene
expression within stem cells that regulate these age-related changes in function is
going on. One can hypothesize that stem cell aging is influenced by genes that reg-
ulate the proliferative activity of stem cells during development, as well as by genes
that protect stem cells from the wear and tear of adult life. If we can identify these
genes we might better understand the aging process. During development, stem cells
divide and produce more specialized cells. Stem cells are also present in the adult
in far lesser numbers, then in embryo, fetus or children. The role of adult stem cells
(also called somatic stem cells) is believed to be replacement of damaged and injured
tissue. Observed in continually-replenished cells such as blood cells [4—8] cells of
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adipose tissues [8] olfactory lining epithelial cells [8], amniotic cells [8] and skin
cells, stem cells have recently been found in neural tissue, as well [6-8, 10].

Organ regeneration has long been believed to be through organ-specific and tissue-
specific stem cells. Hematopoietic stem cells (HCS) were believed to replenish blood
cells, stem cells of the gut to replace cells of the gut and so on. Recently, using cell
lineage tracking [10], stem cells from one organ have been discovered that divide to
form cells of another organ. Hematopoietic stem cells can give rise to liver, brain and
kidney cells [10-16]. This plasticity of adult stem cells has been observed not only
under experimental conditions, but also in people who have received bone marrow
transplants [17, 18]. Tissue regeneration is achieved by two mechanisms: (1) Circu-
lating stem cells divide and differentiate under appropriate signaling by cytokines
and growth factors, e.g. blood cells; and (2) Differentiated cells which are capable
of division can also self-repair (e.g. hepatocytes, endothelial cells, smooth muscle
cells, keratinocytes and fibroblasts). These fully differentiated cells are limited to
local repair. For more extensive repair, stem cells are maintained in the quiescent
state, and can then be activated and mobilized to the required site [18, 19]. The
diagram of stem-cell self-renewal and differentiation is given in Fig.3.2.

For wound healing in the skin, epidermal stem cells and bone-marrow progeni-
tor cells both contribute [23]. Thus, it is likely that organ-specific progenitors and
hematopoietic stem cells are involved in repair, even for other organ repair. In sum-
mary, stem cells could be described as:

e Foundation cells for every organ, tissue and cell in the body

e A “blank microchip” that can ultimately be programmed to perform any number
of specialized tasks

Undifferentiated “blank™ cells that do not yet have a specific function
Self-sustaining and capable of replicating themselves for long periods of time
Under proper conditions, begin to develop into specialized tissues and organs

These unique characteristics make stem cells very promising potential for sup-
plying cells and tissues instead of organs in a spectrum of devastating diseases from

Fig. 3.2 Diagram of stem-
cell self-renewal and
differentiation
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diabetes typel to stroke, spinal cord injuries, and myocardial infarction. In the sit-
uation when the number of people needing organ and tissue transplants exceed the
number of donated organs and tissues, this is the promise and hope, which deserves
a deep and serious consideration. However, despite rapidly growing knowledge on
adult stem cell sources, features and use, there are still some fundamental remaining
questions regarding them that include: Does only one common type of stem cell
migrate to different organs and repair tissue or are there multiple types of stem cells?
Does every organ have stem cells (some of which have not yet been discovered)?
Are the stem cells programmed to divide a finite number of times or do they have
unlimited cell proliferation capacity?

Types of Stem Cells

A. According to their functionality, stem cells can be divided in two categories:
normal and cancer stem cells.

1. Normal stem cells are immature cells that can replicate, or renew them, and
are able to differentiate, or mature into all the cells that an organism or particular
organ system needs. In other words, they possess a kind of immortality marked as
self-renewal because these cells can divide indefinitely to produce more copies of
them. Each stem cell is unspecialized, but it can produce progeny that mature into
the various cell types of, say, the brain or the immune system. Once this maturation
occurs, these adult stem cell heirs may divide rapidly but only a limited number of
times [1, 9, 22]. The primary purpose of adult stem cells is healing. Finding out
how adult stem cells store information and transform themselves into other cells with
different properties is a fascinating topic for exploration. Stem cells are so named
because cells are derived from a main stem or mother set of cells. This is similar to
a tree trunk that provides the stem from which other cells grow and branch out into
other types of cells.

2. Cancer stem cells. Finding cancers’ stem cells is a rapidly growing area of
research. These cancer-causing cells, which make up a tiny fraction of cells within
tumors, have properties similar to those of stem cells. Cancer stem cells make up only
a tiny number of the total cancer cells in a leukemia patient, which makes the cells
next to impossible to find. Therefore, it seems that promise of this line of research
can only be realized, by studying adult stem cells as well as embryonic stem cells
(ES). The latter are still ethical problem and therefore substantially controversial
because an early embryo is destroyed when researchers remove stem cells from it.
An alternative is to take the stem cells from embryos that carry a genetic defect for
specific diseases. Are cancer cells transformed normal stem cells? Researchers have
traditionally thought of cancer as a collection of cells, all growing exponentially.
According to the new research, conventional cancer therapies do an effective job
killing the majority of cells within the tumor, but they may miss cancer stem cells.
As a result, cancers often recur [2]. Even hematologic and some non-hematologic
malignancies treated by autologous stem cell transplant and high dose chemotherapy,
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have shown that regardless of survival rate of some cancers, the final outcome is death,
due to recurrence of cancer. The reason is (among others) in the fact that clinicians are
injecting also cancer cells with healthy stem cells during re-infusion after apheresis
collection, which accumulate and renew with a time to the critical level causing
relapse or death. Ontogeny (development of an organism) and oncology (cancer
development) share many common features. From the 1870s the connection between
development and cancer has been reported for various types of cancers. Existence of
“cancer stem cells” with aberrant cell division has also been reported more recently.
The connection between cancer and development is clearly evident in special type
of tumors known as teratocarcinomas (from Greek teratos which means miracle).
As early as 1862, Virchow discovered that the germ cell tumor teratocarcinoma is
made up of embryonic cells [24]. In 1970, Stevens derived embryonic carcinoma cells
from teratocarcinoma (a spontaneous tumor of germ cells that resembles development
gone awry) [25]. This tumor may contain several types of epithelia: areas of bone,
cartilage, muscle, fat, hair, yolk sac, and placenta. These specialized tissues are often
adjacent to an area of rapidly dividing unspecialized cells. The teratocarcinomas are
able to differentiate into normal mature cells when transplanted into another animal.
This alternation between developmental and tumor cells status demonstrates how
closely development and cancer are related. The present-day challenge is to decode
the common molecular mechanism and genes involved in self-renewal for cancer
cells and stem cells.

Common features of normal adult stem cells

B. Normal stem cells, with respect to their origin, further can be classified as:
embryonic, fetal, cord blood and adult stem cells [1, 14, 15].

Self-regeneration is the ability of any kind of stem cells to divide and produce
more stem cells. During early development, the cell division is symmetrical i.e.
each cell divides to give rise to daughter cells each with the same potential. Later in
development, the cell divides asymmetrically with one of the daughter cells produced
also a stem cell and the other a more differentiated cell (Fig 3.2). Here we meet
the problem with cultivation of adult stem cells since most of the media applied,
induce early differentiation. Therefore, they were expanded either by cloning, transfer
through NOD/SCID mice, or adoptive humanized mouse model, which all have their
advantages and disadvantages, and still do not satisfy the optimal needs for expansion
and later on- therapeutical use of adult stem cells [22].

For that reason, the mobilization of stem cells from intact bone marrow emerged
as an idea to replace the in vitro manipulation and do the job in vivo. Unfortunately,
some individuals are poor mobilizers and some of them do not respond to mobiliz-
ers at all [14]. And this is the limitation of otherwise splendidly designed clinical
approach. Therefore, a lot of basic research is necessary to expand this field of stem
cell application and with the better knowledge of the self-renewal control mecha-
nism, it will largely lead to efficient improvement, since researchers will be able to
control it and use the principals for better tuned expansion.
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Potential Use of Stem Cells: New Concepts and Trials

What are the Potential Uses of Adult Human Stem Cells in General
Tissues?

The experimental and clinical trials have shown both in animal models and humans
the neovascularization and myocardial tissue repair through transdifferentiation into
myocardiocites, or some other mechanism. Repair of damaged organ/tissue (myocar-
dial, neuronal, liver, cartilage, bone, etc.) is shown mostly in animal models. Maybe
the most illustrative of all is the bunch of experimental data suggesting the great
potential for stem cell differentiation and homing into damaged tissues either when
mobilized or injected into the tissue of interest after apheresis or BM puncture, with
or without cryopreservation [26—46]. Although the adult stem cell regenerative ther-
apy after BM aspiration and apheresis injection into coronary arteries is becoming
more and more successful [27, 29, 47] the most evident success of mesenchymal
stem cell (MSC) treatment at regenerative therapy level in clinical arena is seen so
far in osteogenesis imperfecta where the results with diseased children are amazing
in terms that they are dramatically visible and easily reproducible [48]. Yet, due
to the obstacles already mentioned above, this is not the case with nervous system
regenerative treatment, especially in humans.

Organogenesis from Adult Stem Cells and Problems with Different
Tissues

How do a small number of stem cells give rise to a complex three dimensional tissue
with different types of mature cells in different locations? This is the most funda-
mental question in organogenesis. The hematopoietic and nervous systems employ
very different strategies for generating diversity from stem cells. The hematopoietic
system assiduously avoids regional specialization by stem cells. Hematopoietic stem
cells are distributed in different hematopoietic compartments throughout the body
during fetal and adult life, and yet these spatially distinct stem cells do not exhibit
intrinsic differences in the types of cells they generate [12]. This contrasts with the
nervous system, where even small differences in position are associated with the
acquisition of different fates by stem cells.

While local environmental differences play an important role in this generation of
“neural diversity,” we must accept that intrinsic differences between stem cells are
also critical. Part of the reason why different types of cells are generated in different
regions of the nervous system is that intrinsically different types of stem cells are
present in different regions of the nervous system. To understand the molecular basis
for the regional patterning of neural stem cell function, we are now studying how
these differences are encoded.
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Therapeutic Implications for TCSCs as a New Concept

To prove the stem-cells derived from bone marrow (BM) and peripheral blood, includ-
ing hematopoietic stem cells, are indeed transformed into solid-organ specific cells,
several conditions must be met:

1. The origin of the exogenous cell integrated into solid-organ time must be docu-
mented by cell marking, preferably at the single-cell level

2. Cell should be processed with a minimum of “ex vivo” manipulation (e.g. cul-
turing) which may make them more susceptible to crossing lineages.

3. The exogenous cells must be shown to have become an integral morphologic
part of the newly acquired tissue.

4. Transformed cells must be shown to have acquired the function of the particular
organ into which it has been integrated both by expressing organ-specific proteins
and by showing specific organ function.

Organ/Tissue specific niche (like in BM, liver, etc.)—exists as a deposit (storage)
of the adult stem cells in a specific location (Fig. 3.3). These cells are circulating in a
very low number in the blood. Accumulating evidence suggests that stem cells may
also actively migrate/circulate in the postnatal period of life. Stem cell trafficking
/circulation may be one of the crucial mechanisms that maintains the pool of stem cells
dispersed in stem cell niches of the same tissue, that are spread throughout different
anatomical areas of the body. This phenomenon is very well described for HSC, but
other, already tissue committed stem cells (TCSC) (for example, endothelial, skeletal
muscle, skeletal or neural stem cells) are probably circulating as well.

BM is the home of migrating stem cells with not only hematopoietic stem cells
within their niches, but also a small number of TCSC, which might be the reason why
many authors think that HSC may transdifferentiate, although we do not have a direct
proof for that. They might have plasticity, but not necessarily the “transdifferentional”
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potential [49-55]. What is differentiated in the tissue of injection might be TCSC
characteristic for that tissue. It has been shown that number of these cells is decreased
with ageing (long living and short living mice and humans). It would be interesting to
identify genes that are responsible for tissue distribution/expansion of TCSC. These
genes could be involved in controlling the life span of the mammals. Therefore,
BM stem cells are a heterogeneous population of cells with HSC and TCSC, the
morphological and functional characteristics of which are different from HSC. Their
number among BM MNC is very low (1 cell per 100010000 BM MNC) within
young mammals and might play a role in small injuries [49, 50].

In severe injuries however, like heart infarct or stroke they have no possibility to
reveal their full therapeutic potential. The allocation of these cells to the damaged
areas depends on homing signals that maybe inefficient in the presence of some other
cytokines or proteolytic enzymes that are released from damaged tissue-associated
leukocytes and macrophages. We can envision, for example that metallo-proteinases
released from inflammatory cells may degrade SDF-1 locally, and thus perturb hom-
ing of CXCR4 + TCSC. There is possibility that these cells while “trapped” in BM
are still in: “dormant” stage-not fully functional and need the appropriate activation
signals by unknown factors [49-54]. These cells also, at least in some cases could be
attracted to the inflammatory areas, and if not properly incorporated into the dam-
aged tissue they may transform and initiate tumor growth. In summary, between the
pool of tissue committed stem cells, there are probably those already committed to
trans-differentiate into neural cells, or cells of tissues and organs other ten neural,
but we still do not have the control over their tracking, homing and finally regenera-
tive capacity in the given tissue, which is a fundamental prerequisite for successful
regenerative therapy (Fig.3.4).
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Fig. 3.4 Telomerase activity is very high in stem cells
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The Concept of VSEL

In a discovery that has the potential to change the face of stem cell research, a
University of Louisville scientist has identified cells in the adult body that seem to
behave like embryonic stem cells [6-8]. The cells, drawn from adult bone marrow,
look like embryonic stem cells and appear to mimic their ability to multiply and
develop into other kinds of cells. The finding, presented the first time at the 47th
Annual Meeting of the American Society of Hematology (ASH) in Atlanta, was
announced December 12 at the society’s news conference [6]. A study by Ratajczak’s
team published in 2005 year in the journal “Leukemia” was the first to identify a
type of stem cell in adult bone marrow that acts differently than other marrow stem
cells. The newly-identified cells, called “very small embryonic-like” (VSEL) stem
cells, have the same ultrastructure and protein markers as embryonic stem cells
[8]. Ratajczak and several other researchers from University of Louisville in the
presentation at the ASH meeting showed that VSEL stem cells mobilize into the
bloodstream to help repair damaged tissue following a stroke [56]. In further research
advance, Ratajczak’s team also has grown VSEL cells in a lab and has stimulated them
to change into nerve, heart and pancreas cells. The difference in markers between
HSCand VSELs in mouse are shown in Fig. 3.5, while the differences in ultrastructure
are shown in Fig.3.6.

4.00% O3

Osteoblast

‘ CD45+
L 4

‘ Osteoclast

Osteocyte in Lacunae

Fig. 3.5 (1 and 2) Differences in phenotypes (external and internal markers) between HSC and
VSEL from mouse bone marrow
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Fig. 3.6 Ultrastructural and phenotypic differences between mouse VSEL and HSC

Along with this new concept, there is a premise that in regenerative therapy
done before, with hematopoietic stem cells (considered to have plasticity and multi-
potency) the VSELs were “contaminants” that actually contributed to positive regen-
erative clinical outcome, since they have those capabilities. This is an interesting
concept which should be seriously considered in humans. But, since VSELSs have
been found in human cord blood and bone marrow [55], they seem to be of a critical
importance for consideration of stem cell transplant choice based upon the phenotype
and number of stem cells aimed to be transplanted within a given clinical scenario.

The concept of Mesenchymal Stem-Cell

Many human tissues are the source of stem cells responsible for tissue development
and regeneration. Beside BM, (bone marrow stromal stem cells, BMSCs), currently
it is considered that dental pulp is practically the most approachable and the most
important source of adult mesenchymal stem cells [17, 18]. Within the last eight
years, several populations of stem cells from dental pulp were isolated and charac-
terized: (1) (dental pulp stem cells-DPSCs), (2) (stem cells from human exfoliated
decidual teeth, SHEDs) and (3) (immature dental pulp cells, IDPCs) [17, 18]. These
cells are of the ectomesenchymal origin, located in perivascular niche, highly pro-
liferative, clonogenic, multipotent and similar to BMSCs (Table 3.1).

In in vitro conditions, they can differentiate with certain intercellular differ-
ences toward odontoblasts, hondrocytes, osteoblasts, adipocytes, neurons/glial cells,
smooth and sceletal muscle cells. In in vivo, conditions, after implantation, they
show different potential for dentine formation, as well as osteogenesis; after trans-
plantation in mouse with compromised immune system, they make good grafts in
different tissues and are capable of migrating into the brain, where they survive a
certain time while reaching neurogenic phenotype. DPSCs have immunomodulatory
effect, as they can be involved into immune response during infection of dental pulpe
by NF-kB activation, and by inhibiting T-lymphocyte proliferation, suggesting their
immunosuppressive effect [18]. The future research should give us the complex data
on the molecular and functional characteristics of dental pulp stem cells, as well as
differences between different populations of these cells. Such research would fun-
damentally contribute to the better knowledge on the dental pulp stem cells, which
is necessary due to their potential clinical application in in vivo cell transplantation,
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Table 3.1 Expression of protein or gene profiles in some dental stem cells in in vitro cultivation
and relationship toward BMSC

Antigen DPSC SHED PDLSC BMSC
CD14 — — — —
CD34 — — — —
CD44 ++ ++ ++ ++
CD45 — — — —
CD106 + +/— +/— ++
CD146 ++/+/— ++/+/— ++/+/— ++/+—
3G5 +/— +/— +/— +/—
Stro-1 +H/+/— +H+/— ++/+/— ++/+/—
a-smooth muscle actin ++/— ++/— ++/— ++/+—
Colagen type-I ++ ++ ++ ++
Colagen type-III ++/+ ++/+/— ++/+/— ++/+
Alkaline phosphatase ++/+/— ++/+/— ++/+/ ++/+/
Osteocalcin ++/+ ++/+/— ++/— +/—
Osteonectin ++/+ ++/+ ++/+ ++/+
Osteopontin +/— +/— +/— +—
Sialoprotein of the bone — — - —
Skleraksis + + ++ +

Sialophosphoprotein of the dentine — - - —

DPSC Dental pulp stem cells, SHED stem cells from human exfoliated decidual teeth, PDLSC
periodontal ligament stem cells, (++) strong expression, (+) weak expression, (—) negative, (/)
subpopulation

tissue engineering, and gene therapy (in vivo and ex vivo). Actually, by the isolation
of IDPCs, which are the most primitive, but also the most plastic, (similar to embry-
onic stem cells), they are opening the new perspectives in a potential therapeutic
application of these cells not only in regeneration of dentine, but also the regenera-
tion of periodontal tissue and bone-junctional tissue of craniofacial region, as well as
in the therapy of neurotrauma, myocardial infarction and connective tissue damage
(Figs.3.7, 3.8).

Mobilization as a New Non-invasive Therapeutical Concept
and New Medical Technology Approach

The classification of patients into“good” or “poor” mobilizers is based on CD34+
cell count in their peripheral blood (PB) after granulocyte-colony-stimulating factor
(G-CSF) injection. CD34+ cells mobilized into peripheral blood (PB) are consid-
ered a more convenient source of hematopoietic stem and progenitor cells than their
bone marrow (BM) counterparts, in autologous transplantation protocols. Beside
going through a less invasive collection procedure than BM aspiration, leukapheresed
CD34+ cell collections ensure a rapid hematologic recovery as a function of trans-
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Fig. 3.7 The most important superficial cellular markers of dental pulp stem cell according to
Morsczeck et al. Clin Oral Invest 2008; 12:113-118 (19). DPSC dental pulp stem cell, DFPC dental
follicular precursor cell, SCAP stem cell of apical papilla, PDLSC periodontal ligament stem cell

Fig. 3.8 Mesenchymal stem cells (with courtesy of Prof. Dr. Vera Todorovic)

planted dose of these cells, and their cell cycle status. Patients unable to mobilize
sufficient number of CD34+ cells for efficient transplantation procedure are des-
ignated as poor mobilizers. Whereas numerous studies were dedicated to defining
predictive factors for successful mobilization, only a few characterized the phenotype
of mobilized CD34+ in good versus poor mobilizers and none explored the func-
tional and metabolic properties of mobilized cells in these two groups of patients.
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Thus, Ivanovic et al. [35] hypothesized that, apart from their mobilization from mar-
row to the blood, the response to G-CSF of CD34+ cells also includes activation
of proliferation, metabolic activity, and proliferative capacity. In this study, mobi-
lized PB CD34+ cells purified from samples obtained by cytapheresis of multiple
myeloma or non-Hodgkin’s lymphoma patients of both good (>50 CD34+ cells/mL)
and poor (<50 CD34+ cells/mL) mobilizers, were studied. The initial cell cycle state
of CD34+ cells after selection and their kinetics of activation (exit from GO phase)
during ex vivo culture were analyzed. Their proliferative capacity was estimated on
the basis of ex vivo generation of total cells, CD34+ cells, and colony-forming cells
(CFCs), in a standardized expansion culture [11-19]. Indirect insight in metabolic
activity was obtained on the basis of their survival (viability and apoptosis follow-up)
during the 7-day-long conservation in hypothermia (4 °C) in the air or in atmosphere
containing 3% 02/6 % CO,. The results have shown that CD34+ cells obtained
from good mobilizers were in lower proportion in the GO phase, their activation in
a cytokine-stimulated culture was accelerated, and they exhibited a lower ex vivo
expansion efficiency than those from poor mobilizers (). The resistance to hypother-
mia of good mobilizers’ CD34+ cells is impaired. The inevitable conclusion was that
a good response to G-CSF mobilization treatment is associated with a higher degree
of proliferative and metabolic activation of mobilized CD34+ cells with a decrease
in their expansion capacity (Fig.3.9).

Unlike other mobilizing agents requiring multi-day mobilization, AMD3100
enables mobilized donors to undergo mobilization and apheresis on the same day.
The combination of excellent therapeutic benefits as well as ease of use indicates
that AMD3100 could be a powerful tool to ameliorate tissue ischemia in the diabetic
environment.

Factor (G-CSF) decreases expression of adhesive molecules in a population of
BM CD34+ cells and intensifies the entry in the circulation of CD34+ cells in GO/G1
phases2 prepared for BM homing and reactivation. The major axis responsible for
homing of PB progenitor cells seems to be CXCR4/SDF-1/HIF1 (Fig.3.10).

) ree candidates’among adult
—
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(Updated withF SEPtEMbER2003)

Fig. 3.9 Three distinct types of adult stem cells that can potentially be used in TE
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Fig. 3.10 The molecular basis of stem cell homing into hypoxic (damaged) tissues
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Fig. 3.11 Mobilizing agents and distinction between their mechanism of action

Very late adhesion molecule-4 (VLA-4) is another molecule identified as the
receptor primarily responsible for cell trafficking expressed in all mononuclear
hematopoietic cells that also acts as a co-stimulatory molecule influencing cell acti-
vation and differentiation. VLA-4 and leukocyte function-associated molecule-1 are
expressed less in poor than in good mobilizers’ CD34+ cells, while VLA-4 alone is
expressed less in the GO phase of cell cycle.

Altogether these data suggest that differences between poor and good mobilizers’
CD34+ cells involve their trafficking capacity, but also their cell cycle status and acti-
vation. Still, one should keep in mind that the progenitors and stem cells of different
classes, belonging to CD34+ population, respond in vitro to G-CSF stimulation by
increased proliferation and/or differentiation (Figs. 3.11, 3.12).
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Fig. 3.12 Mechanism of action of growth factor and AMD3100

What are the Results of Stem Cell-Therapy Within Tissues or the
TE Basics?

(a) Neuronal

The idea behind stem cell therapy is to isolate such cells, multiply them in vitro
and then use them at optimal number and differentiation level to successfully replace
damaged tissue. This is exactly as is done to repair skin in burns victims. Adult stem
cells offer hope for cell therapy to treat diseases in the future because ethical issues do
not impede their use. In addition, if the patient’s own cells are used, immunological
compatibility is not an issue. However, ES cells have been found to be superior for
both differentiation potential and ability to divide in culture.

Two concepts are useful to describe characteristics of adult stem cells:

Plasticity is a newly recognized ability of stem cells to expand their potential
beyond the tissue from which they are derived. For example, dental pulp stem cells
develop into tissue of the teeth but can also develop into neural tissue [17, 18]. That is
capacity of stem cells to transdifferentiate into other types of cells and it is different
for distinct stem cell types.

Transdifferentiation is the direct conversion of one cell type to another [11], e.g.
transdifferentiation of pancreatic cells into hepatic cells and vice versa has been
reported in both animals and humans as has the transdifferentiation of blood cells
into brain cells and vice versa [11]. This can be attributed to the very well documented
ultrastructure of deepest adult stem cell ancestor found so far, VSEL, forming embry-
onic bodies, the phenomenon that is found only in embryonic cells, meaning that
they contain derivatives of all the three primary cell layers—mesoderm, ectoderm
and endoderm. Intercellular liaisons and addition of the substances that support dif-
ferentiation (such as retinoic acid, hexametilen-disacetanide and methylsulphoxide)
are inducing differentiation in all three primary cell layers. In general, brain is so
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complex not only in different cell types with different functions, but in integral brain
cell circuits leading to a certain function, so that it requires a specially developed
strategy, probably much complex then heart stem cell regenerative therapy, or some
other. Therefore, we believe the results vary dependent on experimental settings,
animal models used and human studies, which are proportionally rare and as yet
not analyzed in details. It is extremely important to emphasize that within the spec-
trum of neurodegenerative diseases, a different spectrum of cell types is affected;
therefore, different types of neurons are required for the replacement. Consequently,
the strategy for each particular neurological disorder or injury must be elaborated
according to specific criteria with respect to the location (central or peripheral), type
of damaged tissues (neurons or glial cells) and degree of differentiation of the adult
stem cells used for particular damage (stem cells in self-renewal stage, early or late
progenitors). It is also of great importance to know and decide how to manipulate the
stem cell application (administration) in order to get the best therapeutical outcome.
All of these prerequisites must be fulfilled when designing the strategy for partic-
ular neural regenerative adult stem cell approach. In general, brain is so complex
not only in different cell types with different functions, but in INTEGRAL BRAIN
CELL CIRQUITS leading to a certain function, so that it requires a specially devel-
oped strategy, probably much complex then heart stem cell therapy. The results vary
dependent on experimental settings, animal models used and human studies, which
are rare and as yet not analyzed in details.

“Experimental” denotes data drawn from non-human settings, BMT bone marrow
transplantation. It is important to mention that within the spectrum of neurodegener-
ative diseases, a different spectrum of cell types is affected; therefore, different types
of neurons are required for the replacement. In stroke, occlusion of a cerebral artery
leads to focal ischemia in a restricted CNS region. Many different types of neurons
and glial cells degenerate in stroke. It has not yet been convincingly demonstrated that
neuronal replacement induces symptomatic relief in individuals who have suffered
strokes. In the only reported clinical trial, persons with stroke affected basal gan-
glia received implants of neurons generated from the human NT-2 teratocarcinoma
cell line into the infracted area. Whether the new neurons formed after stroke are
functional, is unknown. There is no substantial new neuron formation in the cerebral
cortex after stroke (Table 3.2).

Recent findings in rodents suggest an alternative approach to cell therapy in stroke
based upon self-repair:

Citation: Journal of Neuroscience Research, Feb. 2007, “Manipulation of prolif-
eration and differentiation of human bone marrow derived neural stem cells in vitro
and in vivo”.

Stem cells taken from adult human bone marrow have been manipulated by sci-
entists at the Maxine Dunitz Neurosurgical Institute at Cedars-Sinai Medical Center
to generate aggregates of cells called spheres that are similar to those derived from
neural stem cells of the brain. In addition, the bone marrow-derived stem cells, which
could be differentiated into neurons and other cells making up the central nervous
system, spread far and wide and behaved like neural stem cells when transplanted
into the brain tissue of chicken embryos. Results of the experiments, described in
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the February 2007 of the Journal of Neuroscience Research, support the concept
of using bone marrow-derived stem cells to create therapies to treat brain tumors,
strokes and neurodegenerative diseases. Progressing from the rat study to experi-
ments with human cells and transplantation into mammal brain tissue, the research
team continues to build a foundation for translating laboratory research into human
clinical trials. The replacement of damaged brain cells with healthy cells cultured
from stem cells is considered to potentially be a promising therapy for the treatment
of stroke, neurodegenerative disorders and even brain tumors, but finding a reliable
source for generating neural cells for transplantation has been a challenge. The use
of embryonic and fetal tissue has raised ethical questions among some, and brings
with it the possibility of immune rejection. And while neural stem cells can be taken
from brain tissue, the removal of healthy tissue from a patient’s brain introduces a
new set of safety, practicality and ethical issues.

(b)Heart

In humans, the biological limitations to cardiac regenerative growth create both a
clinical imperative—to offset cell death in acute ischemic injury and chronic heart
failure—and a clinical opportunity; that is, for using cells, genes, and proteins to
rescue cardiac muscle cell number, or in other ways promote more efficacious cardiac
repair. Recent experimental studies and early-phase clinical trials lend credence to
the visionary goal of enhancing cardiac repair as an achievable therapeutic target.
Coronary heart disease is currently the principal cause of death in the United States.
In 1997, 1.1 million Americans were diagnosed with acute myocardial infarction
(MI), and 800,000 patients underwent coronary revascularization. In patients with
MI, scar tissue develops in the area of infarction resulting in a decrease in cardiac
contractility. This damage is irreversible and can result in heart failure since cardiac
cells can not repair themselves.

During stem cell infusion due to organ damage with the goal to repair it, injury to
a target organ is sensed by distant stem cells, which migrate to the site of damage and
undergo alternate stem cell differentiation [10, 11]. These events promote structural
and functional repair. This high degree of stem cell plasticity led researchers to
investigate if dead myocardium could be restored by transplanting bone marrow cells.
Investigators have demonstrated that multipotent adult bone marrow hematopoeitic
stem cells and mesenchymal stem cells can repopulate infarcted rodent myocardium
and differentiate into both cardiomyocytes and new blood vessels. One of the first
clinical studies done on the heart reported that autologous intracoronary mononuclear
bone marrow cell transplantation is safe and appears to improve cardiac function and
myocardial perfusion in patients after acute MI (n = 10) [11]. However, the authors
concluded that further experimental studies, controlled prospective clinical trials, and
variations of cell preparations are needed to determine the role of this new procedure
for the treatment of patients after acute MI [11].

Based on the hematopoietic reconstitution, the team from Belgrade Medical Mili-
tary School (Balint et al.) have analyzed their results of various SC-harvesting proto-
cols with optimized cell source, collection time-point and processed blood volume,
CD34-threshold dose, immature vs. mature CD34-subset ratio in harvest, as well as
cryopreservation system applied [2—4, 9, 22]. In those studies, the use of large vol-
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ume vs. conventional (repetitive) apheresis resulted in improved overall CD34™ yield
and elevated cell viability (7-AAD flow cytometric assay). They have also confirmed
that the best survival rate of very primitive hematopoietic SCs (Marrow Repopulat-
ing Ability cells—MRA) was obtained when 10 % dimethyl-sulfoxide (DMSO) was
combined with microprocessor-controlled freezing by compensation of released heat
of fusion [9]. Finally, higher immature vs. mature CD34-subset ratio in harvest was
correlated with rapid hematopoietic reconstitution and better marrow repopulation
ability (long-term engraftment), as well as organ repair (regenerative potential) [4].

Protocols for Stem-Cell Therapy in AMI (Different Authors)

Heart failure—a severe deficiency in ventricular pump function—arises through a
finite number of terminal effector mechanisms, regardless of the cause. These include:
defects intrinsic to cardiac muscle cells’ contractility due to altered expression or
operation of calcium-cycling proteins, components of the sarcomere, and enzymes
for cardiac energy production; defects extrinsic to cardiac muscle cells, such as inter-
stitial fibrosis, affecting organ-level compliance; and myocyte loss, unmatched by
myocyte replacement. Cardiac regeneration is robust for certain organisms such as
the newt and zebrafish, in which total replacement can transpire even for an ampu-
tated limb, fin, or tail, via production of an undifferentiated cell mass called the
blastema [1]. Such a degree of restorative growth might also be dependent on the
retention of proliferative potential in a subset of adult cardiomyocytes [9] and is
impossible in mammals under normal, unassisted biological circumstances. Several
complementary strategies can be foreseen as potentially aiding this process: over-
riding cell-cycle checkpoints that constrain the reactive proliferation of ventricular
myocytes [22]; supplementing the cytoprotective mechanisms that occur naturally,
or inhibiting pro-death pathways [2, 3]; supplementing the angiogenic mechanisms
that occur naturally using defined growth factors or vessel-forming cells [4, 5]; or
providing exogenous cells as a surrogate or precursor for cardiac muscle itself [6-8].

Among these conceptual possibilities, cell implantation in various forms has been
the first strategy to be translated from bench to bedside. The possibility of tissue repair
by autologous adult progenitor cells—suggested by the auspicious findings in exper-
imental studies of various cell sources—immediately captured the attention of clin-
icians confronted with the disabling, life-threatening circumstance of patients who
suffer from heart failure in acute or chronic ischemic heart disease. The promise of
cellular cardiomyogenesis and neovascularization, individually or in tandem, offered
altogether novel opportunities for treatment, tailored to the underlying pathobiology.

Existing trials use intracoronary delivery routes (over-the-wire balloon catheters),
intramuscular delivery via catheters (e.g., the NOGA system for electromechanical
mapping), or direct injection during cardiac surgery. Not represented here are the
theoretical potentials for systemic delivery, suggested by the homing of some cell
types to infarcted myocardium, and strategies to mobilize endogenous cells from
other tissue sites to the heart.
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Mechanisms of action. Progenitor cells (EPC) may improve functional recovery
of infarcted or failing myocardium by various potential mechanisms, including direct
or indirect improvement of neovascularization. Paracrine factors released by progen-
itor cells may inhibit cardiac apoptosis, affect remodeling, or enhance endogenous
repair (e.g., by tissue-resident progenitor cells). Differentiation into cardiomyocytes
of both stem and EP-cells, may contribute to cardiac regeneration. The extent to
which these different mechanisms are active may critically depend on the cell type
and setting, such as acute or chronic injury.

Summary on the Protocols Used for Stem Cell Therapy
and Myocardial Tissue Regeneration in AMI in Humans

Bone marrow is, at present, the most frequent source of cells used for clinical cardiac
repair [11-13, 15]. It contains a complex assortment of progenitor cells, including
HSCs; so-called side population (SP) cells, defined by their ability to expel a Hoechst
dye, which account for most if not all long-term self-renewal [24] and reconstitute the
full panoply of hematopoietic lineages after single-cell grafting [25]; mesenchymal
stem cells or stromal cells [57]; and multipotential adult progenitor cells (MAPCs),
a subset of mesenchymal stem cells (MSCs) [58]. Bone marrow is aspirated under
local or general anesthesia, the entire mononuclear cell fraction is obtained (a hetero-
geneous mix of the above-mentioned cells), or specific subpopulations are purified,
and isolated cells are injected into the heart without need of further ex vivo expan-
sion. Expansion in cell culture could be desirable or essential, though, if defined but
minute subpopulations prove to be advantageous [58].

Last, peripheral blood-derived progenitor cells are used both for clinical cardiac
repair [12] and for neovascularization in peripheral arterial occlusive disease [5].
These circulating cells (endothelial progenitor cells [EPCs]) are bone marrow derived
[59], and, historically, therapeutic angiogenesis is the objective of virtually all clinical
studies using bone marrow or its circulating derivatives for ischemic myocardium.
For clinical use, EPCs are isolated from mononuclear blood cells and selected ex
vivo by culturing in “endothelium-specific” medium for 3 days, prior to reinjection
into the heart. The added hypothesis that such cells also might transdifferentiate
to create new cardiomyocytes [60] is unrelated to the clinical studies’ origin and
dispensable to their rationale. Critiques of the clinical studies—where based on the
absence or paucity of myocyte formation in mice [61-63]—raise useful questions as
to the mechanisms for success (as measured to date by improvements in ventricular
pump function), but overlook this most salient point, namely, the actual rationale.

On the horizon of being tested for potential clinical application are other progen-
itor/stem cell populations: fat tissue-derived multipotent stem cells [64]; multi-
potential cells from bone marrow or skeletal muscle (minuscule subpopulations,
distinct from the unfractionated bone marrow and the myoblasts used in current trials)
[58, 65]; somatic stem cells from placental cord blood [26]; and cardiac-resident
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progenitor cells that have a heightened predisposition to adopt the cardiac muscle
fate [27-31]. In each of these newer cases, techniques to isolate and purify the numer-
ically minor population of potent cells will need to be optimized for clinical use, and
enabling data from mammals larger than the mouse will surely be warranted.

Routs of application Thus far, progenitor cells for cardiac repair have been deliv-
ered in 3 ways: via an intracoronary arterial route or by injection of the ventricular
wall via a percutaneous endocardial or surgical epicardial approach . The advantage
of intracoronary infusion—using standard balloon catheters—is that cells can travel
directly into myocardial regions in which nutrient blood flow and oxygen supply
are preserved, which hence ensures a favorable environment for cells’ survival, a
prerequisite for stable engraftment. Conversely, homing of intra-arterially applied
progenitor cells requires migration out of the vessel into the surrounding tissue,
so that unperfused regions of the myocardium are targeted far less efficiently, if at
all. Moreover, whereas bone marrow-derived and blood-derived progenitor cells are
known to extravasate and migrate to ischemic areas [32], skeletal myoblasts do not
and furthermore may even obstruct the microcirculation after intra-arterial adminis-
tration, leading to embolic myocardial damage.

By contrast, direct delivery of progenitor cells into scar tissue or areas of
hibernating myocardium by catheter-based needle injection, direct injection
during open-heart surgery, and minimally invasive thoracoscopic procedures
are not limited by cell uptake from the circulation or by embolic risk. An offsetting
consideration is the risk of ventricular perforation, which may limit the use of direct
needle injection into freshly infarcted hearts. In addition, it is hard to envisage that
progenitor cells injected into uniformly necrotic tissue—lacking the syncytium of
live muscle cells that may furnish instructive signals and lacking blood flow for the
delivery of oxygen and nutrients—would receive the necessary cues and environment
to engraft and differentiate. Most cells, if injected directly, simply die [33]. For this
reason, electromechanical mapping of viable but “hibernating” myocardium may be
useful to pinpoint the preferred regions for injection [13]. Finally, in diffuse diseases
such as dilated nonischemic cardiomyopathy, focal deposits of directly injected cells
might be poorly matched to the underlying anatomy and physiology.

Cell Mobilization as Medical Technology Breakthrough in Heart
Regeneration and Revascularisation

The first hints that cytokine-induced mobilization may be a way to enhance cardiac
repair came as an extrapolation of findings of results from efforts to increase EPC
levels for neovascularization in another context—hind limb ischemia. Indeed, VEGF
[40] and GM-CSF [41] were found to augment EPC levels and improve neovascu-
larization, and subsequent studies documented EPC mobilization by numerous other
proangiogenic growth factors—stromal cell-derived factor-1 (SDF-1), angiopoietin-
1, placental growth factor, and erythropoietin [42—44]. A wide array of interventions
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even more accessible clinically than growth factor administration enhance the num-
ber of circulating EPCs in adults, including treatment with HMG CoA reductase
inhibitors (statins) and estrogens as well as exercise [45, 46, 66]. Most studies
confirmed an improvement in endothelial regeneration or neovascularization by
mobilizing agents. However, such functional improvements may not rely entirely
on EPC mobilization but may also—at least in part—be explained by direct proan-
giogenic or antiapoptotic effects. Hence, as discussed as a recurring theme in this
review, the existence of known (and potential unknown) pleiotropic modes of action
complicates the interpretation of regenerative therapies, even in cases where the
beneficial effect is clear-cut and assured (Fig. 3.3).

A shift in emphasis from the heart’s vessels to the heart itself was prompted
by the report that bone marrow-derived cells can differentiate into cardiomyocytes
when injected into injured myocardium and regenerate the heart effectively [60].
Based on this discovery, hematopoietic stem cell-mobilizing factors—G-CSF and
SCF (Kit ligand)-were used to improve cardiac regeneration experimentally [47],
which quickly led to the initiation of clinical trials studying the ability of G-CSF to
mobilize stem/progenitor cells in patients with coronary artery disease. This cytokine
is used routinely in the treatment of humans, e.g., to help in harvesting cells for bone
marrow transplantation. Although results from these first small trials do not permit
any conclusion of efficacy, the safety of G-CSF in acute myocardial infarction has
already come into question [48]. The observed increase in restenosis may be par-
tially explained by the study design (which precluded the standard clinical practice of
promptly stenting the obstructed vessel), but the rise in leukocyte number to leukemic
levels may be directly responsible, via plaque growth or destabilization. Adverse
vascular events have also been attributed to G-CSF in patients with intractable angina
who were not candidates for revascularization and even in patients without cardiac
disease [49]. In the future, it may be preferable to use strategies that augment circu-
lating progenitor cells without causing massive inflammation (Table 3.3).

A second open question regarding systemic mobilization is whether enough
progenitor cells will home where needed, to the sites of cardiac injury [50].
Systemically administered human progenitor cells were predominantly trapped by
the spleen when given to athymic nude rats [32], and cardiac regeneration elicited
by treatment with G-CSF plus SCF was documented only for animals lacking a
spleen [47]. The use of leukocyte-mobilizing cytokines might be most worthwhile
combined with selective enhancements of progenitor cell homing or as a prelude to
isolating cells for local delivery [50] (Table 3.4).

Numerous studies carried out in the past few years have demonstrated, that the
intracoronary SC-therapy has to be considered as a safe therapeutic procedure in heart
disease, when damaged myocardium must be regenerated [6, 14—18]. This kind of
cell-mediated therapy with autologous BM-derived SCs is acceptable ethically and
medically, except for the small numbers of patients with bone marrow disease or infil-
tration. A typical human infarct involves the loss of about 1 x 10 cardiomyocytes
and many researchers investigated endogenous or exogenous SCs with the capacity
to differentiate into cardiomyocytes and repopulate lost myocardium [17]. Clinical
trials confirmed that transplantation of autologous SCs improved cardiac function
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Table 3.3 Inspiration and driving force for clinical studies: animal models

Donald Orlic (NIH, Bethesda, Maryland) Hamano H (Japan)(2001)(Sheep, rabbit
(mice) (2001) Nature model of hindlimb ischemia, Lewis

rats-autologous BM transplants)

A. Mouse (Orlic et al. 2001) B. SHEEP (Hirata, Hamano, 2001, 2003,
Bell, 2003)

AMI->same AMI->ligation of circumflex arterial
branches

Mobilization (non-invasive) BM biopsy (surgical, invasive method)

Lin-c-kitPOS BMC from
syngeneic animals
SCF and G-CSF

29 BMC in normal to 7,200 in 4.22x108 cells/3ml
cytokine-treated animals
3 x 10*—2 x 10°/5ml PBS Injected in 10 sites across the
Injected 2.5 ml PBS containing cells Infracted area through the reopened
thoracotomy

Basic postulates: the best established source for adult stem cells is the BM. It contains different cell
types-HSCs posses plasticity and transdifferentiate into myocardial cells

after myocardial infarction and in chronic coronary heart disease. It is also demon-
strated that the age of infarction is most likely irrelevant to regenerative potency of
applied SCs [14]. In SC-therapy, the critical problem is to replace injured myocardial
cells with new contractile tissue—i.e. to regenerate or create new contractile cardiac
tissue. The pathways involved in cardiac differentiation, experimental and preclinical
studies have suggested that stem cell pre-treatment to direct SC (trans) differentia-
tion prior to cell application may be a more efficacious strategy for inducing cardiac
regeneration [15].

(¢) Other tissues

Although the most developed, excitable tissues (heart and neural tissue) are the
ultimate goal of stem cell therapy, and due to that, mostly experimentally and clini-
cally trailed, other, more simple organs and tissues are also the matter of study and
therapeutical treatments. Not only that visible and known organ’s and tissue’s dam-
ages are treated (bone fractions, skin lesions,) but such a complex diseases like Lupus
Erythemtosus Systemicus, Autism, peripheral arterial disease, Osteogenesis Imper-
fecta, Liver diseases) are treated with more or less success with stem cells of different
sources and types . The more one is trying to widespread this approach, the more he
realizes the need for further knowledge. Transplant of hepatic stem/progenitor cells
or hepatocyte-like cells derived from multipotent SCs led to donor cell-mediated
repopulation of the liver and improved survival rates [19, 50].Our clinical stud-
ies showed that implantation of autologous SCs into damaged/ischemic area induces
their homing and subsequent trans-differentiation into the cell lineages of host organ,
including collateral vessel formation [6]. To be precise, angiogenetic growth-factors
(or genes encoding for these proteins) promote the development of collateral micro-
vessels, the process known as therapeutic angio-neogenesis or neovascularization
[3, 6].
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VISIBLE RESULTS OF MNC THERAPY
(STEM CELL IMPLANT) Obradovic et al., 2005

10th day from AMI 6 month from AMI
basalsegments basal segments

Basal/Medial segments

10th day from AMI 6 month from AMI
medialsegments medial segments

Fig. 3.13 SPEC of the st patient 10days and 6 months after AMI

The overall data strongly suggest that this is not a simple mechanical-transplan-
tational approach, but rather organized and at several levels stratified research in order
to understand the conditions required for particular regenerative treatment. Once,
the general mechanisms governing the process of differentiation, de-differentiation,
successful homing, and optimal conditions of microenvironment for each particular
damage are completely understood, the physicians will be able to apply the best
possible therapeutical approach using the best possible stem-cell patterns in order to
get the best possible individual therapeutic outcome (Fig. 3.13).

Stem Cells and Tissue Engineering: Comprehension

Within just the past 6 years, several early clinical studies have been published, ranging
from case reports to formal trials, deploying a range of differing cell-based therapies
with the shared objective of improving cardiac repair [10—15]. Clinical follow-up
for as long as a couple of years is now available for some patients [16, 17]. Despite
their different strategies and cells, and lack of double-blinded controls, these small
initial human trials in general point to a functional improvement. Yet, key questions
remain open. Understanding better just why and how grafting works will be essential,
alongside needed empirical trials, to engineer the soundest future for regenerative
therapy in human heart disease .Cells in current human trials include skeletal mus-
cle myoblasts, unfractionated bone marrow, and circulating (endothelial) progenitor
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cells. Cells in preclinical studies include bone marrow MSCs, multipotent cells from
other sources, and novel progenitor or stem cells discovered in the adult myocardium.

Ultimately, it must be proven that cellular therapy aimed at cardiac repair not only
improves pump function but also reduces mortality, morbidity, or both.

Beyond safety, beyond efficacy, what else do we need to know clinically? For
ischemic disease, the technical armament is in hand for treating patients’ hearts with
progenitor cells but still at a very early stage—rudimentary experimental knowledge
is being applied in the clinical arena, yet a variety of pivotal but straightforward
utilitarian questions still remain unanswered (optimal patient selection, usefulness
of repeated treatments, optimal number of stem-cells, their quality, source, etc.).
Nonischemic heart disease has yet to be addressed at all.

More complex and challenging is a series of pathobiological concerns, which
have sent the scientific community from bedside to bench and back again. Certain
patients’ cells may be unsatisfactory, in their naive and unmanipulated state, which
is now prompting systematic dissection of each step in progenitor cell function, from
recruitment to plasticity. This task, in turn, is complicated by the fact that we do not
yet understand the mechanisms underlying cell-based cardiac repair. For instance,
the efficacy of skeletal muscle myoblasts [67] provided the impetus for human trials
of skeletal muscle cells, but in the rabbit, diastolic functions are improved even by
injected fibroblasts [38] and systolic performance improved to the same degree with
bone marrow-derived cells as with skeletal muscle ones [39]. Along with the issue
of skeletal muscle cells’ electrical isolation from host myocardium, this prompts
the question of how mechanical improvements arise even in this ostensibly straight-
forward instance. Another reason to consider potential indirect mechanisms is that
studies have called into question the extent to which bone marrow-derived cells
implanted in the heart form cardiomyocytes [61-63]. The majority of this review is,
therefore, devoted to the biological horizons—namely mobilization, homing, neoan-
giogenesis, and cardiac differentiation , and to evolving new insights that may enable
cell therapy for cardiac repair to surpass the present state of the art. Current chal-
lenges for cell-based therapy in cardiac repair include identifying the origins of the
novel cardiac progenitor and stem cells found within the heart, pinpointing the bio-
logically active cells from bone marrow and other mixed populations, optimizing
cell mobilization and homing, augmenting grafted cells’ survival, defining the cues
for cardiac differentiation, promoting donor cell proliferation ex vivo (or, if safe, in
vivo), and exploiting cell therapy as a platform for secretory signals. Through this
diversifying and integral approach at the same time, the field of tissue engineering
is arising as a new developing solid platform for optimizing arrangements of dif-
ferent regenerative modules within different scenarios. This largely developing field
is involving basic postulates of mathematical, physical and physiological sciences
integrated in the most probably optimal solutions for each particular case.
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Summary and Conclusions on the Role of Stem Cells in TE

Hematopoietic stem cell transplantation remains a risky procedure with many possi-
ble complications. It has traditionally been reserved for patients with life-threatening
diseases, such as malignancies. While occasionally used experimentally in nonma-
lignant and nonhematologic indications such as severe disabling autoimmune and
cardiovascular diseases, the risk of fatal complications appears too high to gain wider
acceptance [56]. Yet, this is the most-well known and the most developed stem-cell
regenerative approach, given that if successfully engrafted, it repopulates and later
on recruits the new, healthy bone marrow cells in circulation.

Embryonic stem-cell research is still the matter if controversies at a very stratified
levels, although many researchers agree that it might be the source of stem cells with
the highest differentiation potential.

Apparently, basic adult stem cell research is still evolving, and is the matter of
everchanging issues. Due to our extensive studies, but yet limited knowledge on their
behavior and potentials, it is not yet easy to determine how to act in clinical arena. It
is obvious that each approach to any particular disease or damage has to be optimized
within team work and by bridging the gap between fundamental and clinical studies.
Knowing molecular level in depth, will help clinicians to orcestrate the team work
and overcome critical obstacles in each particular scenario. There is no doubt that
adult stem cell therapy (and probably embryonic as well) belong to the future, but
we have to act as that we shall belong to the future, as well. Continuous efforts in
both molecular and clinical directions will lead to the unique and optimal plan for
each particular regenerative treatment. Are we too far away from that goal or not, it
will be shown very soon.

e Microfabrication of scaffolds and 3-D growth of tissues

As the research field of particular stem cell patterns and their optimization for
the cellular therapy and TE purposes is still evolving, one of the most signifi-
cant/fundamental achievements in the TE filed is definitely the development of the
scaffolds as the cell supporters and strong motivation for 3-D growth of tissue. So
far, cell culture done on different surfaces enabled two-dimensional/ planar growth
of cells which could not reproduce all of the tissue dimensions neither their com-
plex architecture. Thus, scaffolds represent an important component in TE. What is
also important it is to know the guide- lines for selecting scaffolds and the major
scaffolding approaches as the part of specific TE design [53]. As the role of TE
is to restore, replace or regenerate defective tissue, it is apparently multitask area
providing a complex evolution of the new-growing components of defective tissue.
We have seen that one of the possibilities is transplantation of stem cells, however
it does function in particular occasions and is not the answer to all tissue damages
that require reparation. Therefore, development of scaffolds with consecutive 3-D
growth of the cells was one the most striking technological breakthroughs in this
field.
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Fig. 3.14 Principles of TE

Scaffolds have the origin in biomaterials that have to be biocompatible, biodegrad-
able and bio-resorbable in order to fully satisfy its role in supporting the 3-D growth
of the cells chosen for tissue damage repair [54]. It is not easy neither to find (nat-
ural) nor to manufacture (fabricated) such material. Therefore, the technology of
scaffolds is still developing as a separate scientific approach. The technologies for
micro-fabrication are numerous and not the matter of this chapter. The key of the
structure are holes in the architecture of the scaffolds on different levels (Fig.3.14)
that are no bigger than 50 wum and represent a physical challenge for cells to go
through. This is causing three-dimensional growth and differentiation at the same
time which results in a piece of tissue either in the organism or in the dish, where it
will be taken from in order to be implanted into right spot. So, using the scaffolds
and Growth factors from ECM (regulatory cytokines) a suitable biochemical and
biomechanical microenvironment is created and cell multiplication fills the scaffold
with the tissue and allows the cells to grow into the correct shape. When implanted
into the body, the seeded scaffold becomes integrated concomitantly supporting and
directing cell proliferation. As the cells proliferate and differentiate, the scaffolds
slowly biodegrade, gradually allowing blood vessels and host cytokines to make
contact with the cells [55]. Through this process, the scaffold further biodegrades
while the cells proliferate and differentiate into desired tissue. Finally, the scaffold
completely dissolves and the formed tissue starts functioning in its new surrounding.

e Computer Aided Tissue Engineering (CATE) as a leading concept

The inevitable consequence of the recent revolution in the biological sciences
and bioengineering has brought about the new field of computer-aided tissue engi-
neering (CATE). It really highlights the interdisciplinary nature of this technology
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breakthrough. Particular focus in this field is placed on rapid prototyping and direct
digital fabrication for cell and organs, construction of tissue analogues and precursors
of 3-D scaffolds (209, 210). This emerging field encompasses computer-aided design
(CAD), image processing, manufacturing and solid-free-form fabrication (SFF) for
modeling, designing simulation and manufacturing of biological tissue and organ
substitutes (210). This involves imaging based 3D model reconstruction, computer
aided-tissue informatics, with a wide array of image modalities, DNA microarrays,
etc., computer-aided cell analysis (cell counting, geometry, chromosomal counting
interpreting fluorescence data, etc.), computer-aided tissue identification and analy-
sis, computer-aided tissue scaffold design and manufacturing.

e Ink-jet printing of the cells and liquid scaffolds

Organ printing is today possible thanks to application of brilliant idea that cells
can be printed onto scaffolds as it is the ink [68, 69]. This in essence, very sim-
ple technique provides a broad spectrum of TE maneuvers including the very fast
recovery from large burns, the event that is extremely useful and highly necessary
in those situations. Today many cell types can be printed as bio-ink using ink-jet
printers: the cells survive, maintain their phenotype, differentiate and show function.
They can be printed uniformly and homogeneously into confluent layers. They can
be printed into 3-D structures. However, there are considerable technical barriers in
the development of this emerging inkjet printing technology, such as the ability of
the modified printers to deliver viable cells and the capability of the inkjet print-
ing to fabricate functional, viable and functionally vascularized 3-D configurations
[68, 69]. This is the future problem which needs to be gradually solved.

e Transplantation without a donor

For more than century, medical doctors were looking for alternative solutions to
help address the shortage of organs for those needing transplantation. The whole
concept of this greatest probably technological breakthrough in TE is that patient
can use his own tissue in order to replace damaged organ. Dr. Anthony Atala is
doing that now with the bladder [70-75]. After a small biopsy, patient’s own cells
are shaped, grown on three-dimensional polymer mold in the shape of a bladder
and eventually the temporary scaffold deteriorates inside the body, leaving behind,
a healthy, functional organ. Most important is that since the cells are taken from the
patient, the body will not reject the organ grown in that manner.

e Other techniques of great relevance for advance of TE

Tissue engineering is a very complex and multidisciplinary field. Many discover-
ies are in tight relationship with the development of the idea. Looking into the roots,
probably the discovery of microscope was the most important for establishment of
the theory of the cell. Compact light microscope is later on upgraded into micro-
scope with phase contrast which has enabled scientists to see through the medium
the cells that they were growing, including stem cells. Electron microscopy will give
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the ultrastructure and inspire biochemistry to develop in order to explain molecu-
lar conversions and other processes in the cells. Atomic force microscope will help
understanding of chemical content of the cells. The CO, incubator will later on
enable the growth of the cells in culture and afterwards in tissue culture .Develop-
ment of fluorescent labeling and Flow Cytometer in combination with fluorescent
microscope will enable molecular detection and phenotypic distinction between the
cells. This had incredible impact on development of stem cell theories and concepts.
The explosion and evolution of the field is infinite. The future world will due to that
have more comfortable and much higher quality of life and probably the life itself
will be somewhat longer although humans will never fly.
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Chapter 4
Innovations in 3D Interventional
X-ray Imaging
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and Peter H. N. de With

Abstract Minimal invasive interventions allow the treatment of lesions without
the strain of full open surgery. Such image guided interventions and therapies fully
rely on the guidance and navigation based on real-time peri-interventional imaging
equipment, such as interventional X-ray and ultrasound. Since these imaging modal-
ities are the ‘eyes’ of the treating physician, the associated image quality and imaging
features are essential. The addition and further development of 3D imaging capabil-
ities in recent years has broadened the possibilities and capabilities of such proce-
dures, and enabled minimal invasive treatment that could only be performed by open
surgery in the past. In this chapter we describe several recent innovations in the area
of 3D interventional X-ray imaging in the areas of image quality, 3D model-based
catheter reconstruction, multi-modal image fusion, and stereoscopic visualizations.
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Introduction

The volume of image guided interventions and therapy is rapidly increasing, because
of associated better clinical outcome and reduced patient strain. One of the drivers
of this development is the introduction of high quality 3D imaging in the cathlab.
The innovations in this area enable more complex procedures, and reduce the need
of moving the patient from the intervention room to diagnostic modalities, such as
Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), and therefore
improving the patient workflow for the hospital and the clinical pathway for the
patient.

X-ray imaging and associated forms of medical imaging are at the brink of a rev-
olution in technology, particularly at the level of supplementary sensing combined
with the induced signal analysis and at the level of advanced presentation of med-
ical results. At the sensing level, the use multi-modal sensing is growing where the
second signal supplements the primary signal. This leads to combinations with the
above-mentioned CT and MR imaging signals. This trend has started already, but the
emphasis is in the chapter on another aspect: three-dimensional (3D) imaging. The
transition to three-dimensional capturing and associated processing is a process that
is also taking place in the consumer electronics domain and e.g. professional geo-
referenced and engineering imaging. It is evident that 3D imaging offers a potential
wealth of enhancement possibilities for diagnostic and interventional medical imag-
ing. For example, diagnostic details can better isolated and presented in 3D and the
modeling and presentation of vital organs, disease development, and so on, are better
intuitively presented and understood on a 3D display. The transition to larger scale
deployment of 3D technology in medical imaging is emerging, both in laboratories
and in novel applications in hospitals. This has motivated us to describe examples of
these developments, selected such that they cover various stages of the X-ray image
processing chain.

The selected 3D imaging examples in this chapter discuss recent scientific
advancements regarding interventional 3D imaging. The following paragraphs sum-
marize these examples briefly to present the overview for the whole image acquisi-
tion, processing and visualization chain.

Section “Hysteresis Reduction in 3D X-ray Flat Panel Imaging” concentrates on
an improved detection of X-ray signals and will discuss the image quality aspects
of 3D volumetric imaging with an interventional X-ray C-arm system. Current flat-
panel detectors can have memory effects that deteriorate the image quality, thereby
hampering the diagnostic capabilities of the images. This plays particularly a role in
3D cone-beam reconstructions with interventional X-ray systems. Various memory
effects can occur such as residual signals (e.g. a gain hysteresis effect) and afterglow,
each with specific decay properties. The section develops a microscopic model where
positive Pb ions act as electron donor centers, created by specially imposed LED UV
radiation on the scintillating layer. As a counterpart, Na+ ions limit the radiation
damage and reduce the counter effect of trap depletion. It is shown that the above
memory effects largely disappear and ring artifacts are reduced.
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Section “Robotic Modeling for Non-rigid 3D Reconstruction of Steerable
Catheters” describes the 3D reconstruction of steerable catheters in the cathlab. The
3D reconstruction of non-rigid catheters with a time-varying behavior caused by and
during the intervention posed a formidable signal processing problem. The proposed
solution adopts technology from outside the medical world and bridges to the com-
puter vision domain and kinematic modeling in robotics. The catheter is modeled
with non-rigid structure from motion techniques, relying on multiple views from the
X-ray system by moving the beam capturing along the C-arm for a limited angle. With
these structure from motion techniques, a model can be established that tracks the
catheter and then allows a successful 3D reconstruction using projective geometry.

Section “Multi-modal Integration in the Cathlab” addresses the integration and
fusion of pre-interventional 3D datasets such as fluoroscopic images and peri-
interventional data as used with e.g. tomographic images. The purpose of this tech-
nique is to present the combined data in a fused image during the intervention, so
that the physician optimally benefits from the improved presentation. A high-quality
fusion is achieved by deploying an elastic co-registration algorithm that aligns the
tomographic images with the interventional images. The algorithm is based on opti-
mizing a similarity measure, while deforming the second signal according to organic
principles using a uniform B-spline driven deformation field. Real-time performance
is obtained by implementing this algorithm on a graphics processing unit.

Section “View Interpolation for Autostereoscopic Displays in the Cathlab”
presents an efficient strategy for the transmission and visualization of clinical data on
autostereoscopic 3D displays. Such displays offer depth perception, thereby facilitat-
ing a faster and better interpretation of the morphology and patient’s pathology and
contextual anatomy. The section describes an algorithm adopted from free-viewpoint
rendering, where the camera parameters from surrounding reference views and the
pixel-based depth information are jointly exploited. With a real-time rendering unit
in the autostereoscopic display, multi-view 3D displaying is enabled. Details of the
rendering algorithm disclose how imperfections of the image warping can be hidden
with sophisticated signal processing techniques, such as filtering, special occlusion
filling and mixed blending.

With the previously summarized sections, the chapter provides a state-of-the-art
view into advanced signal processing concepts and algorithms and the corresponding
modeling techniques from the vast world of signal processing theory and applications,
existing both within the medical imaging domain and outside this domain in related
professional and consumer fields. The deployment of 3D processing and modeling
is a natural trend in signal processing, as the anatomy is of three dimensional nature,
offering improved diagnostic and interventional features in medical X-ray imaging.

Hysteresis Reduction in 3D X-ray Flat Panel Imaging
Memory effects in X-ray Flat Panel (FP) imagery can be detrimental for Image Qual-

ity (IQ). The actual images are tainted by traces of former images (Siewerdsen [52]).
Particularly, in 3D cone-beam reconstructions using a C-arc cardio-vascular system,
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Fig. 4.1 Imprinted ring
caused by a zoomed field
edge transition inside the skull

low contrast imaging may suffer from this phenomenon. The effects in FP X-ray
detection can be divided into two classes: additive, such as residual signals in the
photodiodes and afterglow in the scintillator, or a hysteresis type of multiplicative
effects in the photodiodes as well as in the scintillator (Wieczorek [61]). Each of the
temporal effects has its characteristic decay scale: afterglow for the CsI:Tl scintil-
lator may extend far in the seconds range, albeit at a very low level. The hysteresis
or bright-burn effect will exist for days or weeks and depending on the TI concen-
tration and the history, its maximum level can accumulate to as high as 10%. An
example is given in Fig. 4.1 which displays a ring pattern that can be found upon
reconstruction of a persistent X-ray-irradiation transition in an imaging field. As far
as photodiodes are concerned, their residual (additive) signal can last for seconds
and a gain effect of a few percent can be encountered, decaying in several minutes
(Overdick [34]). These effects are based on a mechanism of trapping/de-trapping of
charge carriers at crystal imperfections or impurities and their slow release thereafter.
Depending on the imaging history, patterns may be imprinted superimposed on the
acquired images in both gain and off-set. Attempts to reduce the effects by model-
based cancelation prove to be difficult, so addressing the problem at its origin will be
advantageous. The temporal gain effects in the photodiodes are properly reduced by
existing back-lighting (Overdick [34]). For the scintillator, to avoid memory effects,
we propose to fully populate traps by irradiating with an auxiliary light source of a
proper wavelength.

Let us further detail this proposal. The combination of photo-induced electron
transfer and X-ray excitation for medical imaging with flat detectors is not obvi-
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ous (Snoeren [54]), since pure CsI: Tl scintillators will not exhibit such a behavior.
A direct optical excitation of a wide band-gap material beyond the band edge, such
as a regularly ordered Csl crystal, is impossible. For a Tl-activated material, which
is a necessity for an efficient X-ray detection with Si photodiodes, an anomalous
behavior is found in a commercially available detector. The photo-assisted trap-
population effect, like we encountered, cannot be explained by a Tl dotation only
and other elements should be in play, since we find a response in the near-UV/blue
wavelength range. The very existence of such contaminating elements is revealed
by chemical analysis. Complexation of excited foreign entities with a locally dis-
ordered crystal, will play a key role in the process of memory-effect reduction. We
will describe the fundamental unraveling of the photo-electronic properties related
to these contaminants, which eventually will yield a basis for a framework giving an
optimal design. It will be shown that Pb™ ions act as perturbed V-electron centers,
created by UV/blue photons. These centers are concurrently destroyed and subse-
quently release their electrons. Na™ ions act as radiation-damage-limiting entities
and reduce the counter effect of trap depletion through color centers. The validity of
the proposed microscopic model is supported by various experiments and the relation
between microscopic features and (macroscopic) IQ aspects is established. We will
find an optimum procedure to reduce the memory effects below the visibility level at
3D reconstruction. In the following sections we will discuss a model, experimental
results combined with a discussion and finalize with conclusions.

Modeling

We base our model hypothesis on an interpretation of an extensive analysis of chemi-
cal, optical, X-ray and IQ properties. CsI: Tl scintillating crystals show specific optical
properties after irradiation, when the crystals are disordered by contaminants such
as Pb and/or Na and refer to photochemical effects. First, we review the creation and
destruction of traps and the effects on electron-transfer, followed by modeling of the
gain and contrast properties.

Microscopic Model

Chemical analysis on various samples of CsL:Tl reveals that significant fractions
of Pb and Na are present in the scintillator material under test. We expect these
elements to play a key role in the hysteresis and afterglow properties of the mater-
ial. We have distilled a physical model of the creation, destruction, population and
depletion of charge-centers. Impurities and defects change the charge states of ions
and their neighborhood. From closed-shell configurations, being typical for a stable
crystal, the ions and their neighborhood therefore become able to absorb light (Lem-
picki [20]). Two competing phenomena can be discerned, which form a basis for
a theory explaining the observations: (1) an electron donor supplying electrons for
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the population of electron traps and (2) color-center-capturing electrons (Rabin [38],
Markham [26]). An explanation in the near-UV wavelength range and at room tem-
perature, points at least at the impurity-induced absorption band of Pb-doted CsI at
3.39eV (Radhakrishna [39, 40]), which has a sufficient bandwidth to respond to an
optical irradiation of 3.42¢V, i.e. at the 362-nm LED emission that we used in our
experiments.

Defects formation under UV irradiation in impurity-induced bands has been stud-
ied by Babin [2] for CsI:Pb crystals containing electron traps. Babin identifies an
electron transfer from the impurity-perturbed halogen ion states, resulting in elec-
trons and holes in the crystal. The electrons are trapped by lead ions and the holes are
self-trapped.! Under optical irradiation in the absorption bands of Na-contaminated
CsI:Pb, an electron transfer occurs from the I~ ion perturbed by a Pb?>* ion to this
Pb”* ion, or to a neighboring Pb>* ion or a Na™ ion. This results in the creation of
an electron Pb* and a Pb® center, or a Na® center and the creation of self-trapped
mobile holes in the valence band at different distances of the impurity, which migrate
through the crystal. The electron centers can subsequently be destroyed by photo-
stimulation and the electrons are available to populate Tl-related electron centers via
the conduction band. The effect is an excitation of Pb* with an UV/blue photon to
produce Pb?>* and an electron, or Na” to produce Na™ and an electron. This process
thus involves both the optical creation of centers and concurrent destruction by pho-
tons of the same energy. This leads to the conclusion that electrons are produced and
move towards the conduction band and populate Tl-bound traps. The first (creation)
process prevails, when there are more Pb>* ions. The concentration of Pb™ increases
until saturation (equilibrium) is reached. The effectiveness of producing electrons
strongly depends on the irradiation spectrum and is associated with an aggregate
CsPbl;3 exciton absorption (Nikl [33]).

The above-mentioned population of deep traps is countered by electron scav-
enging through color centers. A first stage in producing color centers is found in
X-ray-induced electron traps (X-ray radiation damage). A competing coloration is
found in a second mechanism. This mechanism reveals itself as UV/blue-induced
electron-trap creation caused by UV radiation. The corresponding damage is mani-
fested as color centers in the host material CsI. The centers remove electrons from
traps that diverted the electrons from the scintillation process. Both sensitivity and
hysteresis are affected in this way.

Macroscopic Model

We propose an equilibrium model, based on the process of creation, destruction, pop-
ulation and depletion. Optical attenuation caused by color centers, can be described
in a quantitative way by the Stern-Volmer [56] relation. This relation describes a ratio
between input intensity / and output intensity /o for a luminescent specimen, which
relies on the color-center density nf, a depleting factor by scavenging k, yielding

! The holes constitute an “ion molecule” at two adjacent halogen anions in the host crystal.
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1
-—=—. 4.1)
Iy 1 + knp
Following Quaranta et al. [37] for low fluences (number of photons per unit area),
which is satisfied in our case, this equation holds and the scavenging factor k can be
considered as a constant. The decrease in light output depends on the concentration
nr in the form of complementary F-H pairs (Frenkel pairs: anion vacancies and
interstitial halogens). The process can be described by a linear differential equation,
specified by

an

— = —ngo (1 — vgpng), 4.2

a9 ( ) (4.2)
where np is the defect concentration, ¢ the fluence and ny denotes the iodine cation-
sublattice atomic concentration. Parameter o represents the cross-section per inter-
acting light-photon for the formation of a defect pair and vgr the recombination
volume for two complementary defects. Solving the previous differential equation
yields

1
np(¢) = — (1 = exp(=vrrnoo ¢)) . (4.3)
VRF

Here, the fraction 1/vgFr can be interpreted as the maximum concentration of color
centers in the limit of recombination versus annihilation. The color centers can scav-

enge electrons from deep Tl-associated traps. The depletion rate of the deep traps
with respect to the irradiation flux can then be expressed as

I 1
= (4.4)

I k |
o gy - (1 — exp(—Vvrrnoo ¢))

At this point, we elaborate on the Stern-Folmer relation, yielding an expression of
the trap-population effect as an ameliorating effect on the scintillator-gain:

1
Z =1+ kn,, (4.5)
Iy

where n, denotes the generated electron concentration. The k-factor should be inter-
preted as an electron population factor for the deep electron traps, which are responsi-
ble for the hysteresis effect. The differential equation for electron (donor) generation
resembles the equation for the color center (electron acceptor) generation. The sub-
scripts F and e will be used for electron scavenging and for electron production,
respectively. The two effects can be combined, assuming independency of donor and
acceptor generation.
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Figure 4.2 explains the effect on contrast as a function of irradiance energy.

The contrast is reduced until an equal effect of filling and emptying is attained.
Beyond this point, the contrast increases , due to an equal depletion of the signal
regions /1 and I», (since the contrast definition is C = (I1 —I>)/I> and I, is lowered).

Results

Let us first briefly discuss the illumination system. An array of Surface Mounted
Device (SMD) LEDs irradiates the CsI: Tl scintillation layer through the glass sub-
strate. The LED pitch is chosen such that a maximally flat irradiation pattern on the
scintillator layer is guaranteed. The results on contrast on the detector level will be
discussed first, followed by the effect on actual reconstructions at the system level,
using an optimal UV irradiation and LED wavelength. This wavelength has been
chosen such that maximum trap population occurs, while minimizing trap depletion.

Detector Level

Figure 4.3 shows the results of the contrast measurement for an experiment with vary-
ing LED-pulse-width and constant current. The contrasts are generated by applying
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Fig.4.3 Detector contrast as a function of LED pulse-length for a frame rate of 7.5 fr/s and a current
of 10mA. Two cases are depicted 362-nm peak wavelength and 396-nm peak-wavelength

a large dose on the detector (10mGy), which is partly covered with a lead slab.
The ghost imprint is subsequently read out by low-dose imaging. Two wavelengths
are shown with their effects on ghost-contrast reduction. A steep decrease in rem-
nant contrast, i.e. the contrast between the irradiated part and the non-irradiated
part, can be observed for an increasing irradiation pulse-energy. The effect is coun-
tered at larger irradiation energies. The plot includes best-fit curves according to the
first-order contrast model, using the combined gain expression. Clearly, the 362-nm
wavelength is more effective than the 396-nm wavelength and equals an alternative
ghost-reduction method based on flooding the detector with a large X-ray dose.

As important IQ parameters at the detector level are concerned, we find that (1)
the noise spectral behavior for an UV-irradiated patch (362 nm) of the CsI(T1,Na,Pb)
layer, is virtually equal to that of a non-irradiated part. Moreover, (2) the MTF of
the scintillator is invariant upon UV irradiation. As a consequence, (3) Detective
Quantum Efficiency (DQE) calculations reveal no changes with respect to a non-
irradiated layer. The (4) sensitivity of the scintillator increases with irradiation to
a saturation level, which is consistent with the notion of saturated trap population.
Finally, (5) the afterglow is improved as well, as the traps are kept populated and
will not contribute to a delayed emission.

System Level

As an experiment, we have employed a modified detector in a commercial vascu-
lar imaging system, equipped with 3D imaging software. On the one hand, ghosts
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are imprinted by applying a small-format detector zoom mode (diagonal 22 cm),
in order to create transitional ghosts at the field-limiting shutter edges and on the
other hand, the zoom field is partially covered with a 1.8-mm Cu attenuator, thereby
mimicking skull transitions. Using automatic exposure control for a number of runs
distributed over time, we imitate a prolonged vascular intervention. The tube voltage
is set at 80kV. The un-attenuated integrated detector dose amounts to 10.3 mGy.
Upon imprinting a ghost image, a 3D run with an empty volume is acquired using
a proper beam attenuation, to ensure a correct detector working point. Finally, a 3D
reconstruction of the empty volume is performed. Figure 4.4 displays the reconstruc-
tion result of the empty projection images after a ghost imprint. At the right part of
(a), the scintillator is irradiated by UV at optimum irradiation, whereas the left part
is not. The outer dark lines are due to ramp-filtered shutter transitions which are
imprinted before the image acquisition sequence. The transitions become blurred by
focus projection. The inner brighter lines are due to 1.8-mm Cu-to-air and [1.8-mm
Cu]-to-[0.3-mm Cu] transitions. The improvement as shown at the right part of the
image is obvious. Figure 4.4 b and ¢ show transverse planes through the left and right
parts of (a), respectively. After rendering the slices, the images are displayed at the
same window width/window level.

Conclusions

We have studied the reduction of ghost images for FP X-ray systems by using near-
UV irradiation on the scintillator. We have devised a method for reducing hysteresis
effects by at least a factor of 4 for a CsI:TI-doped scintillator contaminated with
Pb and Na. This approach can be used in a commercially available large-area flat

(a) (b)

Fig. 4.4 Imprinting a ghost and reducing its magnitude by pulsed UV irradiation: a Flat-field
reconstruction in a coronal slice without UV irradiation (/eft part) and optimal pulsed UV irradiation
(right part). b Transverse slice through the left part of (a). ¢ Transverse slice through the right part
of (a)
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X-ray detector. For reduction of the sensitivity for ghosting, we use back-lighting
of the scintillator layer, employing LED arrays. Our proposal combats the ghosting
problem at the root where it is generated: the sensitivity variations due to memory
effects across the detector field are reduced by saturated trap filling through UV.

We have modeled the process on a microscopic qualitative level and on a macro-
scopic quantitative level and found that an optimum UV-irradiation fluence exists.
In a competing mechanism, electron-scavenging color centers are activated along
with electron-producing centers. An optimum wavelength at 364 nm has been found,
which maximizes trap population and minimizes trap depletion. Based on our exper-
iments and literature study, we assume a reduction of color centers by adding Na as
a co-dopant, which effects a virtually population-only process by Pb as an electron
donor. At the detector level, we find that the main IQ parameters in terms of noise,
sharpness and sensitivity, are not affected by the proposed method. As a beneficial
side effect, we find an improved afterglow performance. Our method for the reduc-
tion of ghost images is as efficient as de-ghosting by X-ray, thereby depriving the
detector of its susceptibility to memory effects.

Robotic Modeling for Non-rigid 3D Reconstruction
of Steerable Catheters

Minimally-invasive interventions typically have a dynamic nature, where object
motion plays a crucial part. In this section, we examine such a dynamic scenario,
namely that of steerable catheters (Fig. 4.5a) that deform during cardiac ablation
procedures, guided by X-ray fluoroscopy. Catheters undergo both rigid motion (due
to e.g. patient breathing), as well as non-rigid deformation, resulting from interaction
with vessel walls, cardiac motion and manipulation by the surgeon. Correct catheter
navigation is a difficult task, as the information of three-dimensional (3D) pose of the
catheter is lost during the projection onto the 2D image plane. If such 3D information
could be explicitly reconstructed from the available 2D data, it could greatly improve
surgical insight.

The 3D reconstruction of the time-varying catheter shape is equivalent to attempt-
ing the reconstruction of a moving object with a moving camera, which is an inher-
ently underconstrained problem. This problem can be regarded from the perspectives
of two different fields: Medical Imaging and Computer Vision. Medical Imaging aims
at achieving the goal of catheter localization within a clinical scenario, and solutions
in that field often make use of different imaging or localization technologies, such
as external sensors [25, 28, 32], biplane systemsl [3, 4]. In single-view imaging,
Esthappan et al. [12] fit a (known) rigid 3D model of the catheter, while van Walsum
et al. [59] and Bruckner et al. [6] have described deformable reconstruction using
single-plane imaging for guidewires. In contrast to our work, these methods rely on
a pre-existing segmented 3D volume to constrain the solution space, whereas our
goal is to use only the available 2D projection data.
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(@ (b)

Catheter

Fig.4.5 a Ablation catheter where the control knob for the deflection is highlighted with the arrow.
b Schematic of the catheter kinematic model (reproduced from [14] with permission. ©2009 IEEE)

By contrast, Computer Vision uses available multi-view camera technology and
mathematical modeling to search for solutions for the problem of deformable 3D
reconstruction. We aim at a solution using the current X-ray system, without addi-
tional equipment and with a limited view separation (such that the C-arm motion
is not disruptive to the intervention), therefore we employ the Computer Vision
approach. The problem of reconstructing a deforming object using views captured
by a moving camera is termed Non-Rigid Structure-from-Motion(NRSfM), and is
inherently underconstrained. Bregler et al. [5] first proposed to use a low-rank shape
model, representing shape as a linear combination of a fixed number of basis shapes
for orthographic cameras, while Hartley and Vidal [15] have given a closed-form
solution for perspective cameras. Fayad et al. [13] use quadratic deformation models
that can capture locally non-linear deformations, which can describe physical aspects
such as bending, stretching and twisting. However, that approach requires the shape
to be at rest for part of the sequence, while it is difficult to impose physical constraints
to the model.

Robotics: Ganji and Janabi [14] have proposed a Robotics-based kinematic model
for steerable catheters, which describes the kinematic properties of steerable catheters
with a few parameters only. The main limitation of this model is that it does not deal
with the interaction of the catheter with its surrounding tissue. Based on the above
kinematic formulation, we have proposed in [36] an NRSfM framework to reconstruct
the deformable 3D shape of catheters, using X-ray projections made with a small
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view separation. In this chapter, we extend the approach presented in [36] with the
following contributions.

e The model of [14] is extended to describe interaction of the catheter with surround-
ing material; the performance of the extended model for catheter shape description
as well as for 3D+T reconstruction is tested.

e Extensive simulations are performed, illustrating the accuracy and limitations of
the proposed approach.

e The effect of rigid motion on successful initialization is analyzed, and an alternative
initialization is proposed.

e Experiments are performed on a “stop-motion animation” phantom dataset, and
3D error evaluated.

Robotics Modeling of Catheters

Ganji et al. [14] first proposed to view the catheter as a continuum robot, which is a
continuously curving manipulator, and described its kinematic properties in a model,
shown in Fig. 4.5b. This approach aims at allowing the analysis of catheter position
and control, as opposed to our goal of resolving its 3D shape using multi-view images.
For manipulation of the catheter in free space, two assumptions have been made and
validated in [14]. First, because of the catheter’s pullwire mechanism, the deflection
of the bending section is in-plane, thus the catheter bends with zero-torsion. Second,
the bending occurs with constant curvature, such that the bending part takes the shape
of a circular arc. From these assumptions, it can be derived that parameters d4 and 65
are coupled to 63, while 6¢ is coupled to 6, (see Fig. 4.5b). Thus, the catheter model
can be described with three free parameters in total, namely d1, 6> and 63 (assuming
the length of the distal shaft, d7, is known).

A. Extension of the kinematic model.

The kinematic model presented above imposes parameter constraints, arising from
a consideration of the pull-wire mechanism of the catheter. However, as the authors
note in [14], these constraints do not allow modeling of the catheter’s interaction
with surrounding material. When the assumptions of planar deflection and constant
curvature are violated, the model becomes inaccurate.

In the following, we extend the model to accommodate shape deformations that
arise from the interaction with surrounding tissue. In the context of our NRSfM for-
mulation, the most important consideration when attempting such an extension is to
keep the parameter space as small as possible, such that a solution can be reached
given the limited 2D information. Therefore, explicit modeling of the physical prop-
erties of tissue, as well as the dynamic behavior of the catheter (which would be
crucial for e.g. robotic navigation), have not been considered.

Instead, we have limited ourselves to the kinematics only, as we are interested
in retrieving the 3D pose of the catheter from its known 2D projections. Therefore,
we take a simplified view of the problem, where the contact forces operate inside a
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“black box”, and we observe only the resulting deformation. Our approach retains
the simple kinematic formulation, but removes the geometric constraints, which are
based on operation of the catheter in free space. Thus, instead of attempting to solve
this complex problem by analyzing the dynamics of the interaction, we instead search
for a description of the deformations caused by such an interaction. In the following,
we will discuss individual adaptations to the original kinematic model, referring to
the main model assumptions: (1) constant curvature, and (2) in-plane deflection.

Constant-curvature assumption. To relax the curvature constancy assumption,
which describes that chord dy is a function of 63, we introduce a parameter 6, that
expresses the deviation of the model from the coupled form described in [14]. This
couples the chord dy4 to both 03 and 04, as ds = 2R sin(;r /2 — 03 — 04) (see Fig. 4.6a),
allowing the catheter to bend with a curvature larger or smaller (depending on the
sign of 64) than the value predicted by the coupling. Note that we are still assuming
that the bending part forms a circular arc, to allow a compact model representation.

In-plane deflection assumption. The other main assumption of the three-
parameter, free-space model is that the catheter deflects in-plane, so that the proximal
part OpO1, the bending section 0104 and the distal shaft O4Og remain on the same
plane during deformation (see Fig. 4.5b). It is evident that when the catheter interacts
with tissue, e.g. pressing against the endocardium, this assumption may be violated.
The out-of-plane deflection is modeled as an angle 87, which acts on the catheter
from point O onwards and rotates it with respect to its rigid base OO . Figure 4.6b
shows an example illustration.

By removing the two assumptions of constant-curvature and in-plane deflection,
65 and 6 are also decoupled. We introduce two new parameters, 6 and 6, which para-
meterize the difference of 65 and 6 from the values predicted in the original model:
65 = 05 —m/2+6> and 6; = 06— +6,. Thus, we have introduced a seven-parameter
extended model, where the free parameters are d;, 6>, 03, 64, 9;, Gé, 67. The formu-
lation of the extra parameters as differences with the original three-parameter model
allows us to control the degree to which the assumptions are violated. It should be
noted that the extended model proposed here does not comply anymore with the
Denavit-Hartenberg convention. However, this is not a requirement for NRSfM and
therefore, we have not reformulated our model according to this convention.

Deformable Reconstruction Using NRSfM

In the remainder, we follow the technique presented in [36]; we will here describe
only additional elements relative to that work. The object shape consists of N = >_ Ny
3D points S(0) (where k = (1, ..., 3) for each of the three parts of the catheter),
and is a function of the parameter vector 6 = (dy, 62, 63, da, 65, 65, d7). We assume
the 2D tracking data is available as a 2 x N x F tensor X. For the implementation
of the robotics model, we have used the toolbox of [7]. In the case of the extended
model, the original model pose given by the toolbox is adapted according to the extra
parameters, to create the final pose.
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(a) (b)

Fig. 4.6 Example of the effect of parameter 64 on the shape of the bending section. a 64 =
—0.157, b 64 = 0, ¢ 64 = 0.157. Negative values cause the bending section to be “squeezed”
(R < L/(w — 263)), while positive values cause it to be “stretched” (R > L/(w — 263)). (d—f)
Example of the effect of the off-plane deflection parameter 67 on the shape of the bending section.
d6; = —0.3m,e 07 =0, f 6; = 0.37. We have chosen large values of 67 for clarity

Non-rigid Structure-from-Motion

The catheter shape is observed by the X-ray camera, a projective camera with known
calibration parameters, encapsulated in the 3 x 4 x F' projection matrix P. The model
observations can be written as X; ~ P;Si(p;), where ~ denotes equality up to a non-
zero scaling. The true 2D coordinates of the projected shape x are obtained by 2D
tracking of the object. The NRSfM formulation then consists of solving for the shape
parameters that minimize the reprojection error. We also add a temporal smoothness
regularization term to ensure realistic deformation over time. The reprojection error
term consists of the difference between model and tracked positions (reshaped to a
1 x 2NF vector) I'ypr = X — X, while the temporal smoothness term is introduced
using the Sobolev functional r; = A0 /%y, where %y denotes the range of parameter
6. The total cost function can thus be written as the concatenation of the two cost
term vectors r = (Frepr||A:T;), Where the parameter A, is used to control the amount
of allowed temporal smoothness. In all experiments, A; = 1. The above formulation
allows the Levenberg-Marquardt algorithm (LMA) to estimate the parameter vector
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pasp = argmin(ijtN [r)?). In this minimization, we consider all projection
parameters known and fixed, since C-arm systems are calibrated very accurately.

Initialization and Rigid Registration

The crucial step in the above analysis is the model initialization: if the initialization is
very far from the average 3D position of the catheter during its deformation, then the
ensuing optimization can easily be trapped in a local minimum. Often, it is assumed
that a subset of points on the object are rigid [8], or that the shape remains static
for a few frames [13], which is an impractical assumption in the clinical scenario.
In [36], it has been assumed that the base of the catheter does not move during the
sequence, and only one overall rigid transformation is estimated. This may not hold
when there is strong interaction with surrounding tissue. A straightforward solution
would be to include the parameters of the rigid motion in the overall optimization.
However, this would result in a severely underconstrained problem, since six extra
parameters per frame (three for rotation and three for translation) would be needed.
This is equivalent to the case of a system with unknown extrinsic calibration.

Therefore, instead of first performing a rigid reconstruction and then fitting the
rigid transformation T to this reconstruction, as is done in [36], we calculate T
directly from the 2D image measurements. Specifically, we seek a parameter vector
P, defining arigid transformation T(p) , that minimizes the reprojection error between
the first N1 points of the model and the tracked catheter points x;,7 = 1, ..., F. The
transform T acts on the original catheter model So(6p), such that the transformed
model can be written as S = TSy.

A sliding window is applied: for each frame f = 1, ..., F of the sequence, with
sub-sequence length Fy, the transformation is calculated using information from
frames f — | Fo/2] tof + [Fo/2].Forf = 1,..., |[Fo/2] and f = [Fo/2],...,F,
we repeat the solutions for f = |Fy/2] + 1 and f = [Fo/2] — 1, respectively. For
each window, the result of the previous window is used as an initialization. In the
first window, the rigid transformation parameters are initialized randomly.

A synthetic example illustrates the effect of rigid motion on the rigid initializa-
tion. We have constructed a synthetic catheter based on the kinematic model (using
di =40 mm, 6, = 0, 63 = 0.27), moving with a constant velocity, between 0.2—
3.0 voxels per frame, and we use F' = 10 frames. In Fig. 4.7, we show the difference
between the above approach and the one described in [36]. It can be seen that the
method described above achieves better rigid estimation. However, when the velocity
increases significantly, the method fails: observing a moving point with a moving
camera remains an inherently underconstrained problem. Adding more views for
the reconstruction could even have a detrimental effect: introducing more unknown
parameters per frame and thus increasing the uncertainty. Nonetheless, this small
experiment shows that when the rigid motion is relatively constrained (to within a
voxel per frame), we may expect to obtain a reasonable rigid registration result to
initialize our algorithm.



4 Innovations in 3D Interventional X-ray Imaging 95

Successive 3D positions
- Pointwise reconstruction
Direct estimation

60 80 p
w| ; . 60 100 W'
AN S o ™ 2 cr”
L ~ 0 -
20 ~ -20 -50 e 250
0 20 -100 | 7200
20" 40 0 60 & ; 150
< 20 -20 40 100 100
-40 | 20 © -40 0 20 50 450
-60-40 —60 2o 50 _100
0.2 voxels/frame 1 voxel/frame 3 voxels/frame

Fig. 4.7 Comparison between the two methods of obtaining a rigid initial registration in case of
rigid motion, for three different catheter velocities. The successive 3D position of the catheter are
shown for different velocities, the pointwise reconstruction result according to [36], and a direct
estimation of rigid transformation from 2D data, as in Sect. “Initialization and Rigid Registration”.
It can be seen that the error of the direct estimation is smaller, especially for a fast moving catheter

Experimental Results

In this section, we first describe the experiments performed for the validation of
the two catheter models, the original kinematic model of [14] and the extended one
proposed in Sect. “Robotics Modeling of Catheters”, henceforth referred to as order-
3 and order-7 models, respectively. Afterwards, we elaborate on a set of synthetic
and phantom multi-view experiments.

Rigid Model Fitting

An industrially available cardiac ablation catheter? is placed inside a heart phantom
with elastic walls filled with water. The catheter is manually manipulated into 36
different postures, for each of which a 3D volumetric reconstruction is obtained,
capturing the ground-truth shape of the catheter. During its deformation, the catheter
moves inside the phantom while pressing against its walls. The 3D shape of the
catheter is manually annotated in each of the resulting 3D volumes and sampled at
equidistant intervals. To fit the catheter model, first the overall rigid pose is retrieved
by fitting a rigid 3D transformation to the annotated points of the catheter base. Next,
the LMA is used to obtain the model parameters that minimize the error between the
model and the 3D measurements.

Figure 4.8a shows some characteristic examples of the results, while in Fig. 4.8b,
the error for both models is shown. It can be seen both from the qualitative as well
as from the quantitative results that the order-7 model achieves a better fit (4.5 mm
at the base and 4 mm at the tip) than the order-3 model (6 and 5 mm, respectively).
The difference between the models is larger along the bending part of the catheter,
because at this part, the order-3 model fails to capture the off-plane deflection of
the catheter, which occurs in several frames of this sequence. The large standard

2 Qwikstar 7F 26-pole catheter by Biosense Webster.
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Fig. 4.8 a Example results of the rigid model fitting experiment, shown from two different view-
points. Light thick curves denotes the ground-truth volumetric reconstruction, while the calculated
model is shown as dark thin curves. b Error results in the rigid model fitting experiment. Mean
and standard deviation are shown along the length of the catheter model. Points Oj...O¢ are as in
Fig. 4.5b

deviation observed in these results is due to the fact that in 5 out of the 36 frames, the
rigid transformation has not been estimated correctly. As a result, the model fitting
also fails in these cases.

NRSfM Experiments

In [35], we have performed extensive simulation experiments to test the algorithm’s
accuracy bounds and convergence, as well as to compare between the two kinematic
models. Here, we will describe a phantom experiment testing the proposed NRSfM
algorithm on real data. As discussed in [36], it is difficult to design a multi-view
X-ray experiment for deformable catheters, in which the ground-truth catheter shape
is available for each frame. In that work, non-rigid catheter reconstructions of a
manually manipulated catheter, with no ground-truth available, were shown to be
repeatable to within 5 mm. To emulate a dataset where a 3D+T ground truth is known,
we apply the technique of “stop-motion animation”, where the catheter deformation
is approximated by small discrete steps. In each step, the catheter is manipulated
slightly using the control knobs, and a volumetric scan is performed. In this way, a
3D+T dataset is obtained, in which the catheter deforms while its position is known.
From this dataset, 2D views from successive time steps form the input for the NRSfM
algorithm. We have used a fixed view separation of 1.7°, taken from successive frames
in each of the 36 scans. Both the order-3 and the order-7 model are evaluated.

Due to the discrete steps in the stop-motion experiment, the motion created in
such an experiment cannot be smooth. The catheter controls do not have a linear
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Fig. 4.9 a Some snapshot results of the “stop-motion” experiment (order-3 model). Light thick
curve ground truth. Dark thin curve reconstructed result. b Average displacement per frame of the
catheter points for the same dataset

response to the input applied, such that the motion often exhibits sudden jumps,
which are not repeatable. This complicates the task of our NRSfM algorithm, which
explicitly assumes temporal smoothness in the data. Figure4.9b shows the average
displacement per frame for this experiment. When juxtaposing this to the analysis
of Sect. “Initialization and Rigid Registration”, it can clearly be seen that the dis-
placement per frame (velocity) between frames 17-30 of this sequence is quite large
(>6 voxels/frame) and can be expected to limit the success of NRSfM.

Some snapshots of the results of the proposed Robotic-NRSfM algorithm, with
automatic rigid registration as described in Sect. “initialization and rigid registration”,
are shown in Fig. 4.9, while the 3D error results are presented in Fig. 4.10. It can
be noted that the error increases close to the catheter tip, which is expected, as the
displacement at that point is maximal. We note the large error of the order-7 model (in
the order of 60 mm), caused by erroneous estimation of the rigid transform. The wrong
estimation is propagated through the sliding-window estimation until frame 30, where
the error drops to a level lower than that of the order-3 model (20 mm). With respect
to the performance of the two different models, we have observed (Sect. “Rigid
Model Fitting”) that the extended model fits more accurately to 3D measurements of
a catheter bending against an elastic wall. However, in the NRSfM experiments, it
has been discovered that this 7-parameter model does not outperform the original 3-
parameter model. Although the order-7 model is more suitable to describe catheter
deformation, it is less useful in retrieving the 3D deformation from multiple 2D
images, since the larger parameter space leaves the optimization underconstrained.
Therefore, we conclude that for the present application, the original 3-parameter
model is a better choice.
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Fig. 4.10 (a) 3D error along the length of the catheter, averaged over the entire sequence. (b) Error
for each frame of the sequence, averaged over the length of the catheter

Conclusions and Outlook

In this section, we have explored the potential of multi-view X-ray to recover the
deformable 3D shape of a steerable catheter, using only multi-view information.
To this end, we have adopted the framework of NRSfM, but instead of the models
proposed in Computer Vision, we have selected a kinematic model from the field of
Robotics. Based on this model, we have constructed an algorithm that recovers 3D+T
shape, given the 2D catheter tracks and the system calibration as input. It has been
shown in previous work that the proposed algorithm produces reconstructions that are
reproducible up to 3—-5 mm, in a catheter manually manipulated. We have now seen
that even in a phantom experiment exhibiting pronounced rigid motion and significant
abrupt deformation, the average error remains around 30 mm. In the context of the
clinical application (RF ablation), where an accuracy of a few millimeters suffices for
correct catheter guidance, these preliminary results show that Robotic-NRSfM can
operate within or close to the accuracy requirements. To the best of our knowledge,
these are the first experimental results reported on deformable 3D+T reconstruction
of a catheter using only multi-view X-ray with non-simultaneous acquisition.

For the future deployment of this approach in clinical practice, a number of open
issues remain. The first of these relates to the rigid registration step of the algorithm.
We have proposed an initialization scheme that can handle some rigid motion, but its
robustness is limited in cases of pronounced displacements; the exact limitations in
estimating overall motion using limited X-ray views remain to be explored. Secondly,
in the context of the clinical application, the factor of computational performance
comes into play. Although our present implementation does not operate in real time,
such a goal is achievable, as large parts of the processing can be parallelized. Finally,
the clinical validation of this approach introduces challenges, mainly pertaining to
two factors: the presence of cardiac motion (which increases the dimensionality
of the problem), and the definition of an appropriate test bench in the absence of
ground-truth 3D+T clinical data.
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The above results and discussion show that the proposed technique can potentially
provide live 3D guidance of catheter placement not only during a procedure, but even
during the actual manipulation of the catheter. Additionally, the modularity of the
robotic formulation allows many categories of man-made objects, including surgical
instruments, to be expressed in terms of simple parameterized models. In this way,
it can be applied in the context of a generic interventional system to several clinical
applications, and provide invaluable insight in ambiguous situations that arise during
surgical guidance.

Multi-modal Integration in the Cathlab

During minimally invasive medical treatment the clinician relies on radiological
images, often produced in real-time, to guide the intervention. Prior to treatment,
diagnosis and intervention planning is frequently performed using tomographical
images, which provide a detailed representation of the patient’s anatomy and pathol-
ogy. In this section the fusion of those different types of images is presented, in
order to provide the clinician with more relevant data to guide the procedure [46].
Since the fusion is performed during the clinical intervention, it is essential that the
technical steps can be executed within limited time. Furthermore, it is vital that the
resulting fused representations are easy to interpret. The technical approaches that
are described here to achieve this goal comprise rapid co-registration of multiple
image datasets, and intuitive visualization of the fused data.

In order to achieve an optimal performance the parallel computation power of the
graphics processing unit (GPU) can be exploited in the registration and visualiza-
tion algorithms. In the following sections a detailed strategy to map the processing
capabilities of the GPU on an elastic co-registration algorithm is described [48]. The
objective of a registration algorithm is to find a spatial mapping between two image
datasets. Typically intensity-based registration algorithms consist of a similarity mea-
sure, indicating the quality of a given spatial mapping, and an optimization strategy,
which iteratively searches the optimum of the similarity measure. The search space
consists of the multi-dimensional control variables of the spatial mapping. Non-rigid
registration algorithms employ a spatial mapping that allows to model local defor-
mations. Such non-rigid spatial mappings typically are driven by a large number of
parameters, increasing the computation times and therefore increasing the need for
fast and efficient solutions.

Computational Methods and Theory

In this chapter we will restrain ourselves to the class of algorithms, in which the sim-
ilarity measure can be expressed as a sum of contributions per spatial element (pixel
for 2D, voxel for 3D, etc.). Sum of Squared Differences (SSD) and Cross-Correlation
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(CC) are examples of members of this class. This class generally can be written as
follows:

1 1
E = I e(A(i), B (i) = 0 e (A(), B(t(i))) 4.7)
iel iel

Whereby E represents the similarity measure, e the contribution to the similarity
measure per spatial element, A the reference image, and B the floating image. 7 (i)
denotes the deformation of the reference image coordinate system to the floating
image coordinate system and B? is the deformed floating image. i € I C Z" repre-
sents the set of N-dimensional discrete spatial positions (i.e pixel or voxel positions
in the image).

The deformation is driven by a set of parameters ¢;. It is this set of parameters that
is manipulated by the iterative optimization algorithm. A uniform B-spline driven
deformation field is well suited to represent organic deformations. The uniform B-
spline driven deformation field then can be described by the following equation [19]:

i) =i+ Y ¢ fii/h—)) (4.8)

jeJ

The control points are denoted by ¢; € ZN, and J is the set of parameter indices.
Vector h represents the spacing of the control points, which we require to be integer.
Since i is added to the sum, the identity deformation corresponds to all control points
being zero. B3 (i) is the N-dimensional tensor product of a uniform cubic B-spline
function.

In order to obtain a better prediction of the parameters used in the next iteration,
the Jacobian matrix, containing the partial derivatives of the similarity measure to
the parameter space 8E/dc¢; p, is required [18], with m denoting the axis. The partial
derivative can be decomposed into the following product:

SE 1 Se(i) 8B(x)
Scim I & §BT(i)  Oxm

St (i)

x=z() OCim

(4.9)

The derivative of the first multiplicand in Eq. 4.9 depends on the used similarity
measure. In Table 4.1 the derivatives for SSD and CC are given. In contrary to [19], we
do not obtain the derivative §B(x)/8x,, of the deformed floating image analytically.
We rather use an image based approach, employing a convolution with Sobel-like
kernels. As can be understood from Eq. 4.8, the derivative of the deformation field
8t (i)/8cj m simply is a constant term: B,(i/h — j).
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Table 4.1 Similarity measures, and their derivative with respect to the deformed image

Similarity measure Contribution per pixel Derivative
Sum of squared differences (SSD) e(i) = (A(i) — B7(i))? 8e/8BT =2 - (A(i) — BT (i))
Cross-correlation (CC) e(i) = A(@) - BT (i) de/8BT = A(i)

Program Description

The derivative of the floating image 8B(x)/8x,, has to be calculated at z (i) for all
i € I. In order to obtain this derivative, the gradient image of the floating image
is pre-calculated. It should be noted that this gradient image is static during the
optimization process, and therefore needs to be calculated only once for the entire
registration procedure. The gradient image can be easily obtained on the GPU by
convolving the floating image with Sobel-like derivative kernels of size 3V

The GPU implementation of the similarity measure and the first order derivatives
is illustrated in Fig. 4.11, and works as follows: for every voxel in the reference image
a thread is started, and its contribution to the similarity measure and derivatives is
calculated. In the thread the corresponding location in the deformed floating data is
obtained by adding the cubic B-spline driven deformation offset to the thread’s voxel
coordinate, see Eq. 4.8. Hereby, we can make efficient use from the fact that a cubic
B-spline lookup can be decomposed into 8 linearly weighted interpolations, rather
than 64 nearest neighbor lookups, which is much faster on the GPU [47, 53].

When the deformed coordinate has been established, the voxel intensities of the
reference and floating datasets are fetched, and the similarity measure contribution
of the thread can be established, see Eq. 4.7. The gradient of the floating dataset and

B(7(3))
GPU = GPU
step 1 de(i) 8B(Z) giep 2
§B7(i) Ofm
Optimizer )

Fig. 4.11 Block diagram showing the overall dataflow in the algorithm. The first GPU pass takes
the reference image A, the floating image B, and the set of deformation coefficients ¢; as input. It
calculates the contribution to the similarity measure per voxel and the first part of the derivative per
voxel. This data is passed to the second GPU pass. This establishes the derivative of the similarity
measure to the B-spline coefficients, and passes those to the optimizer. The optimizer determines the
new set of B-spline coefficients, and the cycle repeats until the optimum of the similarity measure
is found
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Fig. 4.12 A slice of a cone-beam CT reconstruction of the abdomen is taken at the beginning and
during the course of interventional treatment. The left image shows the subtraction of both slices
without any registration applied, whereby dark and light areas indicate the differences between the
images. The right image illustrates the subtraction after the elastic registration has been performed

its intensities are stored in a single texture with four entries per voxel. In this way the
interpolated lookup at the deformed coordinate simultaneously yields the intensity
and the gradient of the floating data 6 B(x)/dx,, at this particular location.

The derivative of the similarity measure to the control points consists of three
multiplicands, see Eq. 4.9. Two of those can be established for each GPU thread;
the gradient of the floating data § B(x)/8x,,, and the derivative of the similarity mea-
sure to the voxel space §e/8B”. The similarity measure and first order derivatives
contributions are stored in an intermediate 3D data array for each thread.

In the second pass, the first order derivatives 8E/dc;,, are calculated by multi-
plying a subset of the previously stored derivative data with the B-spline weights
B3(i/h —j). The B-spline weights are constant, and can be decomposed into a tensor
product of three pre-computed 1D arrays of width 4 - h,,.

Results

Figure4.12 illustrated the effect of the described registration algorithm, using real
clinical data. The data concerned two cone-beam CT reconstruction of the same vol-
ume of interest of 256% voxels. The registration was performed by the GPU imple-
mentation in 14.2s by downsampling the datasets to 1283 voxels using 5 iterations
with 83 control points and 30 iterations with 163 control points. As can be seen from
the difference images, the deformation of the organs (the liver in this case) is largely
corrected by the elastic deformation field.
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Table 4.2 Distribution of the time per iteration over the passes, using datasets of 1283 voxels and
163 control points

Implementation Pass 1 (ms) Pass 2 (ms) Overhead (ms)
SSE 536.8 474.2 3.1
GPU 9.6 128.8 1.5

In order to characterize the calculation time of the proposed algorithm, the GPU
implementation was compared to a straight-forward single threaded CPU imple-
mentation and a multi-threaded SSE optimized CPU version. We used a 2.33 GHz
quad-core Intel Xeon with 2 GB memory and an NVIDIA GeForce GTX 260 with
896 MB memory to perform our measurements. As test data we used eight different
cone-beam CT datasets of the head of patient with either arterio-venous malforma-
tions or aneurysms. The datasets consisted of 2567 isotropic voxels, with voxel sizes
ranging from 0.28 to 0.40 mm in each direction. The reference and floating data
was obtained by deforming each CT dataset according to a B-spline field of 16
uniformly distributed control points, whereby their magnitude was randomly deter-
mined in the range [—8, 8] and some white noise was added to the voxel values. The
randomly deformed dataset then served as reference, and the original as floating data.
We measured the time to obtain the similarity measure and first order derivatives by
performing a quasi-Newton driven optimization in 40 iterations, and averaging the
time per iteration. The dataset sizes ranged from 323 voxels to 256° voxels

The speedup factor of the GPU version compared to the other two implementa-
tions is illustrated in Fig. 4.13. It shows that the multi-threaded SSE implementation
provides a speedup of approximately a factor 10 over the straight-forward CPU ver-
sion, whereas the GPU implementation delivers an average speed improvement of
approximately a factor 50.

When we dissected the time per iteration into the time used for the first and second
pass (Table4.2), we discovered that the GPU version spends considerably more time
in the second pass than in the first pass.

Fig. 4.13 The calculation 100000
time per iteration (y-axis, ——CPU
in milliseconds, logarithmic 10000 - —&—SSE
scale) for different dataset ——GPU
sizes (x-axis, in amount of
voxels), using 16 B-spline 1000 +
control points, for the three 7]
implementations E 100 4

10 4

1

323 643 12838 256°
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Discussion

The application of elastic registration during interventional treatment demands that
the registration can be obtained within a limited time frame. The number of iterations
that has to be evaluated in the iterative optimization of a similarity measure can be
reduced by more accurately predicting the next step towards the optimum, based
on the derivative of the similarity measure with respect to the parameter space. In
this section we have demonstrated how the similarity measure and its derivative can
be calculated on the GPU, using a two pass algorithm. In the first pass the floating
image is deformed, using an elastic uniform cubic B-spline deformation field, and
the similarity measure and first order derivatives contribution are stored per voxel.
The second pass yields the derivative of the similarity measure per control point. The
calculation of the derivative was further accelerated by using a static gradient image
of the floating image, that was obtained by a convolution with Sobel-like kernels.

In this section we focussed on the calculation time of the CPU and GPU imple-
mentations of the same basic algorithm. In practise, a good approach has proven to
start the registration in low resolution with few control points to find large defor-
mations, and to gradually refine the registration by moving to higher resolutions
and more control points [41]. Lets consider e.g a registration that first performs 20
iterations at a resolution of 643 with 8% control points, then 10 iterations at 1283
with 16> control points, and finally 5 iterations at 256 with 323 control points. The
straight-forward CPU version would take 329s (5.5min) to perform this registra-
tion, the multi-threaded SSE version costs 31.2 s, and the GPU implementation takes
7.4 s. Five minutes is unacceptable for many interventional and surgical applications,
31.2 s becomes an issue when the registration has to be performed multiple times (to
compensate for progressively deforming of the brain), while 7.4 s is considered to be
quite acceptable.

Clinical Applications

Peri-interventional registration, as described in this section, can be very usefull in
the cathlab. Here, a number of practical applications are listed. A more detailed
description can be found in [45].

e The navigation of a catheter based on multiple image sources (MR, 3DRA and
fluoroscopy) during the treatment of an arterio-veneous malformation (AVM) in
the brain, see Fig. 4.14.

e The planning of a percurtaneous needle puncture path using fusion of diagnostic
CT images and live X-ray fluoroscopy, see Fig. 4.15.



4 Innovations in 3D Interventional X-ray Imaging 105

Fig. 4.14 Upper row, left An MR image shows an arterioveneous malformation (AVM) and the
affected brain tissue (arrows). Upper row, right The live fluoroscopy image, without any contrast
agent, shows the guidewire, but not the context of the vessels and soft tissue. Lower row, left The
fluoroscopy image fused with the 3DRA vessel tree adds the vascular context to the live image.
Lower row, right The fluoroscopy image, the 3DRA vessel tree and a cross-section of the MR data

View Interpolation for Autostereoscopic Displays in the Cathlab

The introduction of autostereoscopic displays to a clinical setting allows physicians
to perceive depth in medical images. The addition of depth perception leads to a faster
and better interpretation of the morphology of the patient’s pathology and contextual
anatomy. Stereoscopic images are being used in various clinical applications, such as
surgical planning [55], surgical navigation [22-24], minimally invasive endoscopic
surgery [42], autostereoscopic intracranial MRA visualization [1], etc. Autostereo-
scopic visualization of the patient’s anatomy has the potential to be combined with
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Fig. 4.15 The fused pre-operative CT data (skin) and the intra-operative C-arm cone-beam CT
data (bone) are shown together with the planned needle path

augmented reality, which has been reported to increase the surgical instrument place-
ment accuracy [22]. Displaying medical images in a clinical context imposes several
restrictions on the image transmission chain. A digital imaging chain may contain
errors and artifacts. Such errors involve image digitization, compression, transfer
function limitations, dynamic range limitations, etc., which have to be kept below a
stringent threshold. The obvious reason for this is the fact that medical decisions are
taken based on these images, and flaws in the image may lead to misinterpretations.

The development of high-resolution LCD grids (such as QuadHD grids) has
brought high-resolution autostereoscopic screens within reach. However, these
screens introduce a new challenge, since the amount of the visualized data becomes
enormous, while the images have to be rendered and conveyed to the display in
real-time. To cope with this, we intend to transmit fewer views than the autostereo-
scopic display emits, and to render the missing views at the receiver side using 2D
texture+depth information. To this end, the display unit in the operating room is
extended with embedded receiver hardware.

Autostereoscopic Display

A stereoscopic display presents the viewer with different images for the left and the
right eye. Provided that these images contain proper stereoscopic information, the
viewer will have the sensation of seeing depth. Principally there are two kinds of
stereoscopic displays: the first type requires the viewer to wear goggles or glasses, and
the second type, called autostereoscopic display, allows stereoscopic viewing without
any external aid. For the usage of such displays during medical interventions, the
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absence of goggles is a significant benefit, since there is no compromise of sterility
by any external attributes and the goggles might be considered to be disturbing when
the clinician is not looking at the stereoscopic display (which typically will be the
case during a major part of the clinical procedure) [43]. In contrast to the binocular
stereoscope, mutli-view autostereoscopic displays emit more than two views (which
in principle would be enough for stereoscopy), in order to have a wider range where
the observer can see a proper stereoscopic image, and to allow multiple viewers to
perceive the stereoscopic image [22]. Especially in the operating room, where the
observer is not fixed to a single spot, this is of relevance.

Popular techniques to achieve autostereoscopy are parallax barrier and lenticular
displays. Both techniques can be used to implement multi-view displays. In parallax
barrier displays, a raster of slits is placed at a small distance in front of the display,
showing a different subset of pixels when viewing it from various angles. A multi-
view autostereoscopic lenticular display consists of a cover sheet of cylindrical lenses
(lenticulars) placed on top of an LCD, in such a way that the LCD image plane is
positioned at the focal plane of the lenses [58]. As a consequence of this arrangement,
different LCD pixels underneath the lenses become visible when viewed from a set of
predetermined directions. The fact that mutually exclusive subsets of LCD pixels are
assigned to different views (spatial multiplex), leads to a lower effective resolution
per view than the intrinsic resolution of the LCD grid [11]. In order to distribute
this loss of resolution over the horizontal and vertical axis, the lenticular cylindrical
lenses are not placed vertically and parallel to the LCD column, but slanted at a small
angle.

When the pixels of the autostereoscopic display are loaded with suitable stereo
information, a 3D stereo effect is obtained, in which the left and right eye see different,
but corresponding, information [44]. Most commercially available display lines offer
eight or nine distinct views, but our technology will be applicable to any number of
views. The stereoscopic views have to be loaded with the images corresponding to
the angle they are emitted. The angle between the views is typically in the range
of 1-5°, depending on the monitor setup. In clinical interventional applications, the
screen is typically mounted at the opposite side of the patient table with respect to the
surgeon. The viewing distance amounts from approximately 1.5 to 5 m. For example,
assuming a 7-cm distance between the left and right eye, and 3 m from the viewer to
the screen, delivers a 1.3° viewing angle between the view for the left and right eye.

Medical data typically consists of voxel data sets of several hundreds of Megabytes,
which can be visualized through a technique called volume rendering [16, 21, 44].
The raw voxel data typically consists of 12-bit or 16-bit scalar data. Often a transfer
function is used to zoom on a user-defined scalar range. This transfer function can
also be used to map the scalar data on RGB colors and transparencies. The result
of the volume rendering is typically stored as 24-bit RGB images. The individual
views displayed on the autostereoscopic display are generated on the medical work-
station. A naive approach would be to simply generate an image for every view
that is displayed. In case of displaying a scene at 25 frames per second on a 9-view
autostereoscopic screen, this would require rendering 225 views per second. In case
of a 256-MB 3D data set (5123 voxels, 16-bit per voxel), the naive approach would
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need to parse more than 56 GB/s. Alternatively, Hiibner and Pajarola have proposed
to generate the composed multi-view volume rendered data in a single pass [16].
Though this approach leads to a slightly better image quality, it does not reduce the
strain on volume rendering bottleneck, nor on the transmission channel.

View Interpolation
Principle

In order toreduce the load of the 3D rendering on the workstation and the transmission
channel, we create fewer views than those displayed on the lenticular screen. The
missing views are interpolated after decoding the video stream at the receiver side,
see Fig. 4.16 [49].

As a start, the concept of our interpolation is adopted from free-viewpoint ren-
dering [31]. This method takes into account the camera parameters and the depth
information per pixel. This depth quantifies the distance between the screen and the
object displayed at a particular pixel. The camera focus point and the pixel location
define a ray in a virtual ray space [57]. By using this information, more accurate
interpolated views can be created than using a naive interpolation method, such as
linear interpolation. The conceptual chain for multi-view imaging from rendering to
display is illustrated in Fig. 4.17.

A QuadHD LCD grid consists of 3840 x 2160 pixels. Assuming that a 9-view
QuadHD autostereoscopic display is used, it would make sense to build up a single
view in a resolution of 1280 x 720 pixels [44]. The views that are used for the
interpolation algorithm can consist of 32its per pixel, where 24 its are required for
the RGB components and 8 bits for depth information. Usage in clinical interventions
requires a minimum frame rate of 24 frames per second (fps). When for example four
views are transmitted at 24 fps, and the others are interpolated, this would require
a bandwidth of 4 views x 1280 x 720 pixels x 24 fps x 32bits=2.6Gbit/s (for
uncompressed video data) versus 4.4 Gbit/s for 9 views without depth information.

display

Fig.4.16 Only the images of the gray cameras are rendered and transmitted. For the white cameras
only their parameters (position, field of view, etc.) are transmitted. The missing views are interpo-
lated at the receiver side. Finally all views are emitted to their respective angle by the lenticular
display
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Fig. 4.17 Two possible configurations for 4 transmitted views, and 9 displayed views. Solid black
transmitted views that can be mapped directly on an output view. Dashed transmitted views that
cannot be mapped on an output view. Gray interpolated view
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Fig. 4.18 Depending on the viewing position, different parts of a background object are occluded
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Furthermore, the load on the volume rendering bottleneck on the medical workstation
is reduced considerably, since only 4/9 of the data rendered in the naive approach
needs to be generated.

Artifacts Resulting from Rendering

A key artifact that may appear when using free-viewpoint interpolation is the occur-
rence of disocclusions [17, 60]. When this happens, a part of the scene becomes
visible that was hidden in any of the transmitted views, see Fig. 4.18. Consequently,
there is no proper information available that should be filled in at the affected pixels.
Fortunately, the impact of this effect is very limited for our application, since the
transmitted views and the interpolated views are very close to each other. Disoc-
clusions mainly occur for views that are rather far apart, which is not the case for
our setup.

Another related artifact of free-viewpoint interpolation concerns semi-transparent
parts of the depicted scene. The free-viewpoint algorithm expects a single depth
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value per pixel. However, when the object that is being depicted is semi-transparent,
a pixel can contain visible information that is composed of the light that is reflected
by several objects. Once the reflected light has been blended into a single pixel color,
it is impossible to dissect it. In the rendering of 3D medical data, this effect is even
amplified, since the depicted data is often the result of a volume rendering process [43,
441, whereby a ray of light traverses through a continuous range of semi-transparent
material. Therefore, the proposed technique is limited to representations whereby the
majority of the volume consists of completely transparent data together with more
or less opaque data.

Constraints of the Rendering Process

Since the medical context demands that there are no severe artifacts, the angle
between the virtual cameras has to be small, because it will lead to high similar-
ities between the interpolated and the original views, and thus fewer interpolation
artifacts. Furthermore, the small angles will lead to fewer and smaller disoccluded
areas. This is particularly important, as the content of the disoccluded areas has to
be extrapolated from the surrounding information. Because the images are input to
medical decisions, it is essential that the artifacts do not lead to misinterpretations
of the interpolated images.

It is our aim to achieve a real-time hardware implementation of the proposed
interpolation method. Therefore the complexity of the post-processing has to be
limited. The rendering algorithm should be simple, while providing an acceptable
quality of the rendering results.

Interpolation Algorithm

Image Warping

Depth Image Based Rendering (DIBR) algorithms are based on warping the image
from a camera view to another view [27]. Let us specify this in some more detail.
Consider a 3D point at homogeneous coordinates P, = (X, Yy, Zy, 1)T, captured
by two cameras and projected onto the reference and synthetic image plane at pixel
positions p; and p,. The 3D position of the original point P,, in the Euclidean domain
can be written as

Py = (KiR) ™' (hipi + KiRiCi), (4.10)

where matrix R; describes the orientation of the camera i, K; represents the 3 x 3
intrinsic parameter matrix of camera i, and C; gives the coordinates of the camera
center. Parameter A; represents the positive scaling factor defining the position of the
3D point on the ray through point p;. Assuming that Camera 1 is located at the world
coordinate system origin and looking into the Z direction, i.e., the direction from the
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origin to P,,, we can write the warping equation as
-1
Aopy = KoRo K| Zyyp1 — KoRy C. 4.11)

Equation (4.11) constitutes the 3D image warping equation that enables the syn-
thesis of the virtual view from a reference texture view and a corresponding depth
image. This equation specifies the computation for one pixel only, so that it has to be
performed for the entire image. The depth map of the virtual view can be obtained
in a similar manner, given the depth map of the real view.

Algorithm Backbone

The aforementioned warping forms the basis ingredient for our view interpolation
algorithm [9]. The algorithm is illustrated in Fig. 4.19. In multi-view video, the
information for warping is taken from the two surrounding camera views, I and Ig,
to render a new synthetic view I,,,. Typically, two warped images are blended to
create a synthetic view at the new position:

Inew = Warp(IL) ® Warp(IR), (4.12)

where Warp is a warping operation and the operation & denotes blending of the
warped views. Such an approach requires several post-filtering algorithms, in order
to improve the visual quality of the results and it is especially important to close the
empty areas on the resulting image caused by occlusions. Initial images /7 and I
may be divided into layers, prior to performing the warping as described in [64].

The latest research has shown that a better rendering quality is possible when we
first create a depth map for a new image [29, 30], since it provides better handling of
disoccluded areas. Using this depth map, we perform an “inverse mapping” in order
to obtain texture values for /., - the new image to be rendered. In this case, we
have two main stages of the rendering algorithm: (1) create a depth map Depthy,e,
for I,e; (2) create a texture of the new image ey, .

Depth L

——» Combine Median Occlusion
warped » filtering » filling
DepthR_’ depth maps
New Depth
P Texture Blend Occlusion
Texturey, » warping » textures » filling >
Texture R—> New Texture

Fig. 4.19 Block diagram for the proposed DIBR algorithm
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The above two stages, which form the backbone of the rendering algorithm, are
similar to the approach of Morvan [30] and Mori et al. [29]. Our method additionally
employs the surrounding depth information to fill in the disoccluded regions more
reliably, avoiding cracks in the interpolated image. A detailed evaluation can be found
in [62].

Depth Map Creation

The depth map creation consists of the following steps.
1. Combine warped depth maps. Combine the depth maps warped from the closest
left and right cameras:

Deptheomp = C (Warp(Depthy), Warp(Depthg)) , 4.13)

where C defines the operation of combining two depth maps of both neighboring
input cameras by taking the depth values that are closer to the virtual camera. For
example, C is set to Warp(Depthy (x, y)) when it is closer to the camera. In practice,
combining warped depth maps means taking a maximum or minimum value of each
couple of corresponding pixels.

2. Median filtering. The filtering function called Median(Depth,py,) involves
applying median filtering to the depth map obtained at the previous step. We take a
3 x 3 window for the median filter, which allows us to find pixel values that occurred
due to rounding of pixel coordinates during the warping. Typically, the rounding of
pixel coordinates occasionally produces line-shaped gaps of one pixel width, and a
3 x 3 window is sufficient to close these gaps.

3. Occlusion processing. The resulting image still contains empty regions -
disoccluded areas. The following operation finds values for filling in these regions by
taking the closest found background value of the depth map obtained at the previous
step. We perform search in eight directions from each empty pixel and take the value
closest to the depth of the background:

Depthye,, = Occ_filling (Median(Depthcomp)) - 4.14)

For a practical implementation, it means that we take a minimum or a maximum
depth value (depending on which depth value represents the background). We aim
at finding eight values around an empty pixel. If one of the surrounding eight pixels
is also empty, which is often the case, then we move further in the same direction
until we find a pixel containing a depth value.

Texture Creation

Besides the depth image, we need to compute the texture of the new view, which is
the final objective. The texture I, is created by the following operations.
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1. Warping textures for the new view. The new texture image is based on pixels
from the left and right texture images. We select the pixels from the left and right
image according to the “inverse warping” of the intermediate depth image. This
results in

Texture; = Warpifl(Depthnew) 4.15)
where index i represents the left or right camera, and Warp~! is “inverse warping”
- from the location of the new image to a position where the existing left (or right)
view is located. When warping, we use the coordinates of the depth map to obtain
the corresponding coordinates of the texture at the left (or right) view.

2. Blending. The textures obtained at the previous step are blended, specified by:

Texturepiengeqa = Dilate(Texturer) @ Dilate(Texturer), (4.16)

where Dilate is depth map-based filtering which aims at preventing ghosting artifacts.
These artifacts result from warping the contours of objects that are often represented
in the texture as a mixture of foreground and background pixels. We dilate the empty
areas on the textures with a square 5 x 5 structural element. This removes the ghosting
artifacts already present on the contours of these areas. Afterwards, the textures are
blended. The drawback of this method is that it leads to larger empty areas in the
textures, therefore requiring more occlusion filling operations. Experimental results
have shown that the ghosting artifacts are typically two pixels wide, which means
that at least a 5 x 5 structural element is needed to avoid them [62]. For computational
efficiency we do not use a larger kernel.

3. Occlusion filling. Finally, the rendered image is created from the blended texture
and by filling the occlusion holes:

Lyew = Occ_filling(Texturepiended) - “4.17)

In our optimized version of this rendering approach, both texture and depth are
warped simultaneously but kept separated [10]. This leads to less warping operations,
thereby increasing the execution speed of the algorithm.

Discussion

We have presented an approach for efficient rendering and transmitting views to a
high-resolution autostereoscopic display for medical purposes. Stereoscopic vision
can be introduced to medical imaging as it facilitates surgeon’s knowledge about key
objects in 3D during an intervention. The stereoscopic image allows interpreting the
3D shape, including the out-of-plane curvature (the curvature in the z-direction of
the image), in a single glance without any additional input interaction. Therefore, it
reduces the mental stress on the clinician during the intervention. Further, the stere-
oscopy reduces the risk of misinterpreting pathologies, due to a biased interpretation.
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Autostereoscopic display requires a number of views of the same scene taken from
a slightly different angle. These views have to be transported from the control room,
where the views are rendered, to the display in the operating room. The contribution
of this section is twofold. At first, it describes a setup of rendering fewer views by the
medical workstation and interpolating the missing views at the receiver side. This
is a considerable reduction of the load on the 3D rendering pipeline in the medical
workstation, and therefore aids in reaching interactive frame rates. Furthermore, the
fewer views also relieve the load on the transmission channel. Secondly, this section
describes an efficient algorithm for the interpolation of the views, and examines its
signal-to-noise characteristics.

In order to examine the artifacts introduced by the view interpolation, the errors
that were caused by the interpolation approach can be quantified [63]. The quanti-
tative measurements have shown that for the mesh models the PSNR is higher than
30dB and the number of affected pixels is lower than 1 %, when the angle between
the cameras is less than 2.5° . In order to analyze to which extend the observed
results are valid for volume rendered medical data, we have also interpolated volume
rendered images of the same real world data set. As can be seen from Fig. 4.20, the
interpolated image and the ground truth image are very similar. Most pronounced dif-
ferences can be observed at the edges of the vessels, which contain semi-transparent
voxels. For volume rendering of clinical vascular data the PSNR was even consid-
erably better than for triangulated mesh data (starting over 50 dB) for small angles,
and comparable for larger angles. We have also investigated the effect of large vol-
umes with very low (but non-zero) opacities. This can lead to severe artifacts, and
therefore the described approach is not suitable for such visualizations. It should be
noted though, that for realistic vascular data sets, these kind of transfer functions are
rather uncommon.

The observed PSNR levels correspond approximately to a compression ratio of
20:1, when using JPEG compression [50]. The literature suggests that lossy com-
pression ratios of 15:1 to 20:1 are still acceptable for medical images [51]. This leads
us to conclude that a misdiagnosis in this range is unlikely to happen, and therefore
our approach could be evaluated in a clinical trial. The experiments also point out
that the behavior and quality degradation for an increased angle between the cam-
eras shows a stable behavior and may be well modeled. The percentage of occluded
pixels as a function of the angle between the cameras is smoothly increasing with
the angle value. This enables us to ensure a sufficiently high quality for the clinical
usage of our technique. Besides the previous discussion, it should be considered that
3D rendering in multi-view imaging is a quite novel research area which may show
significant progress in performance and quality in the near future, as it is also a focal
point in the introduction of 3D television. This progress can be readily exploited for
the medical application discussed in this section. Future work can further evaluate
the trade-off between lossy compression of the transmitted texture and depth maps in
order to save bandwidth and its influence on the quality (PSNR) of the interpolated
image [9], when applied in a medical context.
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Fig. 4.20 Left ground truth reference volume rendering for a given camera position. Right interpo-
lated image, using two neighboring volume rendered images, whereby the cameras are 2.5° apart

Conclusions

Interventional X-ray imaging provides excellent possibilities for minimally invasive
surgery and image guided treatment and therapy. Minimally invasive procedures are
highly desired in healthcare because they minimize the stress of the patient and make
the recovery procedures shorter and easier. With the decreasing strain of the patient,
the demands for underlying technology rise significantly. This chapter has discussed
selected improvements for interventional X-ray imaging with solutions adopted from
various fields of signal processing and progress in devices. The chapter has con-
centrated on four areas: image acquisition, catheter reconstruction, fusion of 3D
pre-interventional datasets with the interventional data, and, finally, 3D visualiza-
tion of clinical data. Let us briefly conclude and reflect on the current achievements
and the future research in these areas.

For improving the X-ray image quality, the study on the reduction of ghost images
for flat-detector X-ray systems by using near UV and blue-light irradiation, offers a
beneficial path for generic image quality improvement. We have designed a method
for reducing the hysteresis effects by at least a factor of four in a Csl:TI-doped
scintillator. The detector is at the beginning of the image processing chain, thus
improvements at that level contribute significantly for improving the overall quality
of the chain.

During the intervention, it is of great value for the medical doctor to recognize and
navigate the instruments inside the body of the patient. The section on 3D catheter
reconstruction aims at progress on this area. Our presented algorithm of 3D catheter
reconstruction using multi-view X-ray images, has shown that multi-view X-ray can
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provide 3D reconstructions of relevant objects with a sufficiently high accuracy for
a number of interventions. Experiments provide the localization of catheters with an
accuracy in the order of millimeters. We therefore conclude that multi-view X-ray,
along with the techniques proposed in this chapter, can be employed in the near future
for unambiguous 3D guidance in a real clinical scenario. In this area, several points
of research do remain. First, the exact limitations in estimating overall motion using
limited X-ray views remain to be explored. Second, for a real-time application of
this technology, an in-depth study on fast algorithms is indispensable and efficient
platform execution needs to be implemented. We are convinced that such solutions
can be successfully performed in the upcoming years.

While interventional X-ray imaging allows us to see the patient during the opera-
tion, using different image modalities can clearly improve the insight in the pathology
and add contextual information. If pre-operative 3D data of the patient is available,
such as MR or CT scans, then data fusion can be performed. This can be very infor-
mative for planning of e.g., a needle path or for catheter navigation. At the same time,
such fusion algorithms should be fast because the results are needed during interven-
tional treatment and therefore the computation time for the co-registration must be
relatively short. To address this issue, the solution proposed in this chapter addresses
GPU programming and delivers processing times that are clinically acceptable while
maintaining high quality of the registration result.

For better navigation and visualization of pathologies during an operation, we have
proposed autostereoscopic visualization of the 3D data of the patient. Taking into
account that a number of views are needed for an autostereoscopic screen, and that
the views should be of a high quality for correct diagnosis, the problem of bandwidth
should be solved for practical application of 3D visualization in a hospital settings.
The proposed solution of this problem is based on a novel free-viewpoint algorithm.
This algorithm makes it possible to transmit only a fraction of the necessary views
and to interpolate the missing views at the receiver side. Our approach allows an
efficient transmission and rendering of the views to the autostereoscopic screen.
Interesting system issues remain for consideration. This solution is partly based on
multiview 3D processing in R&D from professional broadcasting. The discussion in
that field moves now to a new standard called MVC, which provides the most efficient
algorithms known today for high-quality 3D multi-channel image communication.
The application of such technology with high-quality medical application as a target
would form an interesting and challenging case study.

In this chapter, we have touched upon several research areas in interventional
X-ray imaging and have shown with our contributions that proven and new concepts
from related areas such as computer vision and robotics can be successfully re-
applied for medical imaging. The 3D medical imaging area is a rapidly developing
domain which opens new research and development directions in several disciplines:
physics, electrical engineering, computer vision etc. We expect that new exciting
applications will soon enter our lives making healthcare more efficient and less
invasive. Furthermore, we envision that those applications will grow increasingly
from the hospital and care centers into the personal lives of the patient and at home.
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Chapter 5
Automated Classification of Echo-Cardiography
Images Using Texture Analysis Methods

Jyotismita Chaki and Ranjan Parekh

Introduction

Medical imaging has been undergoing a revolution in the past decade with the advent
of faster, more accurate and less invasive devices [1]. This has driven the need for
corresponding software development which in turn has provided a major impetus
for new algorithms in signal and image processing. Imaging technology in medicine
enabled doctors to view internal portions of the body for easy diagnosis. This is
also helpful for keyhole surgeries to reach the interior parts without really opening
too much of the body. CT scanning, echocardiography, ultrasound and magnetic
resonance imaging took over X-ray imaging by enabling doctors model the body in
3-D. While the CT scanner is used to identify the diseased areas without causing
discomfort or pain to the patient, MRI picks up signals from the body’s magnetic
particles and converts the magnetic sources into revealing pictures of internal organs.
In recent times digital image processing techniques are being used to modify and
analyze the digital outputs of medical imaging systems for automated detection of
symptoms and diseases.

Mathematical models are the foundation of biomedical computing. Basing those
models on data extracted from images continues to be a fundamental technique for
achieving scientific progress in experimental, clinical, biomedical, and behavioral
research. Today, medical images are acquired by a range of techniques across all
biological scales, which go far beyond the visible light photographs and microscope
images of the early tweenth century. Modern medical images may be considered
to be geometrically arranged arrays of data samples which quantify such diverse
physical phenomena. A key research area is the formulation of biomedical engi-
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neering principles based on rigorous mathematical foundation in order to develop
general purpose software methods that can be integrated into complete therapy deliv-
ery system. Such systems support the more effective delivery of many image guided
procedures such as biopsy, minimally invasive surgery and radiation therapy.

The advantages of Digital Processing for Medical Applications [2] include the fol-
lowing :

e Digital data may be reproduced any number of times without perceptible degra-
dation

e Images can be immediately displayed after acquisition

e Images can be enhanced using imaging software for better detection of features.
This includes transformations like scaling and rotating specific parts for better
viewing as well as improving visual clarity by adjusting brightness, contrast, color
etc.

e Easy search over a huge dataset of images using textual and non-textual search
patterns

e Easy to detect changes over a period of time and quick comparison of several
images using specific criteria.

Additionally the following terms pertain to advantages in using digital image process-
ing techniques in medical imaging systems:

Image enhancements.

Changing density dynamic range of B/W images.
Color correction in color images.

Manipulating of colors within an image.

Contour detection.

Area calculations of the cells of a biomedical image.
Display of image line profile.

Restoration of images.

Smoothing of images.

Registration of multiple images and mosaicing.
Construction of 3-D images from 2-D images.
Generation of negative images.

Zooming of images.

Pseudo coloring.

Point to point measurements.

Getting relief effect.

Removal of artifacts from the image.

The current work provides a set of studies to demonstrate the advantages in employing
digital image processing techniques combined with pattern recognition methods in
detecting and identifying disease patterns from digital medical images in an auto-
mated way. It uses a number of techniques applied to echocardiograms of the human
heart for detection of diseases. Echocardiography is a painless technique that uses
sound waves to create moving pictures of the heart. The pictures show the size
and shape of the heart as well as how the heart’s chamber and valves are working
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in real-time. The current work studies the efficacy of a number of techniques to
identify and classify heart diseases from the echocardiograms and attempts to find
out which method is best suited for the purpose. The organization of the paper is as
follows: "Related Works" provides an overview of the previous works, "Proposed
Approaches" outlines the proposed approaches, "Experimentations and Results"
details the experimentations done and results obtained, "Analysis" analyses the cur-
rent work vis-a-vis contemporary works, "Conclusions and Future Directions" brings
up the overall conclusions and future scopes.

Related Works

A number of techniques and methods have been proposed in extant literature for
automated medical image analysis . In [3] a comparison of several texture analysis
methods such as Integrated Cortical Model (ICM), Autocorrelation Function (ACF),
Coding Method (CM), Edge Frequency (EF), Law’s Mask (LM), Run Length (RL),
Binary Stack Method (BSM), Texture Spectrum (TS) are used to classify the pulse
images of mammalian visual cortex. K-nearest neighbor is used for classification.
In [4] the authors proposed a novel registration method between two chest X-ray
images with different rotation angles around an axis parallel to X-ray films. Auto-
matic recognition of rib images and detection of abnormal shadows in lung images
have been discussed in [5]. In [6] grid formation, local thresholding, threshold value
interpolation, segmentation using fuzzy index measure, background removal and
morphological filtering is done for the X-ray images for revealing cracks of bones.
In [7] the authors proposed a method of analysis of patient dose and image quality
for chest digital radiology. Patient dose indices, i.e. entrance surface dose and dose
area product (DAP) are measured during routine chest examination, and analysis are
performed for adult Chinese patients. In [8] a color management framework for med-
ical applications is proposed. The framework is based on color science developed
by the CIE and covers multispectral imaging in addition to conventional 3-channel
imaging. In [9] a 3-D display system for medical imaging is developed, each point
in 3-D space is reconstructed by the convergence of rays from many pixels on the
computer display through a lens array, only the coordinate of the best point is com-
puted for each pixel on the display. In [10] a review of medical imaging techniques
with emphasis on X-ray detectors is presented. Developments and perspectives on
X-ray imaging is also discussed in [11]. Paper [12] presents the role of transthoracic
3-D echocardiography in adult patients with congenital heart disease. Advantages of
additional information obtained when compared with standard 2-D, is emphasized.
In [13] medical image recognition based on line feature and neural network is pro-
posed. Here ten types of medical images are taken onto account, and a comparison is
made between the line moment and area moment. In [14] the medical image recogni-
tion is done by Fuzzy Morphological Associative Memories. Recognition of useful
signals from badly populated image is discussed. In [15] the recognition of med-
ical images is done by Local Binary Pattern (LBP) with Image Euclidean Distance
(IMED). To improve recognition, several methods using local binary pattern (LBP)
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have been utilized. In [16] a comparison is made between two methods for medical
image segmentation i.e. the color set back propagation algorithm and segmentation
using hexagonal structure. The experimental results were made on a database with
400 medical images from digestive area captured by an endoscope. Paper [17] pro-
poses an ultrasound medical image recognition system with artificial intelligence for
Parkinson’s disease classification. The main goal of this work is classification of ROI
substantia nigra in midbrain. In [18] the oral medical image recognition is done by
top-hat morphology. Different gray value is used for different oral disease detection.

Proposed Approaches

This paper proposes a scheme for automated classification of echocardiography
images depicting three medical conditions of the heart by analyzing the textural
information contained within them. Techniques discussed involve using Gabor filter,
Hu’s invariant moments and Law’s texture energy. The objective is to find out whether
these methods provide reliable ways to classify such images and which techniques
provide the best results.

The Idea of Texture

Textures are characteristic intensity variations that typically originate from roughness
of object surfaces. For well defined textures, intensity variations will normally exhibit
both regularity and randomness. In practice, a surface is taken to be textured if there
are large numbers of texture elements (or ‘texels’). In general the components of
a texture, the ‘texels’, are uniform micro objects which are placed in a specific
orientation to form a particular texture. Texture may vary according to randomness,
regularity, directionality and orientation.

There are two main approaches of texture based classification:

e Structural approach, which assumes that texture consists of a set of primitive texels
in some regular or repeated relationship.

e Statistical approach, which assumes that texture is a quantitative measure of the
variation of intensities in an image region.

Gabor Filter

A complex Gabor filter is defined as the product of a Gaussian kernel times a complex
sinusoid. The Gaussian function is called the envelope and the complex sinusoid is
called the carrier. A 2D Gaussian curve with a spread of ¢ in both x and y directions,
is represented as below:
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2 2
exp (—x +y ) (5.1)

202

g(X, )’»0) = 27TO'2 .

The complex sinusoid is defined as follows, where u denotes spatial frequency, 6
denotes the orientation and ¢ the phase shift (j = +/—1).

s(x,y,u,0,9) =exp{j2n(x -ucosd +y - usinf) + ¢} 5.2)
The complex Gabor function can therefore be represented as follows
h(xvy»U,M,Q:(P)=g(x,y:0)‘s(xay,u,9:¢) (53)

A grayscale image I(x, y) is convolved with a Gabor filter with experimentally
determined filter parameters to produce a set of complex signals.

Jx,y)=1x,y)®h(x,y,0,u,0,¢) 54

The real and imaginary parts of the signal are separated out and converted to binary
values using an appropriate threshold.

P(x,y) =Re{J(x, y)}
Q(x,y) =Im{J(x, y)} (5.5)
The distributed signal is converted to a scalar representation by summing over all the

discrete signal values.
R=2.D P
X y

I=2">"00y (5.6)
x oy

The feature used for texture recognition is generated by subtracting the imaginary
portion from the real portion
F=|R—-1| (5.7)

Invariant Moments

Hu [19] proposes 7 moment features that can be used to describe images and are
invariant to rotation, translation and scaling. For a digital image, the moment of a
pixel P(x, y) at location (x, y) is defined as the product of the pixel value with its
coordinate distances i.e. m = x -y - P(x,y). The moment of the entire image is
the summation of the moments of all its pixels. More generally the moment of order
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(p, q) of an image I (x, y) is given by
Mpg = D > {xP - y?I(x,y)) (5.8)
x oy

Based on the values of p and g the following can be defined :

moo =D D Ax0 )0 T, Y =D > U (x, )
mig = Zé{x‘ 0T, )} = Zé{x.lu, )
mo1 = Zﬁ{xo TGy} = Zé{y.ux, »}
my = Zi{xl I} = Zﬁ{xy.l(x, "}
mag = Zi{x2~y°-1<x,y>} = Z)Z{xz (x, ))
moy = Zi{xo-yz.ux,y)} = ZZy{yz 1(x, ) (5.9)
my) = Zi{xz I ) = Z}Z:{xzy (x, )}
. =5
mip = Zzy:{xl Y)Y =D Dyt 1 x, )
0

X

y
myg = DIy =D D> ()
y y

X X

moy = p D A0y T, =D > Tx, )
x oy Xy

[=}

W

The invariant moments which are invariant to rotation, are then defined as follows :

Y1 = mao +me
@2 = (mao — m2)* + 2m1y)?
@3 = (m30 — 3m12)* + Gmay — me3)?
@4 = (m30 +m12)* + (may + mo3)* (5.10)
@s = (m30 — 3m12)(m3o + m2){(m30 + m12)* — 3(may + me3)?}
+ [Bmay — mo3)(may + mo3){3(m30 +mi2)* — (ma1 +mo3)1*}

96 = (mag—mo) {(m30+m12)> —(ma1+me3)>} + 4my1 (m30 + m12) (may + mo3)
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@7 = (Bmar — mo3)(m3o + m12){(m3o +m12)* — 3(may + mo3)?}

— (m30 — 3m12)(ma1 + mo3){3(m3o + mi2)* — (mag + me3)?}

To make the moments invariant to translation the image is shifted such that its centroid
coincides with the origin of the coordinate system. The centroid of the image in terms
of the moments is given by :

mio mop

Xe = —, Ye = — (5.11)
moo moo

Then the central moments are defined as follows:

pg = D D (@ = x)P - (v = yo)! - 1(x, ) (5.12)

x oy

To compute ;« moments using central moments the m terms in Eq.5.10 need to be
replaced by p terms. It can be verified that

moo =moo, 10 = 0= puo1 (5.13)

To make the moments invariant to scaling the moments are normalized by dividing
by a power of pgp.

Mg herew =14+ 214 (5.14)

Yra = (00)®’ 2

The normalized central moments are defined by substituting m terms in Eq.5.10 by
y terms and ¢ terms by M terms.

Laws Texture Detection Method

Laws Texture detection method [20] uses local masks to detect various types of
textures. Laws developed a texture energy approach that measures the amount of
variation within a fixed-size window. The 2-D convolution kernels typically used
for texture discrimination are generated from the following set of 1-D convolution
kernels of length five:

[I 4 6 4 1]

[-1 -2 0 2 1]

[-1 0 2 0 —1] (5.15)
[—1

[

20 —2 1]
1 —46 —4 1]

X S ou o~
I
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These mnemonics stand for Level, Edge, Spot, Wave, and Ripple. All kernels except
L are zero-sum. From thesel-D convolution kernels, 25 different 2-D kernels are
generated by convolving a vertical 1-D kernel with a horizontal 1-D kernel. As an
example, the LE kernel is created by convolving a vertical L kernel with a horizontal
E kernel.

~1-2 02 1
—4-8 08 4

LE=|-6-120126 (5.16)
—4-8 08 4
~1-2 02 1

Of these 25 2-D convolution kernels, 24 are zero-sum, except LL. A listing of all
5 x 5 kernel names is given below:

LL EL SL WL RL
LE EE SE WE RE
LS ES SS WS RS
LW EW SW WW RW
LR ER SR WR RR

Given a sample image with N rows and M columns, each of the 25 convolution
kernels are convolved with the image. The result is a set of 25 N x M grayscale
images, which form the basis for the textural analysis of the original image.

Now every pixel p(x, y) inthe 25 N x M separate grayscale images is replaced with a
Texture Energy Measure (TEM) p’(x, y) calculated from the neighbourhood around
the pixel. This is done by looking in a local neighborhood of 15 x 15 square around
each pixel and summing together the absolute values of the neighborhood pixels.

7 7

Pey)= > > px+iy+)) (5.17)

i=—7j=—17

A new set of images are generated, which will be referred to as the TEM images. At
this point 25 TEM images from the original image have been generated. The TEM
images are named as follows:

LLT ELT SLT WLT RLT
LET EET SET WET RET
LST EST SST WST RST
LWT EWT SWT WWT RWT
LRT ERT SRT WRT RRT

All convolution kernels used thus far are zero-mean with the exception of the LLT
kernel. In accordance with Laws’ suggestions, this can be used as a normalization
image i.e. normalizing any TEM image pixel-by-pixel with the LLT image will
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normalize that feature for contrast. After this is done, the LLT image is typically

discarded and not used in subsequent textural analysis.

In the final step, similar features are combined to remove a bias from the features from
directionality. For example, LET is sensitive to vertical edges and ELT is sensitive to
horizontal edges. If these TEM images are added together, a single feature, sensitive
to simple ‘edge content’ can be achieved.

LE =

LE+EL =

[—1-2 02 1
—4-8 08 4
—6—120126
—4-8 08 4
| —1-2 02 1
(-2 -6 -6 —2 —
—6-16—12 0
—6-12 0 12
—2 0 12 16
0 2 6 6

EL =

0
2
6
6
2

—1-4 —6-4-1

—2-8-12 -8 -2

00 0 00

2 8 12 8 2

1 4 6 4 1
(5.18)

Following this example, features that were generated with transposed convolution
kernels are added together. These new features are denoted with an appended ‘R’ for

‘rotational invariance’.

ELTR = ELT + LET
SLTR = SLT + LST
WLTR = WLT + LWT
RLTR = RLT + LRT
SETR = SET + EST
WETR = WET + EWT
RETR = RET + ERT

WSTR = WST + SWT
RSTR = RST + SRT
RWTR = RWT + WRT

To keep all features consistent with respect to size, the remaining features can be

scaled by 2:

EETR = EET *2
SSTR = SST *2
WWTR = WWT * 2
RRTR = RRT *2

The result, if LLT is deleted altogether, is a set of 14 texture features which are
rotationally invariant. If these images are stacked up, a data set can be obtained

where every pixel is represented by 14 texture features.
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Image Classification

Image classification for all above methods, is done by dividing the dataset into a
training set 7" and a testing set S each consisting of n samples. The ith training class
T; is represented by the mean of the feature values of all its component samples.

1 F F F
T= ATH + 15 4+ ) (5.19)
The jth test sample S; with feature value Sf is classified to class k if the absolute

difference D;; between the jth test sample and ith training class is minimum for
i=kie.

Sj—k, if Dji =S —Tilisminimum fori =k (5.20)

Experimentations and Results

Experimentations are performed by using echo-cardiography videos showing the
left-ventricle of the heart, downloaded from YouTube [21, 22]. The total media set
consist of 240 images divided into three classes 1, 2, 3, corresponding to three cardiac
conditions : (1) normal (2) dilated cardiomyopathy (3) hypertrophic cardiomyopathy.
The images are scaled to standard dimensions of 265 x 194 and stored in JPEG format.
Among the 80 images used for each class, 40 are used for training the system and the
remaining 40 for testing. Samples of both training and testing set images are shown
in Figs.5.1 and 5.2. The top row shows samples for class-1 images labeled 1(1),
1(2), ..., 1(21), 1(22),..., the middle row shows samples for class-2 images labeled
2(1),2(2), ...,2(21), 2(22),..., and the bottom row shows samples for class-3 images
labeled as 3(1), 3(2), ..., 3(21), 3(22),....

Invariant Moments

The percentage recognition accuracies using Moments Invariant features are listed
in Table 5.1. It shows that best recognitions are achieved using Mg (74.2 %).

The variation of the Mg feature values for training and testing samples for each of
the 3 classes are indicated in Fig.5.3.

Figure 5.4 indicates the classification plots for the Mg feature. The figure shows the
differences of the testing samples of each class with the training samples of the
three classes. The symbols have the following meaning : dmn indicates difference
between testing samples of class-m with the mean of the training samples of class-n.
The top sub-figure shows results for class-1, the middle sub-figure for class-2 and
the bottom sub-figure for class-3.
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1(9)

2(1) 2(2) 2(3) 2(4)

3(1) 3(2) 3(3) 3(4)

Fig. 5.1 Samples of training set images

3(21) 3(22) 3(23) 3(24)

Fig. 5.2 Samples of testing set images
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Table 5.1 Percentage accuracy values using moment invariant features

J. Chaki and R. Parekh

Feature Class 1 Class 2 Class 3 Overall accuracy
M; 100 30 40 56.7
M, 100 425 30 57.5
M3 100 52.5 57.5 70
My 100 10 47.5 52.5
M; 100 40 45 61.7
Mg 100 45 77.5 74.2
M7 100 37.5 42.5 60
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Fig. 5.3 Variation of Mg feature values for training and testing files

Gabor Filter

Each image is convolved with a 2-D Gabor filter with specific values of x, y, o, 8, ¢.
The real and imaginary part of the output are separated out and converted into binary
values using an appropriate threshold. The 2-D distributed signal is converted to a
scalar by summing over all the discrete signal values. The feature value is generated by

subtracting the imaginary portion from the real portion. Table 5

.2 indicates accuracies

obtained by varying the parameters of the Gabor filter. The size is varied from 1 to
10, ¢ from O to in steps of T, and @ from 1 to 10. The best results are obtained for
the combination of x = y = 3,9 = 7,6 =2 which is 82.5%.
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Fig. 5.4 Classification using Mg feature values
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Figure 5.7 indicates the classification plots for the feature F. The figure shows the
differences of the testing samples of each class with the training samples of the three
classes. The symbols have the following meaning : dmn indicates difference between
testing samples of class-m with the mean of the training samples of class-n. The top
sub-figure shows results for class-1, the middle sub-figure for class-2 and the bottom
sub-figure for class-3. The variations of the real (R), imaginary (I) and feature values
(F) of the training and testing samples for all 3 classes are shown in and Figs. 5.5 and

5.6 respectively.
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Table 5.2 Percentage accuracy values by varying Gabor filter parameters

Parameter Overall Parameter Overall
accuracy accuracy
x=y=1 55.8 x=y=2 63.3
x=y=3 79.2 x=y=4 49.2
x=y=5 70.0 x=y=06 73.3
x=y=7 69.2 x=y=28 56.7
x=y=9 48.3 x=y=10 44.2
X =
=0 62.5 =3 60
p=% 82.5 p=3 66.7
p=% 51.7 p=3 715
=% 74.2 p=x 79.2
p=% 79.2 = 71.5
=10 75.0 p="1r 75.8
=12 76.7 p=1z 62.5
p=1 542 p=1z 733
p=1Z 62.5
x=y=3,¢9= %
0=1 67.5 0=2 82.5
0=3 57.5 0=4 425
0=>5 65 =6 81.6
0=17 52.2 0=28 75
0=9 78.3 6 =10 80.8
Feature Class 1 Class 2 Class 3 Overall accuracy
Gabor filter
x=y=3¢9=%,06=2 100 47.5 100 82.5

The variations of the real (R), imaginary (I) and feature values (F) of the training and testing samples
for all 3 classes are shown in and Figs. 5.5 and 5.6 respectively

Laws Texture Detection Method

A total of 14 features as explained in section on "Proposed Approach" are computed
from each image of each class. Each feature is in the form of a 2-D matrix and as
such can be represented pictorially as an image. Figure 5.8 provides an indicative
view of the pictorial representation of each feature. The first sub-image at the top
left corner is the original medical image.

The results of classification accuracy based on these 14 features are tabulated below
in Table5.3. The SL feature is seen to provide the best accuracy of 100 % while 11
of the others are seen to correctly classify 119 out of the 120 test images providing
an accuracy of 99.2 %.

Figure 5.9 indicates the pictorial representation of the linearized SL feature vector
averaged over all the training and testing samples of each class. Based on the size
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Fig. 5.5 Variation of feature values of Gabor filter for training files
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of each image the feature vector consists of around 52000 elements. The top three
sub-figures show the average vector of each of the three classes of the training set,
while the lower three sub-figures indicate the same for the testing set.
Figure 5.10 indicates the classification plots for the feature SL which provides the
highest accuracy. The figure shows the differences of the testing samples of each
class with the training samples of the three classes. The symbols have the following
meaning : dmn indicates difference between testing samples of class-m with the
mean of the training samples of class-n . The top sub-figure shows results for class-1,
the middle sub-figure for class-2 and the bottom sub-figure for class-3.
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Fig. 5.6 Variation of feature values of Gabor filter for testing files

Analysis

Classification of echocardiography images depicting three medical conditions of
the heart is demonstrated using texture recognition techniques. The best accuracies
obtained range from 74.2 % for Hu Moment Invariant to 82.5 % with Gabor filter
and 100 % for Law’s Texture Detection method. To put the above results in perspec-
tive with the state of the art, the best results reported is 94 % for identification of
mammalian visual cortex [3], 80 % for identification of bone X-ray image and 77 %
for chest X-ray images [6], 96 % for the recognition of medical images using area
moments [13], 90 % for the recognition of brain images [14], while in [15] the correct
recognition rate of medical images is reported to be 92 %. Hence, it may be concluded
that the proposed method in the current work has recognition rates comparable to
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Fig. 5.7 Classification using Gabor filter feature values

those in related works. In [18] the oral medical images are recognized by the top-hat
morphological operator. For direct comparisons, the top-hat method is applied to the
current dataset. The variation of the feature values for training and testing samples
for each of the 3 classes are indicated in Fig.5.11.

Figure 5.12 indicates the classification plots for the top-hat feature. The figure shows
the differences of the testing samples of each class with the training samples of the
three classes. The symbols have the following meaning : dmn indicates difference
between testing samples of class-m with the mean of the training samples of class-n.
The top sub-figure shows results for class-1, the middle sub-figure for class-2 and
the bottom sub-figure for class-3.

The correct recognition rate for the testing samples using top-hat method is found to
be 100 % (Class-1), 42.5 % (Class-2), 97.5 % (Class-3) and 80 % (overall).
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EL

Fig. 5.8 Original image (I) and its Law’s feature representations

Table5.4 provides a summary of results obtained using the various techniques
discussed.

The clock time and processing time required for executing each of the methods for
all training and testing samples of the 3 classes are tabulated below in Table 5.5. The
system configuration is Pentium-4, 2.4 GHz, 1 GB RAM.

Conclusions and Future Directions

This paper proposes an automated system for recognition of the images of echocar-
diography pertaining to three medical conditions, using texture detection methods.
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Table 5.3 Percentage accuracy values by using laws texture detection method

Feature Class 1 Class 2 Class 3 Overall accuracy
EE 100 82.5 97.5 93.3
EL 100 52 100 84.2
RE 100 100 97.5 99.2
RL 100 100 97.5 99.2
RR 100 100 97.5 99.2
RS 100 100 97.5 99.2
RW 100 100 97.5 99.2
SE 100 100 97.5 99.2
SL 100 100 100 100
SS 100 100 97.5 99.2
WE 100 100 97.5 99.2
WL 100 100 97.5 99.2
WS 100 100 97.5 99.2
WW 100 100 97.5 99.2
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Fig. 5.9 Average Law’s feature vector for each class of training and testing sets

Four different techniques were studied and recognition accuracies for each on a
dataset of 240 images were computed. Best results of 100 % for each class were
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Fig. 5.10 Classification of testing samples by Law’s feature SL

achieved using Law’s texture detection method and such results were found to be
comparable or better than those reported in contemporary literature. Time complex-
ity of proposed methods does not exceed 200s for 240 images and as such these
are variable to be carried out in real-time. In contrast to systems like ASSERT [23]
that require physicians to manually specify regions of interest, this system is fully
automated and hence more accurate, less costly and easily scalable with increasing
size of datasets. Finally unlike systems like Archimedes [24] which use relational
databases for storing images implying the need for textual descriptors for storing
and searching, the proposed system works entirely based on non-textual metadata
extracted directly from the images for searching and retrieval of relevant images.
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Plot of Feature Values of Training Set
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Fig. 5.11 Variation of top-hat feature values for training and testing files

Table 5.4 Comparison between three techniques

Feature

Best accuracy (%)

Hu moment invariant

Top-hat morphology

Gabor filter

Laws texture detection method

74.2
80
82.5
100

Table 5.5 Processing overheads

Feature

Clock time (min:s)

CPU time (s)

Hu moment invariant 1:35 89.6094
Top-hat morphology 0:07 4.9688
Gabor filter 0:06 6.5938
Laws texture method 3:35 200.1875

Such automated classification system can prove useful for quick and efficient
classification of heart disease, at least to an initial level, especially where adequate
medical personnel are absent. Future work for improving the system would be focused
on: (1)including more classes and improving the feature vector by combining several
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Fig. 5.12 Classification of testing samples using top-hat method

techniques together (2) using a statistical classifier like a neural network for classi-
fication (3) handling images which may be rotated or skewed.
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Chapter 6
Innovative Soft Computing Methodologies
for Evaluating Risk Factors of Atherosclerosis

M. Naresh Kumar and V. Sree Hari Rao

Introduction

Cardiovascular disease is a major health concern as more than 17.3 million deaths per
year were reported as per the statistics of WHO report 2008 [1, 2]. The distribution
of the deaths across the regions of the world is shown in Fig. 6.1. The cardiovascular
disease caused by thickening of the walls of the arteries known as atherosclerosis has
a long sub-clinical incubation period ranging from 30 to 50 years. The physicians
would like to assess the risk of patients having a severe clinical event such as stroke
or heart attack and predict the same if possible. Some of the major known risk factors
that eventually lead to the development of atherosclerosis are as follows: (i) family
history of premature coronary heart disease or stoke in a first degree relative under
the age of 60, (ii) tobacco abuse, (iii) type 2 diabetes, (iv) high blood pressure, (v) left
ventricular hypertrophy (thickened heart muscle), (vi) high triglycerides, (vii) high
low-density lipoprotein (LDL) cholesterol, and (viii) low high-density lipoprotein
(HDL) cholesterol. Large number of factors influence the onset of atherosclerosis
making it a difficult task for the physicians to diagnose in its early stages. Though
main risk factors are identified, development of automated effective risk prediction
models using data mining techniques becomes essential for better health monitoring
and prevention of deaths due to cardiovascular diseases [3, 4]. Establishing a diag-
nostic procedure for early detection of atherosclerosis is very important as any delay
would increase the risk of serious complications or even disability. Determining the
conditions (risk factors) predisposing the development of atherosclerosis can lead to
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Total number of deaths due to cardiovascular diseases in the world: 17 327 000
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Fig. 6.1 Total number of deaths due to cardiovascular disease in the world. Data Source: WHO,
adapted from http://www.world-heart-federation.org/cardiovascular-health/global-facts-map/

tests for identifying the disease in its early stages. Presently, stenosis severity is the
current mark for surgical decisions.

The observations on patients are available as data in different formats. The
attributes in the medical data sets include demographic details (i.e.age, sex), medical
history (i.e. diabetes, obesity) and laboratory examinations (e.g. creatinine, triglyc-
eride) having both categorical and/ or integer and real types. In addition the biomed-
ical signals such as Electrocardiography (ECG), Electromyography (EMG) form an
important dimension in the prognosis of the disease. Though the clinical risk factors
of CHD are identified, there is a need for additional understanding on the disease
progression for effective management of clinical cases [5]. Researchers have been
focusing on techniques for quantifying atherosclerosis plaque morphology, composi-
tion, mechanical forces etc., hoping for better patient screening procedures. Imaging
of atherosclerotic plaques helps in both diagnosis and monitoring of the progression
for future management [6, 7, 91].

Machine learning approaches have been employed in a variety of real world
problems to extract knowledge from data for predictive tasks [8, 9]. In [10] a test for
predicting atherosclerosis is proposed using genetic algorithm and a fitness function
that depends on area under the curve (AUC) of receiver operator characteristics
(ROQ). In [11] a three step approach based on clustering, supervised classification
and frequent itemsets search is adopted to predict whether atherosclerosis can develop
in individuals based on the correlation between his or her habits and the social
environment. Support vector machines were employed in [12] for discriminating
patients between coronary and non-coronary heart diseases. Supervised classifiers
such as Naive Bayes (NB), Multi Layer Perceptron (MLP), Decision Trees (DT)
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utilize the associations among the attributes for predicting future cardiovascular
disorders in the individuals [13]. A correlation based feature selection with C4.5
decision tree is applied in [ 14] for risk prediction of cardiovascular diseases. There are
many other studies wherein machine learning techniques have also been employed
for predicting the risk of CHD due to atherosclerosis using ultrasound and other
imaging methods [15, 16]. Community based studies help in understanding the risk
factors of atherosclerosis in different social strata [17, 18].

The presence of large number of attributes in medical databases affects the deci-
sion making process as some of the factors may be redundant or irrelevant. Also, the
presence of missing values and highly skewed value distributions in the attributes
of medical datasets require development of new preprocessing strategies. Feature
selection methods are aimed at identifying feature subsets to construct models that
can best describe the dataset. The other advantages in using feature selection methods
include: identifying and removing of redundant/irrelevant features [19], reducing the
dimensionality of the dataset, and improving the predictive capability of the classi-
fier. The present study attempts to identify risk factors causing atherosclerosis and
the possible risk that the individuals are running at.

The salient features of this chapter are:

e identifying the missing values (MV) in the dataset and imputing them by using
a newly developed non-parametric imputation procedure;

e determining factors that would help in the prediction of the risk of developing
atherosclerosis among the different groups in the community;

e description of a predictive model that has the capability of rendering effective
prediction of risk factors in realtime;

e comparing the performances of the state-of-the-art methods used in the identifi-
cation of risk factors of atherosclerosis;

e computing time complexity and scalability of the soft computing algorithms;

e discussing other diagnostic methods used by doctors.

This chapter is organized as follows: A brief introduction to the biology, the
pathogenesis and pathophysiology of atherosclerosis are presented in section “Biol-
ogy, Pathogenesis, and Pathophysiology”. The sign, symptoms and diagnosis is pre-
sented in section “Symptoms and Diagnosis”, imaging techniques for identification
of the plaque morphology and its quantification are discussed in section “Imag-
ing Methods” and the soft computing techniques being employed in identifying the
risk factors are discussed in section “Soft Computing Methods for Predictive Mod-
eling”. The description of the datasets and the experimental results are presented
in section “Experiments and Results”. Conclusions and discussion are deferred to
section “Conclusions and Discussion”.
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Biology, Pathogenesis, and Pathophysiology

Atherosclerosis is an inflammatory disease of arteries due to deposition of lipids and
smooth muscle cells. The onset of this disease may result in coronary heart diseases
or heart stroke (Fig.6.2). Atherosclerosis is a progressive disease with a long phase
without visible symptoms. For the molecular biology and other details of this chronic
disease, we refer the readers to [20, 21, 92]. The disease starts with an inflammatory
response that encourages cell migration and finally develops in to a plaque. The
plaque obstructs the blood flows in the arterial vessels causing obstruction the blood
flow in arterial vessels.

Molecular risk factors, such as elevated plasma lipids and glucose levels, represent
major risk factors for atherosclerosis and cardiovascular disease; the latter risk factors
have been implicated in atherosclerosis appearance and progression by starting a
cascade of molecular events leading to plaque instability and cardiovascular events.

Atherosclerosis is a progressive disease caused by multiple factors that remain
asymptomatic for many years before serious complication arise in the cardiovascular
health of individuals. Understanding the pathogenesis of atherosclerosis first requires
knowledge of the structure and biology of the normal artery and its indigenous cell
types. Normal arteries have a well-developed trilaminar structure (Fig.6.3). The
innermost layer, the tunica intima, is thin at birth in humans and many nonhuman
species. The structure of the adult human intima is actually much more complex
and heterogeneous. The endothelial cell of the arterial intima constitutes the cru-
cial contact surface with blood. Arterial endothelial cells possess highly regulated
mechanisms that gets disturbed during the pathogenesis of the arterial diseases.

From the pathophysiological point of view, atherosclerosis is a single systemic dis-
ease caused by a common process, regardless of the vascular territory involved [22].
Atherosclerosis begins with the dysfunction of the endothelium (the natural barrier
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Fig. 6.2 Mechanisms of lipoprotein mediated atherogenesis. Intermediate size lipoproteins (grey
circles) are those that are preferentially retained into the artery wall and activate the atherosclerosis
cascade. Small size lipoproteins (black circles) infiltrate the artery wall, but may be also cleared
away from the artery. WBCs white blood cells. Adapted from Elmo and Matteo [21]
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between the blood flow and the arterial wall). Its main function is to render the
wall nonadhesive besides capable of adapting to the rheological needs of the arte-
rial vessel. The initial lesions are fatty streaks, which consist of the subendothelial
accumulation of cholesterol-loaded macrophages (foam cells) that appear very early
in the aorta, subsequently in the coronary arteries and, later, in the cerebral circula-
tion. Once the endothelium becomes dysfunctional, it allows low-density lipoprotein
(LDL) cholesterol molecules to penetrate the arterial wall through the endothelium.
In an attempt to contain this invasion, monocytes/macrophages phagocytose the pre-
viously oxidized LDL cholesterol and become cholesterol-loaded cells. When the
macrophages are replete with cholesterol, they become foam cells. Due to the fact
that cholesterol is not easily metabolized outside the liver, its continuous accumula-
tion within the cells, which fail to thrive, leads them to commit suicide (apoptosis or
programmed cell death), with the resulting release of prothrombotic substances, such
as tissue factor. Following the death of the macrophage foam cells, the cholesterol is
again released into the arterial wall, thus perpetuating the process.

Symptoms and Diagnosis

The signs and symptoms of atherosclerosis may develop gradually and sometimes
may be totally asymptomatic, as the plaque builds up in the artery. Symptoms may
also vary depending on the affected artery. However, when a major artery is blocked,
signs and symptoms may be severe, such as those occurring with heart attack, stroke,
aneurysm, or blood clot. The symptoms of atherosclerosis may resemble other cardiac
conditions. It is always advised to consult a physician for a final diagnosis [23].

The diagnostic procedures for atherosclerosis may include any, or a combination
of, the following:

1. physical examination of the individuals is the first procedure adopted by doctors
by listening to the arteries using a stethoscope. Abnormal whooshing sound called
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a bruit may indicate poor blood flow due to build of plaque. Also, a weak or absent
pulse indicate a blocked artery.

2. basic tests on the blood sample of the individual for fats, cholesterol, sugar and
protein levels would help in determining the risk of atherosclerosis.

3. electrocardiogram tests record the electrical activity of heart. The strength and
timing of the electrical signals would help in diagnosis of CHD and can show
signs of a previous or current heart attack.

4. chest X-ray shows the organs and structure of the chest such as heart, lungs and
blood vessels which helps in identifying the signs of CHD.

5. the blood pressure between the lower legs and the arm serves as an indicator
(Ankle Brachial Index) that would help in diagnosis of peripheral arterial disease.

Imaging Methods

The ECG is noninvasive procedure to record the electrical activity of the heart through
signals received from the metal electrodes connected to the chest wall and the extrem-
ities. Despite the advances in computer interpretation of ECGs one of the limitations
is the interpretation of the incomplete or inaccurate readings which may be most
likely due to arrhythmias and complex abnormalities [24].

Recent developments in imaging methods have given new insights on the molec-
ular and metabolic activity of atherosclerotic plaques [25-27, 91]. There are two
modes of imaging atherosclerosis (i) invasive and (ii) non-invasive. Among the
invasive methods X-ray angiography is the most prominent imaging technique
even though it has certain limitations in providing information on plaque compo-
sition [28]. The invasive procedures such as intravascular ultrasound (IVUS) [29]
and Angioscopy [30] help in understanding the plaque size and to a limited
extent its composition. The intravascular thermography [31] aids in monitoring
the changes in plaque composition and metabolism. The non-invasive procedures
such as B-mode ultrasound [32], computerized tomography (CT) [33] and mag-
netic resonance imaging (MRI) [26], can provide information on plaque com-
position on vascular beds but they fail to provide the metabolic activity of the
plaque inflammatory cell. Also, the medical images generated in digital form using
functional magnetic resonance imaging (FMRI), positron emission tomography
(PET), single photon emission computed tomography (SPECT) etc., are impor-
tant sources for identifying the markers of the disease. Though nuclear imag-
ing techniques such as single photon emission computed tomography (SPECT)
and positron emission tomography (PET) [34] have the potential for 2D and
3D surface reconstruction of thrombus using radio labels to provide informa-
tion on molecular, cellular and metabolic activity of plaques [35], they lack the
required resolution, quality for detection and functional assessment in medium-
to-small arteries found in coronary circulation. The modalities used in the acquisition
of the atherosclerotic plaque images can be expensive and it is difficult in practice to
obtain these measurements accurately in comparison to other methods such as serum
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biomarker. In addition, depending on the plaque anatomic location, one needs to
select an appropriate imaging technique which may range from the simple, quick and
cost effective use of ultrasound to the expensive magnetic resonance technology [36].
Keeping in view the limitations of imaging techniques there is still a greater need
for developing automated methods for predicting the risk factors of atherosclerosis
in individuals which would be of great help in reducing the disease related deaths.

Soft Computing Methods for Predictive Modeling

The observations on the real world processes are collected using sensors and these
datasets are prone to issues such as noise that gets manifested in terms of missing
entries and redundant values which affects the capabilities of the predictive models.
Soft computing is an interdisciplinary area of computational intelligence which aids
in building solutions to the NP complete problems by using inexact methods to
give useful but inexact answers to intractable problems. In the following sections
we discuss the methods for handling missing values, feature selection and building
classification models.

Missing Values: Issues

The missing values in databases may arise due to various reasons such as value being
lost (erased or deleted) or not recorded, incorrect measurements, equipment errors, or
possibly due to an expert not attaching any importance to a particular procedure. The
incomplete data can be identified by looking for null values in the data set. However,
this is not always true, since missing values can appear in the form of outliers or even
wrong data (i.e. out of boundaries) [37]. Especially in medical databases, most data
are collected as a by product of patient care activities rather than from an organized
research point of view [38].

There are three main strategies for handling missing data situations. The first
consists of eliminating incomplete observations, which has major limitations namely
loss of substantial information, if many of the attributes have missing values in the
data records [39] and this renders introduction of biases in the data [40]. The second
strategy is to treat the missing values during the data mining process of knowledge
discovery and data mining (KDD) as envisaged in C4.5. The third method of handling
missing values is through imputation, replacing each instance of the missing value
with a probable or predicted value [41] which is most suitable for KDD applications,
since the completed data can be used for any data mining activity.

There are numerous methods for predicting or approximating missing values. Sin-
gle imputation strategies involve using the mean, median or mode [42] or regression-
based methods [43] to impute the missing values. Traditional approaches of handling
missing values like complete case analysis, overall mean imputation and missing-
indicator method [44] can lead to biased estimates and may either reduce or exag-
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gerate the statistical power. Each of these distortions can lead to invalid conclusions.
Statistical methods of handling missing values consist of using maximum likelihood
and expectation maximization algorithms [45, 46]. Some of these methods would
work only for certain types of attributes either nominal or numeric. Machine learning
approaches like neural networks with genetic algorithms [47], neural networks with
particle swarm optimization [48] have been used to approximate the missing values.
The use of neural networks comes with a greater cost in terms of computation and
training. Methods like radial basis function networks, support vector machines and
principal component analysis have been utilized for estimating the missing values.

A missing value imputation method developed in [9] for predicting the risk factors
of the atherosclerosis disease is presented in section “Imputation Method”.

Feature Selection

Decision making in databases is based on the attributes or features that form the
data set. The set of attributes that contribute to better decision making are termed
as influential attributes. The presence of features that do not contribute much to the
decision making degrades the performance accuracies of the supervised machine
learning algorithms. The severity of this problem can be felt if one needs to search
for patterns in large databases with out considering the correlations between the
attributes and the influence of such attributes on the decision attribute. The selection
of influential features that maximizes the gain in the knowledge extracted from
the data set is an important question in the field of machine learning, knowledge
discovery, statistics and pattern recognition.

The machine learning algorithms including the top down induction of decision
trees such as classification and regression trees (CART), and C4.5 suffer from
attributes that may not contribute much to decision making, thus affecting the perfor-
mance of classifiers. A good choice of features would help reduce the dimensionality
of the data set resulting in improved performance of the classifier in terms of accura-
cies and the size of the models, resulting in better understanding and interpretation.

We may categorize the feature selection algorithms as supervised, unsupervised
and semi-supervised based on whether the data set is labeled, unlabeled or partially
labeled. Supervised feature selection [49, 50] determines feature relevance by evalu-
ating the correlation of the features with the class, and without labels. Unsupervised
feature selection exploits data variance and separability to evaluate feature rele-
vance [51]. Semi-supervised feature selection algorithms [52] can use both labeled
and unlabeled data, and their motivation is to use small amount of labeled data as
additional information to improve the performance of unsupervised feature selection.

Feature selection algorithms can be broadly classified into three categories (i)
filter, (ii) wrapper, and (iii) embedded models. Filter methods utilize the intrinsic
properties of the data to select subsets of features as a preprocessing step, indepen-
dently of the chosen classifier. Features are assessed by their relevance or discriminant
powers with regard to targeted classes. The wrapper model requires a predetermined
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learning algorithm and uses its performance as evaluation criterion to select features.
Wrappers can often find small feature subsets with high accuracy because the features
are well correlated with the learning methods. However, wrappers typically require
extensive computation. It is argued that filters have better generalization properties
as they are independent of any specific learning method. A survey on the filter and
the wrapper model for feature selection is discussed in [53]. Algorithms with embed-
ded models such as C4.5 [54] and least angle regression (LARS) [55], incorporate
variable selection as a part of the training process, and feature relevance is obtained
analytically from the objective of the learning model. Feature selection algorithms
with filter and embedded models may return either a subset of selected features or
the weights (measuring feature relevance) of all features.

In wrapper based approach [56, 57] the feature subset selection algorithm exists
as a wrapper around the induction algorithm (classifier) (Fig. 6.4). The feature subset
selection algorithm conducts a search for a good subset using the induction algorithm
itself as part of the function evaluating feature subsets. In the wrapper approach the
induction algorithm is regarded as a black box and is run on the data sets usually par-
titioned into internal training and holdout sets with different sets of features removed
from the data. The feature subset with the highest evaluation is chosen as the final set
on which the induction algorithm is applied. The resulting classifier is then evaluated
on an independent test set that is not used during the search.

The identification of feature subset is of utmost importance in real world prob-
lems. The presence of large number of clinical symptoms and laboratory features
requires one to search large sub spaces for optimal feature subsets. These issues
unless addressed appropriately would hinder the development of accurate and com-
putationally effective diagnostic system.

The risk factors that may influence the onset of atherosclerosis may not always
be known a priori. Also, sometimes there may be too many factors that need to be
evaluated for diagnosing the patients. Hence features that are redundant or those
that are weakly participating in the decision making must be identified and appro-
priately handled. The feature selection procedures can be categorized as random
or sequential. The sequential methods such as forward selection, backward elim-
ination and bidirectional selection employ greedy procedures and hence may not
often be successful in finding the optimal features subsets. In comparison to genetic
algorithms (GA) employed for feature selection in [8] particle swarm optimization
(PSO) search offers advantages over other methods in terms of its ability in handling
optimization problems with multiple local optima reasonably well and its simplicity
of implementation. Sree Hari Rao and Naresh Kumar [9] identified the risk factors
of atherosclerosis diseases by adopting an approach based on wrapper subset based
feature evaluation model where in an alternating decision tree (ADT) classifier is
used to determine the importance or fitness of the feature subset identified by the
PSO.
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Fig. 6.4 Wrapper method of subset evaluation for selecting influencing attributes

Correlation Based Feature Selection

The goal of feature selection is to obtain a set of features that are highly correlating
with the decision/class attribute and uncorrelated with other attributes in the dataset.
The above heuristic can be formalized as

nx F
,/n—i—n*(n—l)l*:f

where Mg denotes the merit of the feature subset S and 7 is the number of features
in the subset S, F, denotes the mean correlation between the features and the class
attribute and F, r denotes the average or mean correlation among the features of the
subset S.

The numerator gives an indication on how predictive is a group of features on
the class attribute whereas the denominator shows how much redundancy there is
among the features in the subset. The above heuristic handles irrelevant features as
they will be poor predictors of the class and redundant attributes as they will be
highly correlated with one or more of the other features [58].

The first step in CFS method involves converting the continuous attributes to
nominal attributes using a discretization method [59]. To estimate the degree of

Ms = (6.1)
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association between the nominal features a measure known as information gain is
generally employed. If X and Y are two random discrete variables then the entropy
of Y given X is computed as

1Y) = =" p()logy pMIY|X) = = D" p(x) D p(ylx) logs p(ylx)  (6.2)

yey xeX yey

A decrease in the entropy of Y indicates an additional information about Y provided
by X and is called as Information gain [54] given by

G=IX)+I1(Y)-I1X.,Y) (6.3)

The information gain (G) is biased in favor of features with more values (attributes
with greater numbers of values) will appear to gain more information than those with
fewer values even if they are actually not more informative. So a standardization
procedure based on symmetrical uncertainty is adopted in CFS to compensate the bias
towards attributes with more values and normalizes its value to the range [0, 1] [58].

G

U=2%— "
1X) +1(Y)

(6.4)

CFS starts from the empty set of features and uses a forward best fist search with
a stopping criterion of five consecutive fully expanded non-improving subsets. The
subsets are evaluated using the measure given in Eq.6.1. The steps involved in the
CFS method is shown in the Fig.6.5.

Due the reason that the correlations are estimated globally over all training
instances CFS tends to select a core subset of features that have low redundancy
and is strongly predictive of the class. However, in some cases there may be sub-
sidiary features that are locally predictive in a small area of the instance space. The
CFS method includes a heuristic to consider locally predictive features and avoid
re-introduction of redundancy.

Genetic Algorithms

Genetic Algorithms (GA) are stochastic optimization methods, inspired by the princi-
ple of natural selection. The search algorithms based on GA are capable of effectively
exploring large search spaces [60]. GAs performs a global search as compared to
many search algorithms, which perform a local or a greedy search.

A genetic algorithm is mainly composed of three operators: reproduction,
crossover, and mutation. Reproduction selects good string; crossover combines good
strings to try to generate better offsprings; mutation alters a string locally to attempt
to create a better string. In each generation, the population is evaluated and tested
for termination of the algorithm. If the termination criterion is not satisfied, the pop-
ulation is operated upon by the above GA operators and then re-evaluated. This
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Fig. 6.5 Steps involved in the correlation based feature selection: reproduced with permission [58]

Table 6.1 Parameter values

. Attribute Value
for genetic search

Start set No attributes
Population size 20
Number of generations 20
Probability of crossover 0.6
Probability of mutation 0.033
Report frequency 20
Random number seed 1

procedure is continued until the termination criterion is met. The default parameters
for GA search [8, 61] are given in Table6.1.

Particle Swarm Optimization

A PSO search consists of a set of particles initialized with a candidate solution to a
problem. Each particle is associated with a position vector and a velocity vector. The
particles evaluate the fitness of the solutions iteratively and store the location where
they had their best fit known as the local best (L). The particles change their position
and velocity iteratively in a suitable manner with respect to the best fit solution to
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Table 6.2 PSO search

parameters Attribute Value
n 2.0
n2 20
Max generations 50
Number of particles (N) 100

reach a global optimal solution. The best fit solution among the particles is called
the global best (G). We represent the position vector of the particle as a binary
string and accuracy of the learning algorithm as the fitness function for evaluation.
The velocity and position vectors of the particles are modified using the procedure
suggested in [62].

Let x!, denote the drh element of the ith particle position vector in a k-dimensional
space at time 7, then xl? J takes values iteratively as follows,

t t—1 t—1 t—1
Via = Via + c1(Lig —Xid )+C2(Gd_xid ),

1
1 4+eva
if kig < Sigmoid(vfd) then xf»d =1 else xl{d =0,

Sigmoid (vfd) =

1
Sigmoid(vi)) = ——,
1+ e Vi

if Kig < Sigmoid(vf-d) then xfd =1 else xfd =0,

where vl’. 4 and vlt.gl are velocities of dth element of ith particle in time t and 7 — 1 respec-
tively, Liy, G4 denote the local best and global best of the particles, Sigmoid (vl’. )
function maps the values of vf , between [0.0, 1.0]. The term «;4 denote the random
values between 0.0 and 1.0 chosen from a normal distribution. The terms ¢y, ¢
represent the cognitive and social factors respectively and are chosen as 2.0 in the
experiments. A standard PSO search parameters are given in Table 6.2.

Machine Classifiers

Machine classifiers are supervisory learning methods that are widely employed in
knowledge extraction from medical datasets. We present in the following sections
some of the popular techniques that are being used in identifying the risk factors of
the atherosclerosis disease.
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Decision Trees

Decision trees are machine learning methods that can solve the problems of labeling
or classifying data items out of a given finite set of classes using the features in
the data items. Decision trees such as C4.5 [54], Classification and Regression trees
(CART), Alternating decision trees (ADTree) [63] have been used in computational
biology, bio-informatics and clinical diagnosis [8, 64—-67]. The C4.5 decision tree
handles the missing values during the model induction phase of generating the tree.

Alternating decision trees are based on AdaBoost algorithm which generates rules
based on the majority votes over simple weak rules [63, 67]. An alternating decision
tree consists of decision nodes (splitter node) and prediction nodes which can be either
an interior node or a leaf node. The tree generates a prediction node at the root and
then alternates between decision nodes and further prediction nodes. Decision nodes
specify a predicate condition and prediction nodes contain a single number denoting
the predictive value. An instance can be classified by following all paths for which
all decision nodes are true and summing any prediction nodes that are traversed. A
positive sum implies membership of one class and negative sum corresponds to the
membership of the opposite class.

To generate an alternating decision tree we apply the algorithm proposed by Sree
Hari Rao and Naresh Kumar [67] on the data set given in Table 6.3 specifically chosen
for the purpose of demonstration. The data set has three attributes namely Attributel
€ {A, B, C}, Attribute2 € {true, false} and a decision attribute € {class1, class2}.
There in total n = 14 instances out of which n; = 9 belong to classl and np = 5
belong to class2.

We designate the instances belonging to class1 as negative (-ve) and those belong-
ing to class?2 as positive (+ve). The weights of each of these instances (w; ;i = 1...n
denotes the instances and ¢ denotes the boosting iteration) is initialized to 1 i.e, set
wio = 1Vi = 1...n as shown by attribute WO in Table6.3. We designate the
condition before the split (precondition) as P; and rule that is being currently con-
sidered for the split (condition) as C. The initial (boosting iteration r = 0) sum
of the weights of the instances with a precondition Pp = T and condition C = T
where T denotes frue is given by Zj’lll celass1 Wi.0 represented as W_(T) = 9 for
classl and 222:1 keclassa Wk,o represented as W (T) = 5 for class2. For the first
boosting iteration (¢ = 1) the initial prediction value at the root node is computed
wfg;ﬂ) = % In % = —0.255. The weights associated with each of
these instances are then updated as wj 1 = wj0e? Vj = 1...n1 Aj € class] for neg-
ative instances (class1) and wi, 1 = wioe % Vk = 1...n3 A k € class2 for positive
instances (class2). Based on the above step the weights of the instances belonging to
classl are updated as w; 1 = 1 * e 023 = 07749V = 1...n Aj € classl
and the instances of class2 are re-weighted as wy; = 1 * 5 = 1.2004
Vk = 1...n0 Ak € class2. The symbol A indicates that both the conditions to
be satisfied for the entire condition to be true. The updated weights are shown as W1
in the Table 6.3.

1
asa = 5 In(
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The next step is to identify the rules for splitting the dataset. The Attributel is
of nominal type and has three values {A, B, C} where as the Attribute2 is having
only two values {true, false}. One can identify weak rules (c;) based on the attribute
values such as Attributel = A, Attributel = B, Attributel = C, Attribute?2 = false.
To find the best split we compute a measure Z;(cy, c2) value where ¢y € P, and
¢ € C as follows

Zi(c1,¢2) = 2% (/(We(cr Aca) + 1.0) % (W_(c1 Aca) + 1.0)+
VWi (c1 A=c2) + 1.0) % (W_(c1 A =c2) + 1.0))
+ W(=c2)

For Artributel = A there are 3 instances in class2 (+ve) with weight of each
instance being 1.2904 and 2 instances in class1 (-ve) with weight of each instance
being 0.7749. The Z;(c1, ¢2) is computed as

Zi(c1,c2) = 2 % (V4.8712 % 2.5498 + /3.5808 * 6.4243) 4 0.5739
= 2% (3.524 4+ 4.796) + 0.5739
= 17.2139

For Attributel = B there are 0 instances in class2 (+ve) with weight of each instance
being 1.2904 and 4 instances in classl (-ve) with weight of each instance being
0.7749. The Z;(c1, c2) is computed as

Zi(c1, 2) = 2 % (v/1.0 % 4.0996 + +/7.452 x 4.8745) + 0.5739
= 2% (2.024 + 6.027) + 0.5739
= 16.6759

For Attributel = C there are 2 instances in class2 (+ve) with weight of each
instance being 1.2904 and 3 instances in class1 (-ve) with weight of each instance
being 0.7749. The Z;(c1, ¢2) is computed as

Zi(c1, c2) = 2% (v/3.58 % 3.3247 + +/4.872 % 5.6494) + 0.5739
= 2 % (3.4499 + 5.246) + 0.5739
= 17.9657

For Attribute2 = false there are 2 instances in class2 (+ve) with weight of each
instance being 1.2904 and 6 instances in class1 (-ve) with weight of each instance
being 0.7749. The Z;(c1, ¢2) is computed as
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Zi(c1,c2) = 2 % (v/2.5808 % 4.6494 + +/5.8712 % 4.3247) 4 0.5739
= 2% (3.4639 4 5.0389) + 0.5739
= 17.5795

Therefore, the minimum Z; (¢, ¢2) value is 16.6759 for the split Attributel = B.
So the first split is based on Aztributel = B resulting in two branches having predic-
lln Wi (T A Attributel = B) + 1 —05«In (0%1.2904) + 1 _
2 W_(T A Attributel = B) + 1 (4%0.7749) + 1
1. Wi(T A Attributel # B) + 1  0.54ln GHL20DEL _ 51

—0.705andb = ~ 1
MEY =W T A Auributel £ B) + 1 (5+0.7749)+1

The precondition is updated as P;41 to be P; with addition of ¢ A ¢ and ¢ A —cs.
So the precondition is set as P> = (T A Attribute = B, T A Attribute # B).

The weights are then updated using the formulaw; ;11 = w; e"! W Vji=1...nA
Jj € classl and wy ;41 = wy e @) Wk = 1...nm Ak € class2 where r(x;)
denotes the rule associated with instance x; i.e the weights wj > = 0.7749 x 0213
Vj = 1...n1Aj € class1 AAttributel # B = 0.958849366,w;j » = 0.7749x¢~ 0703
Vi=1...n1 Aj € classl N Attributel = B = 0.382884734 and wy 2 = 1.2904 x
e 028 Vk = 1...ny Ak € class2 A Attributel # B = 1.042844679. The updated
weights are shown in the Table 6.3 as attribute W2.

Since the prediction value for the node Attributel # B is higher than for the node
Attributel = B in the next boosting iteration the new node is attached to Attributel

# B. The prediction value a for Aftributel # B A Attribute2 = true is computed as

1 I (W+(T A Attributel # B A Attribute2 = true) + 1 1 (341.042845)+1
a= —1In = — IN “F—Fosaa 7
2 W_(T A Attributel # B A Attribute2 = true) + 1 2 (1x0.9588)+1

= 0.373 and the prediction value b for Attributel # B A Attribute2 = false is

1 Wi (T A Attributel # B A Attribute2 = false) + 1 1
computed as b = — In( - - )= =

2 W_(T A Attributel # B A Attribute2 = false) + 1 2
(2%1.042845) +1

= —0.224.
(4 %0.9588) + 1
An alternating decision tree for the data set given in Table 6.3 is shown in Fig. 6.6.

The root node indicates a predictive value of the decision tree before the split-
ting takes place. If the sum of all prediction values is positive then the instance
belongs to the labeled class1, otherwise it is placed in class2. The prediction nodes
are shown as ellipses and decision nodes as rectangles. The number in the ellipse
indicates the boosting iteration. The dotted line connects the prediction nodes and
the decision nodes; where as a solid line connects the decision nodes with the
prediction nodes.

To classify an instance having attribute values Attributel # B and Attribute2
= true we first consider the root prediction value and based on the each instance
value traverse the tree and add the prediction value of the particular node traversed.
We derive the following sum by going down the appropriate path in the tree collecting
all the prediction value encountered: —0.255 + 0.213 + 0.373 = 0.331 indicating
that the instance belongs to class2.

tion values a =
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Table 6.3 An example data set for generating alternating decision tree

Attributel Attribute2 Decision WO Wi W2

A true classl 1 0.7749 0.958849366
A false classl 1 0.7749 0.958849366
B true classl 1 0.7749 0.382884734
B false classl 1 0.7749 0.382884734
B true classl 1 0.7749 0.382884734
B false classl 1 0.7749 0.382884734
C false class1 1 0.7749 0.958849366
C false classl 1 0.7749 0.958849366
C false classl 1 0.7749 0.958849366
A true class2 1 1.2904 1.042844679
A false class2 1 1.2904 1.042844679
A false class2 1 1.2904 1.042844679
C true class2 1 1.2904 1.042844679
C true class2 1 1.2904 1.042844679

Root Node

a= -0.255 (-ve class1, +ve

B —
class2)

Decision Node
—_— 1: Attribute1

«—

Prediction Node
_—

Prediction Node |

Decision Node

2: Attribute2 —

false

Prediction Node

Fig. 6.6 Alternating decision tree for the toy example dataset in Table 6.3

Support Vector Machine

Support Vector Machines (SVMs) are the newest supervised machine learning tech-
niques [68]. An excellent survey on SVMs may be found in [69]. SVMs revolve
around the notion of a margin either side of a hyperplane that separates two data
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classes. Maximizing the margin and thereby creating the largest possible distance
between the separating hyperplane and the instances on either side of it has been
proven to reduce an upper bound on the expected generalization error.

Naive Bayes

Naive Bayesian networks (NB) are very simple Bayesian networks which are com-
posed of directed acyclic graphs with only one parent (representing the unobserved
node) and several children (corresponding to observed nodes) with a strong assump-
tion of independence among child nodes in the context of their parent. Thus, the
independence model (Naive Bayes) is based on estimating:

_ P(i|X) _ P()P(X]i) _ P(i)HP(X, i)
- PGIX)  PGHPXL)  PHIIPX.)

Comparing these two probabilities, a large probability indicates that the class
label value that is more likely to be the actual label (if R > 1: predict i else predict
J). Since the Bayes classification algorithm uses a product operation to compute the
probabilities P(X, 1), it is especially prone to being unduly impacted by probabilities
of 0. This can be avoided by using Laplace estimator or m-estimate, by adding one
to all numerators and adding the number of added ones to the denominator [70].

Performance Metrics and Evaluation Methods

To evaluate the models generated by the decision trees, a k-fold cross validation
algorithm (k = 10) is considered a powerful methodology to overcome data over-
fitting [71]. The data set is divided into k subsets, and the holdout method is repeated
k times. Each time, one of the k subsets is used as the test set and the other k — 1
subsets are put together to form a training set. Then the average error across all k
trials is computed. To compare and evaluate the decision trees popular performance
measuressuch as sensitivity, specificity, receiver operator characteristics (ROC) and
area under ROC (AUC) [72, 73] have been employed. The definitions of the above
measures are discussed briefly for the benefit of the readers. The classification task
generates a set of rules which can be used for classifying individuals to different
classes/groups. This may result in the following situations:

(1) False positive (FP): The rules may predict the diagnosis of the patient as positive
(presence of the disease) where as the actual diagnosis is negative (absence of
the disease).

(2) Falsenegative (FN): The rules may predict the diagnosis of the patient as negative
(absence of the disease) where as the actual diagnosis is positive (presence of
the disease).
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(3) True positive (TP): When the prediction of the classifier matches with the actual
diagnosis as positive.

(4) True negative (TN): When the prediction of the classifier matches with the actual
diagnosis as negative.

Based on the above situations the performance of the classifiers can be compared
using the following standard measures:

(i) Sensitivity: The proportion of the people who are predicted as positive of all
the people who are actually positive ﬁ.
(ii) Specificity: The proportion of the people who are predicted as negative of all
the people who are actually negative TN FP)-
(iii) Positive predictive value: The proportion of the people whose predictions
matches with the actual diagnosis as positives ﬁ.
(iv) Negative predictive value: The proportion of the people whose predictions

. . . . N
matches with the actual diagnosis as negatives TNV

A theoretical, optimal prediction can achieve 100 % sensitivity (i.e. predict all
people from the sick group as sick) and 100 % specificity (i.e. not predict anyone
from the healthy group as sick).

ROC is a plot between (1-specificity) on x-axis and sensitivity on y-axis. The AUC
is a measure of overall performance of the algorithm. The accuracy of the decision
tree algorithms can be evaluated using the AUC measure as given in Table 6.4.

The trade off between the sensitivity and specificity is better captured by an ROC
curve, which shows how sensitivity and specificity of a model vary with some tune-
able parameter, is related in a direct and natural way to cost/benefit analysis [74, 75]
of diagnostic decision making. ROC curves allow one to distinguish among different
models, depending on what model characteristics we need, and to determine which
parameter values will give us the best performance for a given application.

By measuring the area under the ROC curve (AUC) [76, 77] one can obtain
the accuracy of the test. The larger the area, the better the diagnostic test is. If the
area is 1.0, we have an ideal test because test achieves 100 % sensitivity and 100 %
specificity. If the area is 0.5, we have a test which has effectively 50 % sensitivity
and 50 % specificity. In short the area measures the ability of the test to correctly
classify those with and without the disease.

1
AUC = / ROC(t)dt (6.5)
0

where t=1-specificity (false positive rate) and ROC (t) is sensitivity (true positive
rate). We can establish the classification given in Table 6.4 for the test.

Generally two approaches are employed for computing AUC. A non-parametric
method based on constructing trapezoids under the curve as an approximation of area
and a parametric method using a maximum likelihood estimator to fit a smooth curve
to the data points. Huang et al. [78] demonstrated that AUC is a better evaluation mea-
sure than accuracy or error rate. A nonparametric method based on Mann-Whitney U
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Table 6.4 AUC based

. L . Range Class
classification for assessing
accuracy of the test results 0.9<AUC<1.0 Excellent
0.8 <AUC<0.9 Good
0.7<AUC<0.8 Worthless
0.6 <AUC <0.7 Not good
0.5<AUC<0.6 Failed

statistic (actually the p statistic from the U statistic) has been applied for evaluating
the classifiers [67].

The standard definitions of performance measures such as the specificity (SP),
sensitivity (SE), receiver operator characteristics (ROC) and area under ROC (AUC)
based on number of true positives, true negatives, false positives and false negatives as
described in [8] are employed by Sree Hari Rao and Naresh Kumar [9] for comparing
the performances of the machine classifiers utilized in identifying the risk factors of
atherosclerosis.

Predictive Modeling

The predictive modeling strategy adopted by Sree Hari Rao and Naresh Kumar [9] in
identifying the risk factors of atherosclerosis is presented in the following sections.

Data Representation

In general the medical datasets can be represented as a set S having row vectors
(R1,R2, ..., Ry) and column vectors (Cy, Ca, ..., Cy). Each record can be repre-
sented as an ordered n-tuple of clinical and laboratory attributes (A;1, A;2, . . ., Ain—1),
Aj) foreachi = 1,2, ..., m where the last attribute (4;,) for each i, represents the
physician’s diagnosis to which the record (A;1, Az, ..., Ajxu—1)) belongs and with-
out loss of generality we assume that there are no missing elements in this set. Each
attribute of an element in § thatis Aj; fori=1,2,...,mandj=1,2,...,n—1can
either be a categorical (nominal) or numeric (real or integer) type. Clearly all the sets
considered are finite sets. These databases may have missing values which needs to
be treated as discussed in section “Missing Values: Issues” before the extraction of
knowledge in terms of diagnostic rules from them.

Imputation Method

The imputation algorithm proposed by Sree Hari Rao and Naresh Kumar [9] is now
presented in this section. The following were the salient features of their algorithm:
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e takes incomplete datasets as input and returns the completed datasets with all
instances of missing attribute values filled with possible values;

e handles datasets with attributes of different types for example nominal or numeric;

e considers the higher order statistics of the data before computing the indexing
measure;

e values to be imputed are obtained by using the data from within the dataset;

e a weighted average technique for Real attribute type was adopted to impute the
missing values.

The first step in any imputation algorithm is to compute the proximity measure
in the feature space among the clinical records to identify the nearest neighbors
from where the values can be imputed. The most popular metric for quantifying the
similarity between any two records is the Euclidean distance. Though this metric is
simpler to compute, it is sensitive to the scales of the features involved. Further it
does not account for correlation among the features. Also, the categorical variables
can only be quantified by counting measures which calls for the development of
effective strategies for computing the similarity [79]. Considering these factors we
first propose a new indexing measure Ic,(R;, Ry) between two typical elements R;,
Rifori,k=1,2,...,m, [ =1,2,...,n—1belonging to the column C; of § which
can be applied on any type of data, be it categorical (nominal) and/or numeric (real).
We consider the following cases:

Casel: A =Awm
Let A denote the collection of all members of S that belong to the same
decision class to which R; and Ry belong. Based on the type of the attribute
to which the column Cj belongs, the following situations arise:

(i) Members of the column C; of Si.e (A1, Ay, ..., Am)T are of nominal or cat-
egorical or integer type: We now express A as a disjoint union of non-empty
subsets of A, say B,, You® Bszz’ R B},pxl obtained in such a manner that every
element of A belongs to one of these subsets and no element of A is a mem-
ber of more than one subset of A. Thatis A = BVP” U Bszz Uy,....uJ BVPsz’
in which y,,,, ¥p,;» - - - » ¥p, denote the cardinalities of the respective subsets
By, +By,, - By, formedoutof the set A, with the property that each mem-
ber of the same subset has the same first co-ordinate and members of no two
different subsets have the same first co-ordinate. We define an index I¢, (R;, Ry)

foreach/=1,2,...,n—1

- (Yo Vg . .
Ie,(Ri, Ry) = [mm{Tl, %}, for i 7é.k,

, otherwise.
where y),, represents the cardinality of the subset B,, i , all of whose elements
have first co-ordinates A;;, y,,, represents the cardmahty of that subset Bqul all
of whose elements have first co-ordinates Ay and y = v, + ¥pyy +- .., Ty
represents the cardinality of the set A.
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(ii) Members of the column C; of S i.e (A1;, Ay, - .., Am)T are of real (fractional
or non-integer numbers): We consider the set P; for/ = 1,2, ...,n— 1 which
is a collection of all the members of the column C;. We then compute the skew-

L3 (Ag—Ay)?

(/% 2L Aa—A?)3

eachl =1,2,...,n—1.Definethe sets M; = {a € Pjla < Ay, forsk(P;) < 0}

or, M; = {b € Pi|b > Aj, for sk(P;) > 0} and similarly N;={a € Pjla < Ay,

for sk(P;) < 0} or, N; = {bePib> Ay,
for sk(P;) > 0}. Let 7; and p; be the cardinalities of the sets M; and N; respec-
tively. Construct the index I¢, (R;, Ry),

ness measure sk(P;) = where A;; denote the mean of A for

min{Z, 2}, fori # k;
Ic,(Ri, Ry) = vov 75.
0, otherwise.

In the above definition y represents the cardinality of the set P;.

Case Il: A;, # Ay

Clearly R; and Ry belong to two different decision classes. Consider the
subsets P; and Qy consisting of members of S that share the same decision
with R; and Ry, respectively. Clearly P; [ Qx = @. Based on the type of the
attribute of the members, the following situations arise:

(i) Members of the column C; of S i.e (A1, Ay, ..., Am)T are of nominal or
categorical type:
Following the procedure discussed in Case I item (i) we write P; and

Q;foreach [ = 1,2,...,n — 1 as a disjoint union of non-empty sub-
sets of Pg,,, Pg,, ..., Pg, and Qs,,, Os,,» - - ., Qs, respectively in which
B, Bty - - -, B and 8yy, 82y, . . ., 85 indicate the cardinality of the respec-
tive subsets. We define the indexing measure between the two records R;
and Ry, as
max{L Sy for g # k;
IC[(Ris Rk) = Ssi+Br’ Ssi+Bu . ’
0, otherwise.

where B,; represents the cardinality of the subset Pg,, all of whose elements
have first co-ordinates A;; in set P; and & represents the cardinality of that
subset Qs,,;, all of whose elements have first co-ordinates Ay in set Q;.

(ii) Members of the column C; of Si.e (A1}, Aoy, . .., Ay)T are of numeric type:
If the type of the attribute is an integer we follow the procedure discussed
in Case II item (i). For fractional numbers we follow the procedure dis-
cussed in Case I item (ii) and we define the set P; as the members of
column C; that belong to decision class A;, and Q; as the members of
column C; that belong to decision class Ag,. We then compute the skew-



6 Innovative Soft Computing Methodologies for Evaluating Risk Factors 167
o S Au—Au)®
\/;ZZ'":] A—An?)3
Aj foreachl = 1,2,...,n— 1 and sk(Q)) =

ness measure sk(P;) = where A;; denote the mean of
(

L3 (Au—Aw)®
(L S A=A
A_kl denote the mean of Ay for each/ = 1,2,...,n — 1. We then con-
struct the sets 7; and S; as follows: T; = {a € Pjla < Ay, forsk(P;) < 0}
or, Ty = {b € P;|b > Aj;, for sk(P;) > 0} and similarly
S; = {a € Pjla <Ay, forsk(P;) <0} or, S; = {be P)|b> Ay, for
sk(P;) > 0}. We now define the index I¢,(R;, Ry) between the two records
R;, Ry as

where

infBt 4 i .
Ie,(Ri, Ry) = min{5, 3}, fori 7é.k,
0, otherwise.
In the above definition 8; and §; represents the cardinalities of the sets 7}
and S; respectively. The sum of the cardinalities of the sets P; and Q; is
represented by A

The proximity or distance scores between the clinical records in the data set S can
berepresentedas D = {{0, d12, ..., dim}; {d21,0, ..., dom}; .. . s {dm1, A2, . . ., 0}

where dy; = 7;11 I é (Ri, Ry). For each of the missing value instances in a record

R; our imputation procedure first computes the score o(x;) = %

where {x1,x2, ..., x,} denote the distances of R from R;. We then pick up only
those records (nearest neighbors) which satisfy the condition a(x;) < 0 where
{di1,dp, . ..,d;y,} denote the distances of the current record R; to all other records
in the data set S. If the type of attribute is categorical or integer, then the data value
that has the highest frequency (mode) of occurrence in the corresponding columns
of the nearest records is imputed. For the data values of type real we first collect all
non zero elements in the set D and denote this set by B. For each element in set B we
compute the quantity ,B(j):BL(D Vj =1, ...,y where y denote the cardinality of the
set B. We compute the weight matrix as W (j) = % Vji=1,...,y.The value
to be imputed may be taken as Zj/: (PO = W(Q).

A Methodology for Predicting the Risk factors of Atherosclerosis

The mean value imputation proposed in [8] can be employed only when the attribute
values are normally distributed. In case of highly skewed attribute values the above
method may result in biased estimates as mean value is not a true representative of a
non-normal distribution. Motivated by the above issues in [9] a methodology com-
prising of a novel nonparametric missing value imputation method that can be applied
on (i) data sets consisting of attributes that are of the type categorical (nominal) and/or
numeric (integer or real), and (ii) attribute values that belong to highly skewed distri-
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Algorithm 1 An Algorithm for Generating Decision Rules to Predict the Risk Factors
of Atherosclerosis[9]

Require:  (a) Data sets for the purpose of decision making S(m, n) where m and n are number of records and attributes
respectively and the members of S may have MV in any of the attributes except in the decision attribute, which
is the last attribute in the record.

(b) The type of attribute C of the columns in the data set.

Ensure: (a) Classification accuracy for a given data set S.

(b) Performance metrics AUC, SE, SP.
Algorithm

(1) Identify and collect all records in a data set S

(2) Impute the MV in the data set S using the procedure discussed in section “Imputation Method”.

(3) Extract the influential features using a wrapper based approach with particle swarm optimization search for
identifying feature subsets and ADT for its evaluation.

(4) Split the dataset in to training and testing sets using a stratified a k fold cross validation procedure. Denote each
training and testing data set by T} and Ry, respectively.

(5) For each k compute the following

(i) Build the ADT using the records obtained from 7.
(ii) Compute the predicted probabilities (scores) for both positive and negative diagnosis of CHD from the
ADT built in Step (5)-(i) using the test data set Ry. Designate the set consisting of all these scores by P.
(iii) Identify and collect the actual diagnosis from the test data set Ry, in to set denoted by L.

(6) Repeat the Steps (5)-(i) to Step (5)-(iii) for each fold.

(7) Obtain the performance metrics AUC, SE and SP utilizing the sets L and P.
(8) RETURN AUC, SE, SP.

(9) END.

bution. The methodology proposed in [63] ignores missing values while generating
the decision tree, which renders lower prediction accuracies. We have embedded our
present imputation strategy (section “Imputation Method”) into an alternating deci-
sion tree (ADT) which has been found to improve the performance of the classifier
on datasets having missing values. Also, the authors in [9] develop an effective wrap-
per based feature selection algorithm utilizing particle swarm optimization (PSO)
search to identify the most influential feature subset. This methodology comprises
in utilizing the new imputation embedded ADT and the wrapper based features sub-
set selection algorithm and can predict the diagnosis of CHD in real time. In fact
the decision rules obtained by employing their novel methodology will be useful to
diagnose other individuals based on the risk factors of the individuals.

Experiments and Results

In [9] a stratified ten-fold cross validation (k = 10) methodology was adopted
wherein the dataset is split into subsets consisting of training and testing datasets
such that the samples in the training datasets do not appear in the testing dataset.
A standard implementation SVM with radial basis function kernel using LibSVM
package [80] is employed for comparison. The following standard parameter values
for PSO (i) number of particles Z = 50, (ii) number of iterations G = 100, (iii) cog-
nitive factor ¢; = 2, and (iv) social factor ¢, = 2 are considered for simulation. The
standard implementation of C4.5, Naive Bayes (NB), Multi Layer Perceptron (MLP)
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algorithms in Weka® [61] are considered for evaluating the performance of our algo-
rithm. An implementation of correlation based feature selection (CFS) [81] algorithm
with genetic search has been considered for comparing with our methodology. The
authors in [9] have implemented the Algorithm 1 and the performance evaluation
methods in Matlab®. A non-parametric statistical test proposed by Wilcoxon [82] is
used to compare the performance of the algorithms. The Algorithm 1 is compared
with the state-of-the-art methodologies employed in the prediction of risk factors for
atherosclerosis using different performance measures discussed in section “Perfor-
mance Metrics and Evaluation Methods”.

Dataset

The authors in [9] have utilized STULONG dataset [83] which is a longitudinal
primary preventive study of middle-aged men lasting twenty years for assessing the
risk of atherosclerosis and cardiovascular health depending on the personal and fam-
ily history of individuals collected at IKEM and the Medicine Faculty at Charles
University. The STULONG dataset is divided into four sub-groups namely Entry,
Letter, Control and Death. The Entry dataset consists of 1417 patient records with
64 attributes having either codes or results of size measurements of different vari-
ables or results of transformations of the rest of the attributes during the first level
examination. The Entry, Control and Death datasets are utilized for predictive mod-
eling. The Entry level dataset is divided into three groups (a) normal group (NG),
(b) pathological group (PG), (c) risk group (RG), and (d) not alloted (NA) group,
based on KONSKUP attribute value in (1, 2), (5), (3, 4), (6) respectively. We form
a new dataset by joining Entry, control and Death datasets as follows: (i) we write
the identification number of a patient (ICO) based on the selection criteria suggested
in [84] and determine the susceptibility of a patient to atherosclerosis based on the
attributes recorded in Control and Death tables. An individual is considered not hav-
ing a cardiovascular disease if he or she had other disease(s) in his or her history
(i.e., he or she has at least one positive value on attributes angina pectoris found
in (HODN1), diabetes mellitus found in (HODN4), finding of an ischaemic heart
disease without stating (HODN1 1), finding of claudications (HODN12), finding of a
tumour disease (HODN15), coronary artery by pass graft/percoutaneus transluminal
coronary angioplasty carried out (HODN21), and operation/plastic of lower limbs
arteries (HODN23) in the Control group) or the patient died by other disease(s) (i.e.,
the record appears in the Death group with cause of death (PRICUMR) attribute
equal to 08 (other causes), 09 (sudden death), 10 (cause of the death unknown), or
16 (tumorous disease )), (ii) also, an individual is considered to have cardiovascu-
lar disease if he or she has heart disease in the history (i.e., he or she has at least
one positive value on attributes such as finding of myocardial infarction (HODN2),
cerebrovascular accident found (HODN3), finding of silent myocardial ischaemia
(HODN13), finding of silent myocardial infarction (HODN14)), or died by heart
disease (i.e., the record appears in the Death table with PRICUMR attribute equal to
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05 (myocardial infarction), 06 (coronary heart disease), 07 (stroke), or 17 (general
atherosclerosis)), (iii) otherwise, the individuals are considered healthy and have no
cardiovascular disease. We introduce a new decision attribute in the Entry dataset
based on the Step (ii) and Step (iii) having values positive and negative based accord-
ingly as the presence or absence of cardiovascular. Now we divide the Entry dataset
in to four datasets DS1, DS2, DS3 and DS4 based on whether the patients are in NG,
RG, PG, NA respectively.

The authors in [14] observed that some attributes have a large number of missing
values or highly skewed value distributions and removed these attributes from their
considerations. In our approach we deleted only those attributes that do not have
values for any of the records in the dataset. In dataset DS1 we removed 12 attributes
namely drinking of 7 beer (PIVO7), medicines in myocardial infarction (IML), diet
in hyper tension (HTD), medicines in hyper tension (HTL), medicines in ictus found
(ICTL), diet in diabetes found (DIABD), medicines in diabetes found (DIABL),
before how many year myocardial infarction has appeared (IMTRV), before how
many years hyper tension has appeared (HTTRV), before how many years ictus has
appeared (ICTTRV), before how many years diabetes has appeared (DIABTRV),
and before how many years hyperlipidemia has appeared (HYPLTRV). In DS2 two
attributes IML and ICTL are deleted. In DS3 two attributes PIVO7, ICTL are dropped.
In DS4 11 attributes PIVO7, IML, ICTL, DIABD, DIABL, therapy by a diet for
hyperlypoproteinemia (HYPLD), therapy by medicines for hyperlypoproteinemia
(HYDLL), IMTRYV, ICTTRYV, DIABTRYV, HYPLTRY are ignored. The datasets DS1,
DS2, DS3 and DS4 now contain 49, 51, 57, 48 attributes and the number of patient
records being 51, 366, 53, and 53 records respectively.

Results

The performance of the Algorithm 1 is compared with other methodologies (C4.5,
SVM, MLP and NB) on the data sets used in the present study and the classification
accuracies are presented in Table6.5. A hundred percent accuracy is reported by
Algorithm 1 in dataset DS4 and higher percentage in other datasets.

The imputation strategy and the PSO search employed in [9] has improved the
classification accuracies over correlation based feature selection (CFS) and mean
value imputation strategy with C4.5, SVM, MLP and NB classifiers.

The feature subsets identified by the Algorithm 1 are shown in Table 6.6.

In risk group dataset DS2 the Algorithm 1 could identify the patients with an
accuracy of 99.73 % who are affected by atherosclerosis using only 13 out of 51
attributes. The wrapper based feature selection using PSO and ADT could identify
the influential factors such as alcohol (ALKOHOL), daily consumption of tea (CAJ),
hypertension or ictus (ICT), hyperlypoproteinemia (HYPLIP), since how long hyper
tension (HT) has appeared (HTTRV), before how many years hyperlipidemia has
appeared (HYPLTRYV), blood pressure II systolic (DIAST2), cholesterol in mg %
(CHLST), sugar in urine (MOC), obesity (OBEZRISK), hypertension (HTRISK)
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Table 6.5 Performance comparison of the Imputation Method with other methodologies (C4.5,
SVM, NB, MLP) on the data sets used in the present study

Dataset Method Accuracy (%) SE SP AUC
DS1 Algorithm 1 98.04 93.75 100.00 0.94
C4.5 70.59 6.25 100.00 1.00
NB 52.94 56.25 51.43 0.53
SVM 35.29 100.00 5.71 0.53
MLP 66.67 0.00 97.14 0.97
DS2 Algorithm 1 99.73 99.35 100.00 1.00
C4.5 50.00 55.48 45.97 0.52
NB 61.20 48.39 70.62 0.58
SVM 45.63 92.26 11.37 0.56
MLP 57.92 0.65 100.00 1.00
DS3 Algorithm 1 90.57 85.19 96.15 0.86
C4.5 49.06 3.70 96.15 0.98
NB 58.49 55.56 61.54 0.53
SVM 52.83 55.56 50.00 0.53
MLP 47.17 0.00 96.15 0.98
DS4 Algorithm 1 100.00 100.00 100.00 1.00
C4.5 66.04 31.58 85.29 0.46
NB 62.26 63.16 61.76 0.69
SVM 49.06 94.74 23.53 0.62
MLP 69.81 63.16 73.53 0.61

which are in conformity with other studies related to cardiovascular diseases [85—-87].
We have identified a new fact that even in normal group DS1 individuals who mostly
confine to sitting positions without any physical activity (AKTPOZAM=1) may lead
to atherosclerosis [88].

The ADT generated for the risk group (DS2) is shown in Fig.6.7.

The following decision rules are extracted from the decision tree shown in Fig. 6.7:

1. A high predictive value of —2.098 for positive diagnosis of atherosclerosis is
observed if hyperlipidemia has appeared 1.5 years back;

2. If hypertension has appeared recently (<3.5years) has a predictive value of
—1.348 for positive diagnosis of the disease;

3. If a patient has hyperlipidemia has appeared 1.5years back and below 4 years
(HYPLTRV > 1.5 and <4.0), hypertension has appeared within 3.5 years,
cholesterol levels are below 166, sugar in urine is present and hyperlypopro-
teinemia is present then the predictive probability is —2.098 — 1.348 — 2.849
— 0.966 — 0.43 — 0.249 = —7.94 which indicates a positive diagnosis for
atherosclerosis.

The ROC curves comparing the performance of the algorithm discussed in section
“Performance Metrics and Evaluation Methods”, with other methodologies are
shown in Fig.6.8. The operating point or cut off point (»p < 0.001) is shown as
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Table 6.6 Influential features subsets identified by Algorithm 1

Data set # Orignal # Influential Accuracy (%) Features
features features identified
DSI1 47 11 98.04 ZODPOV, AKTPOZAM,

ALKOHOL, PIVO10,
PIVO12, PIVOMN,
ICT, HYPLL, DIAST]I,
RARISK, HTRISK
DS2 51 13 99.73 STAV, VZDELANI,
ALKOHOL, CAJ, ICT,
HYPLIP, HTTRY,
HYPLTRY, DIAST2,

CHLST, MOC,
OBEZRISK, HTRISK
DS3 57 3 90.57 ICT, HYPLTRY,
CHOLRISK
DS4 48 3 100.00 HTTRYV, BOLHR, SYSTI

0.153 (-ve = Positive, +ve = Negative)

<35 \>=3.5

2211 -2.098 -1.348 1.183

3: HYPLTRV
< 166 \>= 166 >=4
y
-0.966 1.664 -0.43 0.697 -0.249 0.341 -2.849 2.012

Fig. 6.7 Alternating decision tree generated for dataset DS2 [9]

a pentagon on each of the ROC curves. The ROC curves clearly demonstrate the
superior performance of Algorithm 1 over other methods used in the diagnosis of
atherosclerosis.
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Fig. 6.8 ROC curve DS2 [9]

Table 6.7 Wilcoxon sign rank statistics for matched pairs comparing the new imputation algorithm
with other imputation methods using C4.5 decision tree

Method Rank sums (+, —) Test statistics Critical series Series p-value
FKMI 28.0, 0.0 0.0 3 0.02
KMI 28.0,0.0 0.0 3 0.02
KNNI 15.0,0.0 0.0 0 0.06
WKNNI 21.0,0.0 1.0 18 0.03

Performance Comparison of the Imputation Algorithm
on Benchmark Datasets

Since no specific studies on imputation of missing values in cardiovascular disease
data sets are not available in the literature the authors in [9] utilized some bench
mark data sets obtained from Keel and University of California Irvin (UCI) machine
learning data repositories [89, 90] to test the performance of the new imputation
algorithm. The Wilcoxon statistics in Table 6.7 is computed based on the accuracies
obtained by the new imputation algorithm with the accuracies of those obtained
by other imputation algorithms using a C4.5 decision tree. The results in Table 6.7
clearly demonstrate that our algorithm is superior to other imputation algorithms as
the positive rank sums are higher than the negative rank sums (p < 0.05) in all cases.
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Fig. 6.9 Computational complexity of the Algorithm 1 [9]

Computational Complexity and Scalability

The computational complexity is a measure of the performance of the algorithm
which can be measured in terms of the number of CPU clock cycles elapsed in seconds
for performing the methodology on a dataset. For each data set having n attributes and
m records, the authors in [9] selected only those subset of records m; < m, in which
missing values are present. The distances are computed for all attributes n excluding
the decision attribute. So, the time complexity for computing the distance would be
O(mp % (n — 1)). The time complexity for computing skewness is O(m). The time
complexity for selecting the nearest records is of order O(mp). For computing the
frequency of occurrences for nominal attributes and weighted average for numeric
attributes the time taken would be of the order O(m). Therefore, for a given data set
with k-fold cross validation having n attributes and m records, the time complexity of
our new imputation algorithm would be k * (O(my * (n — 1) xm) + 3 % O(m)) which
is asymptotically linear. Our experiments were conducted on a personal computer
having a Intel(R) core (TM) 2 Duo, CPU @2.93 GHZ processor with 4 GB RAM and
the time taken by Algorithm 1 for varying database sizes is shown Fig.6.9. A linear
regression was employed on the above results to obtained a relation between the time
taken (T) and the data size (D) as T = 14.909D — 104.655, « = 0.05, p = 0.0003,
r> = 0.994. The presence of the linear trend (red line in Fig.6.9) between the
time taken and the varying database sizes ensures the numerical scalability of the
performance of Algorithm 1 in terms of asymptotic linearity.
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Table 6.8 Evaluation of Algorithm 1 with other related methodologies on atherosclerosis [9]

State-of-the-art  Records with Method Accuracy (%) SE (%) SP (%)
missing
values
Tsang-Hsiang  Deleted CFS (Best first), C4.5 67.26 35.3 84.8
etal. [14]
Tsang-Hsiang  Deleted CFS (Genetic), C4.5 65.81 39.4 82.8
etal. [14]
Tsang-Hsiang  Deleted CFS (Exhaustive), C4.5 64.85 32.10 84.8
etal. [14]
Hongzongetal. - SVM 90.57 95 90
[12]
Kukaretal. [3] - NB 80 92 53
Kukar et al. [3] - MLP 80 82 76
Algorithm 1 on  New imputation ~ PSO, ADT 99.73 99.35 100.0
DS2

Performance Comparison of Softcomputing Methodologies

The authors in [9] compared their results (Table 6.8) with those obtained in [3, 12, 14]
on the risk group dataset DS2. As compared to [14] where in CFS with genetic search
and C4.5 is employed a SE of 39.4 % and SP of 82.8 % is observed. In [12] SVM was
used to classify the patients with a SE of 95 % and SP of 90 %. In [3] both NB and
MLP were used for classification with an accuracy of 80 % and the could obtain SE
of 92 and 82 %, SP of 53 and 76 % respectively. In comparison the new methodology
when applied on the dataset DS2 resulted in an accuracy of 99.73%, SE of 99.35 %
and SP of 100 % which is regarded as to be a good classification model since both
SE and SP are higher than 80%. In case of DS4 the new methodology has resulted
in an accuracy of 100 %, SE of 100 % and SP of 100 %.

From these comparisons it is concluded that the Algorithm 1 methodology is
better than the methods in [3, 12, 14] in terms of the performance measures.

Conclusions and Discussion

In the present chapter biology, pathogenesis and pathophysiology of the atheroscle-
rosis disease is discussed. The diagnostic procedures including the advanced imaging
methods such as computed tomography, MRI, SPECT and PET have been presented
in the chapter. Soft computing methods, performance metrics and their evaluation
methods for predictive modeling are discussed. An algorithm with built in features for
imputation of missing values that can be applied on datasets wherein the attribute val-
ues are either normal and/or highly skewed having either categorical and/or numeric
attributes and identification of risk factors using wrapper based feature selection is
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discussed. The Algorithm 1 has outperformed over the state-of-the-art methodologies
in determining the risk factors associated with the onset of atherosclerosis disease.
The Algorithm 1 has generated a decision tree with an accuracy of 99.7 % for dataset
DS2. Based on the performance measures we conclude that the use of the new impu-
tation strategy and feature selection methods with wrapper based subset evaluation
including particle swarm optimization search have improved the accuracies of the
predictions. We hold the view that more intensive and introspective studies of this
kind will pave way for effective risk prediction and diagnosis of atherosclerosis. Fur-
ther, we are of the view that developing soft computing techniques for identification
of biomarkers using imaging sensors would be of much help in early detection and
quantification of the atherosclerosis disease.
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Chapter 7
Nanotechnology and Its Application
in Medicine

Mirjana Pavlovic, John Mayfield and Bela Balint

Introduction

Nanotechnology is a field of science that controls the manipulation of atomic
properties so as to make the functional systems and other materials acquire exclu-
sive capabilities [1]. The amazing approach of nanotechnology has been developed
within chemical engineering as an explosive response and inevitable consecutive
inspiration caused by original development of fullerenes, designed and created by
Sir Harry Kroto who was awarded Nobel Prize for his invention of the methodology
for engineering and separation of members of fullerene family in1996 [1].

The prefix “nano” stems from the ancient Greek which stands for “dwarf”. Nature
(Figs.7.1,7.2 and 7.3) clearly indicates differences in size between macro, micro and
nano-worlds. These figures have emphasized first of all, the structures developed in
nature of the nano-size that have also geometric character/microarchitecture, ranging
from viruses and nano-bacteria [1] to the wide spectrum of natural nanoparticles
all over the nature surrounding our planet (especially ocean) of infinite structural
forms. The scale of things in Fig. 7.3 is showing the shapes and architecture of many
different entities from all levels, indicating that similar shapes can be formed not
only at visible, but also at invisible parts of the scale.

Nanotechnology is generally defined as “the engineering of functional systems
at the molecular scale” [1]. In other words, it is manipulation of matter at the atomic
and molecular scale to create materials with remarkably varied and new properties
with huge potential in many sectors, ranging from healthcare to construction of
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electronics. In medicine, it promises to revolutionize drug delivery, gene therapy,
diagnostics and many areas of research, development and clinical application.

The term “nanotechnology” has become much more popular and is often used
to describe any type of manufacturing or research that takes place at dimensions



7 Nanotechnology and Its Application in Medicine 183

less than 1000nm [2]. Since in making the new molecules atoms have to collide
with enough energy and under correct angle, [2] the idea is that we should soon
be able to manipulate individual atoms and molecules to construct devices that are
more powerful, more precise, lighter, smaller and despite all, stronger [2]. Here are
proposed three main aims of devices manufactured using nanotechnology which
reflect the perspective of this fascinating developing field:

1. we should be able to place every atom in exactly the right position;

2. we should be able to build anything that complies with the laws of physics, as
long as we can understand it at a molecular or atomic level;

3. and perhaps, the one that drives most research in this field is the idea that the costs
of manufacture should not be much higher than the costs of only the materials
and energy required to put the product together.

Geometry and minimization are at the heart of nanotechnology. Look only into
viruses! As of known nano-size, they have mostly stable icosahedron geometric
shapes while in non-living state (out of the host) with their crystal DNA within
the nano-particle, becoming alive during interaction with the host cells [3]. The
interaction involves their DNA/RNA replication which involves the “borrowing” of
enzymes for that particular procedure within the host cell.

There are also certain names already given to the particular structures emerging
from nano-technological approaches [1, 4—12] such as:

Nanotubes which are elongated carbon forms with one or more concentric
polygonal cylinders. They are grown from carbon under high-temperature,
electrically-charged conditions. Due to their geometric similarity to the geodesic
domes designed by the greatest thinker of twentieth century, R. Buckminster Fuller,
nanotubes are furthermore called “Bucky tubes”.

Nanohexagons are nanotubes with hexagonal ends. Nanoctagons are nanotubes
with octagonal ends.

Nanocircles are circular nanostructures and nanospheres are spherical nanostruc-
tures. Nanoshells are hollow nanospheres, and lately used in medical purposes.

Within last decade, nanotechnology has moved from abstraction to reality with
the development of tools such as the:

e Atomic Force Microscope (AFM),

e Scanning Tunneling Microscope (STM), and the

e Virtual Surface Profiling Microscope (VSPM). These microscopes do more than
just let people view little materials. They also enable manipulation of matter on a
perspective of nanometers in a vacuum, liquid or gas.

FM has a probe that creates three-dimensional images of specific atoms and molecules
at the nano-scale dimension as it moves across an object’s outside.
STMs may etch surfaces and move particles on dimension of nanometers.
VSPM digitizing the whole slide at high resolution, so that the viewer can zoom
in-to areas and structures of interest on the slide. It creates what we call a digital
slide, or a virtual slide, meaning that the user sees the same image in the screen
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as they would get if they projected the microscope image onto the screen, but it’s
an electronic file. All of these methods help us to visualize invisible at the “nano”

level.

How did the “Adventure in Nano-Space” Start and Who
are the Facilitators of This Event?

The Adventure in Nanospace and the Synthesis and Separation
of Sir Harry Kroto’s “Fullerenes”

The discovery of fullerenes in 1985 led to a new field of study and a New Mater-
ial Class of pure carbon that is significantly different from other forms of carbon,
diamond and graphite [1]. Carbon Fullerenes are the third allotropes of carbone
beside graphite and diamond, spherical, caged molecules with carbon atoms located
at the corner of the polyhedral structure consisting of pentagons and hexagons, much
like the shape of a Soccer ball. Carbon Fullerenes come in many forms. The most
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abundant form is Carbon 60 (which has a soccer ball shape), Carbon 70 (which
has more of a rugby ball shape) and Carbon 84 (spherical). Fullerene get the name
from the geodesic dome shape which was researched and promoted at macro-level
by the most prominent thinker of twentieth century, Buckminster Fuller [1]. They
need an carbon arc discharge (high pressure/temperature) in order to be created/
synthesized.

Several interesting and important developments took place at the University of
Sussex in UK between September 1985, when Cg was discovered by the Rice Group,
and September 1990 when the brilliant paper on its extraction was submitted to Nature
by Wolfgang Kritschmer, Lowell Lamb, Kostas Fostiropoulos and Donald Huffman
[1]. During this period a parallel series of experiments to those of Kritschmer et
al., was carried out at Sussex, by H. Crotto’s group. A key reason for carrying out
the experiment at Rice in the first place was an intriguing set of results obtained by
Hintenberger and colleagues between 1958 and 1963 that showed, by mass spec-
trometry, that carbon species with as many as 33 carbon atoms were produced in a
carbon arc discharge [1]. At Sussex, after the initial Cgp discovery in 1985, Crotto
had a hole drilled in an old carbon-arc evaporator they had, so that they could deposit
carbon on a silica wafer at various argon pressures [1]. The idea was to follow up the
Hintenberger et al. experiments [1] by recreating roughly the same conditions, that
the group had achieved with the Rice nozzle as cheaply, as simply as possible with
an electric arc discharge. At this point Crotto conjectured that as the argon pressure
was increased he might be able to use the electron microscope that was available
at Sussex to see the formation of roundish carbon particles which they conjectured
might provide some circumstantial evidence for Cgp formation. The group thought
that the assembly processes that created Cgp might also lead to the formation of large
spheroidal soot-like carbon particles. What they found was that the smooth carbon
coating obtained under very low pressure changed, more-or-less suddenly, at 70—
80 wm pressure of argon creating an undulating blistered rough surface of the kind
they vaguely expected.

This observation was encouraging as it seemed to be some sort of confirmation
that the idea might be valid and that Cgp might be forming. Here Crotto says he
made a fundamental mistake—and not for the first time! He assumed that Cgo would
only be formed in minuscule amounts and only detectable, if at all, by the most
sensitive analytical technique available i.e. mass spectrometry. After all, how could
Ceo be easily made when it had avoided detection until nearly the end of the twentieth
century, and then only fleetingly, when it’s two more famous siblings, diamond and
graphite had been known since time immemorial. It is now hard, more than twenty
five years later, when Cgq is in every school science textbooks to realize that Ceg
was, prior to 1990, considered by some to be highly suspicious character and indeed
by some even an imposter.

This “maneuvers” have helped them to completely isolate Cgp and show that it
exists in pure form, by using NMR. Since then, many fullerenes-based compounds
have been synthesized, displaying a range of biological activities potentially useful
in anticancer or antimicrobial therapy, cytoprotection, enzyme inhibition, controlled
drug delivery and contrast- or radioactivity-based diagnostic imaging [1].
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Discovery of the Structure of Graphene and Significance
of Its Impact on Nanotechnology: Gaim and Novoselov

What is graphene? Graphene is a single layer of carbon packed in a hexagonal
(honeycomb)-lattice, with a carbon—carbon distance of 0.142nm and the angle
between the 2 of 120° (). It is the first truly natural two-dimensional crystalline
material and it is representative of a whole class of 2D materials including for exam-
ple single layers of Boron-Nitride (BN) and Molybdenum-disulphide (MoS;), which
have both been produced after 2004 [4, 5].

As mentioned, fullerenes, the large carbon cage molecules represent third carbon
allotrope beside graphite and diamond [1]. The most abundant form of fullerenes is
buckminsterfullerene (C60) with 60 carbon atoms arranged in a spherical structure.
As indicated, the shape of the molecule, known as truncated icosahedron, resembles
that of a soccer ball, containing 12C60 fullerene molecules. Carbon nanotubes, and
graphite can all be thought of as being formed from graphene sheets, i.e. single
layers of carbon atoms arranged in a honeycomb lattice .How is it obtained from
the nature? It is interesting to consider that everyone who has used an ordinary
pencil has probably produced graphene-like structures without knowing it. A pencil
contains graphite, and when it is moved on a piece of paper, the graphite is cleaved
into thin layers that end up on the paper and make up the text or drawing that we
are trying to produce. A small fraction of these thin layers will contain only a few
layers or even a single layer of graphite, i.e. graphene. Thus, the difficulty was not to
fabricate the graphene structures, but to isolate sufficiently large individual sheets
in order to identify and characterize the graphene and to verify its unique two-
dimensional (2D) properties. This is what Geim, Novoselov, and their collaborators
from Manchester group succeeded in doing and got in 2010 Nobel Prize, for [4, 5,
13-15] (Figs.7.4,7.5,7.6).

Fig. 7.4 Scanning electron microscope images showing morphological change in the deposit from
carbon arc generated vapor condensed under 60 and 95 jum argon pressure
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Fig. 7.6 Nanotubes and nanoshells

Essentials of technical approach are actually very simple. They used a simple
but effective mechanical exfoliation method for extracting thin layers of graphite
from a graphite crystal with Scotch tape and then transferred these layers to a silicon
substrate. The development of this new material, opens new exiting possibilities. It
is the first crystalline 2D-material with unique properties, which makes it interesting
both for fundamental science and for future applications. The Manchester group
succeeded by using an optical method, an Atomic Force Microscope (AFM) with
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which they were able to identify fragments made up of only a few layers, or even
monolayer—that’s how graphene was identified [4, 5].

Nanoparticles in the Nature and How Long the Adventure
in the Nanospace Was?

It was Democritus in ancient Greece who first told that the matter must have smallest,
invisible particle retaining all properties of that matter [2]. Democritus’ model was a
small, invisible non-particulated sphere. Athomos in Greek’s means: non-dividable.
In his vision it contained no electrons or nucleus.

He drew his model to show that all atoms are indestructible and unchangeable.
Democritus also knew that atoms are different in size. He thought they were different
in shape and temperature, as well. This was the first atomic model ever designed.
Much later on, in modern era it has been determined that radius of He atom for
example is in the range of nano-values [2].

John Dalton in 1803 was the first to seriously revise Democritus’s theory [2]. He
stated that atom is particulated and gave the first taw model which was then modified
with work of many scientists such as: Rutherford, Bohr, Luis De Brogli, etc. [2]
(Figs.7.7,7.8,7.9).

However, Ernst Rutherford has proved that the nuclei of certain light elements,
such as nitrogen, could be ’disintegrated’ by the impact of particles arising from a
radioactive source, and that during this process fast protons were emitted. It was

Fig. 7.7 Democritus of
Abdera and his model
of non-particulated atom
(atoms-undividable)
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Fig. 7.8 Ernest Rutherford
and his model of atom after
Dalton

Fig. 7.9 Niels Bohr and
Rutherford have given
corrected model known as
Rutherford—Bohr’s model of
atom used even today for
certain explanation of atomic
behavior

the first artificially induced nuclear reaction and it would change the world forever.
Along with the eventual founding of CERN in 1954, it would lead to nuclear power
and the atomic bombs that devastated Hiroshima and Nagasaki in World War Two.

What did Bohr improve on atomic structure? Rutherford’s atomic theory described
an atomic model with all the mass concentrated in a nucleus with electrons circling
the nucleus in a fixed orbit. This theory was shown incorrect by using Maxwell’s
equations, which states since the electrons are moving in a circular motion, they
are accelerating. Accelerating electrons means they are emitting radiation and there-
fore losing energy and would eventually spiral in motion toward the nucleus and
collapse [2].

Bohr’s insight was that he declared an electron could orbit the nucleus but only in
discrete orbits which didn’t emit radiation. An electron moves to a higher orbit, with
a larger radius, by absorbing radiation (a photon) and in contrast will emit a photon
of energy when the electron moves to a lower orbit with a smaller radius. Each orbit
corresponds to an angular momentum value relating to Planck’s constant (h) divided
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by 2pi. Insights regarding radiation and atoms were taken from Planck’s Quantum
Theory [2].

Bohr proposed that the outer orbits could accommodate more electrons than the
inner orbits. In total, the atomic structure theory that Bohr proposed included an atom
which was 1/10,000 the size of the atoms proposed by other scientists.

Somewhat before World War Il Italian atomic scientist Enrico Fermi was invited to
USA. What was Fermi’s contribution to the development of atomic science? Within
ten years of research he discovered that when an element is bombarded by a slow
moving neutron, it becomes radioactive and starts emitting radiations. The result
is one element changes into another element, very attractive idea suggesting the
evolution of the Universe reflected in the periodic chart of elements as rather a
dynamic system evolving with his time. In 1933 he discovered a neutral particle
called neutrino [2]. He also produced eighty new artificial nuclei by neutron bom-
bardment. Thus, Fermi opened the field of elemental particles and atomic manipu-
lation through bombarding and radiation of elements (atoms of elements) and their
changes from one into another, that will later on be elaborated by Gel Man who
stated that this world is relying upon atoms that are based upon matter/antimatter
co-existence of the particles within the atom, meaning that each particle has an
anti-particle.

Fermi (Fig.7.10) was instrumental in developing of an atom bomb during the
Second World War, but his great contribution was also to the roots of nanotechnology.
The roots of the idea of graphene’s emergence from carbon atoms are in his work. It
has been shown that the two-dimensional nature of graphene leads to many interesting
electronic, thermal and elastic properties that could be used in different fields of
human life, including medicine.

Fig. 7.10 Enrico Fermi
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Fermi Level and Graphene. Fermi showed by bombarding atoms with neutrons
under optimal conditions that they can become different elements. He also defined
Fermi level—a measure of the energy of the least tightly held electrons within a solid
(i.e. the valence electrons, which are in the outermost orbit of the atoms of a solid).
The value of the Fermi level at absolute zero (—273.15°C) is called the Fermi energy
and is a constant for each solid. The Fermi level changes as the solid is warmed and
as electrons are added to or withdrawn from the solid (Figs.7.11, 7.12).

Fermi—Dirac Statistics

The Fermi energy showed the temperature-dependent behavior similar to any
other one-dimensional device in non-degenerate regime. However, in the degenerate
regime, the normalized Fermi energy with respect to the band edge shown to be a func-
tion of carrier concentration [14]. In other words, modeling of Graphene Nanoribbon
Fermi Energy is possible and has been developed into alternative approach to car-
bon nanotube (CNT) in order to show that different banding of tube is possible
under different conditions opening possibilities for semiconducting electronic prop-
erties as well as for the nanoshells capable of distributing targeted drug delivery
[15-20].

The breakthrough done by Geim, Novoselov and their co-workers with their paper
from 2004 [4] which ignited the development of graphene-like materials brought
them the Nobel Prize in Physics 2010.

Showed by
neutrons under o C
that they can become different
elements

a measure of
the energy of the least tightly held
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‘SDIid]

The value of the Fermi level

at (-273.15°C) is
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Fermi-Dirac statistics

Fig. 7.11 Fermi level and graphene
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Fig. 7.12 Armchair of graphene nanoribbon (GNR) minimum energy band structure based on
numerical solution of Fermi—Dirac integrals for nonparabolic region [14]

Electrical and Thermal Conductivity of Graphene

Electrical Conductivity

Using the layer thickness we get a bulk conductivity of 0.96 x 10°Q~!cm™!
for graphene. This is somewhat higher than the conductivity of copper which is
0.60 x 10° Q"' em™! [15].

Thermal Conductivity

The thermal conductivity of graphene is dominated by phonons and has been mea-
sured to be approximately 5000 W m~! K~!. Copper at room temperature has a ther-
mal conductivity of 401 Wm~! K~!. Thus, graphene conducts heat 10 times better
than copper.

Graphene: Other Features

In contrast to low temperature 2D systems based on semiconductors, graphene
maintains its 2D properties at room temperature. Graphene also has several other
interesting properties, which it shares with carbon nanotubes. It is substantially
stronger than steel, very stretchable and can be used as a flexible conductor. Its
thermal conductivity is much higher than that of silver or cooper [21, 22] (Figs.7.13,
7.14).

Nanotechnology Concepts

Here are two important concepts related to nanotechnology that are necessary if we
are going to achieve the three aims mentioned before.

The first is known as “positional assembly”, which is how we would get all of
the molecules or atoms in the right place. This can be achieved through the use of
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Fig. 7.13 Honeycomb lattice structure of graphene [21]
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Fig. 7.14 Physicochemical aspects of nanoparticles
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tiny robots, molecular in size and produced using nanotechnology themselves. A
second concept is “massive parallelism”, which is a way to reduce the costs of
manufacturing. Because one molecule-sized robot is going to take a very long time
to build anything of substantial size, the idea is to have many robots that work in a
production line, getting larger at each stage until the process is completed.

Aspects of Nanotechnology Important for Medicine

Although in essence nanotechnology has emerged as a revolution in the field of com-
puter technology, it is no more confined to just computers. The success of nanotech-
nology in curing fatal diseases is reaching new horizons.The ability to manipulate
structures and properties at the nanoscale in medicine is like having a sub-microscopic
lab bench on which you can handle cell components, viruses or pieces of DNA
using a range of tiny tools, robots and tubes. Scientists are working now to create
nanostructures that serve as new kinds of drugs for treating cancer, to engineer nano-
materials for use as artificial tissues that would replace diseased kidneys and livers,
and even repair nerve damage, and to integrate nano-devices with the nervous sys-
tem to create implants that restore vision and hearing, and build new prosthetic limbs
[22-34].

The Current Use of Nanoparticles in Medicine

Considering the rapid progress in this field it is hoped that nanotechnology will soon
be a huge force against diseases in the coming days and it will help in wiping away
the most lethal diseases in the current era. Nano medicine is the science of things
smaller than 1000 nms in size, applied to the field of medicine. As we have seen
from only potential of graphene, there are a wide variety of uses in this area, ranging
from the use of biosensors for detection of anomalies in the body, such as high
blood sugar concentration, which would suggest diabetes, to the concept of nano-
robots. Currently, nano medicine has applications in: drug delivery, cancer stem cell
diagnosis and treatment, use in combination with laser beam as nanoshells in order
to destroy cancerous tissue (Figs.7.15, 7.16, 7.17).
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Fig. 7.15 The concept of drug delivery in bucky-ball

Fig. 7.16 Graphene as the conductor

e Concept of drug delivery

Pharmaceutical companies have started using nanotechnologies to develop genet-
ically targeted drugs. This allows for much more precise drug development, and
makes it faster to decide whether or not a substance is suitable for use in a drug
delivery [22-27].

These systems are already working in some medical diseases. Originally the idea
is coming from Robert Langer [22] who has synthesized drug-delivery systems based
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Fig. 7.17 Graphene as a battery stabilizer

upon different materials. They are so far known as controlled drug delivery systems-
a slow-releasing cancer (for example) medications that can be administered directly
where the cancerous tumor had been removed. He also pioneered a variety of remotely
controlled drug delivery systems that vary the amount of drug released through
electric impulse, ultrasound and magnetic field. Polymers are incredibly versatile
and one can use them to make them into all kinds of shapes and forms, including
nanoparticles.

How does the polymer work in developing a targeted drug delivery system? First,
one has to inject the nanoparticle into the body-that can travel around the body for a
long time, and ultimately find the target (diseased cells). A number of breakthroughs
have facilitated this control, coming from material science and life science, as well.
The integral thinking of bioengineering principles has enabled that event. Polymer
delivery systems have a great impact currently in making of transdermal patches, but
they are also in the pills, different implants, stents, etc. They are expected to have
a huge impact after clinical studies in next 10years. Some of them have antibodies
for the targeted diseased cells surface molecules and in that way they are attached to
it. The patents are numerous (about 300) and protected. So, controlled drug delivery
has two important mechanisms : one is the attachment of the drug exclusively for the
target (for example cancer cell and not the healthy one) while the other means that
the dosage is controlled and individualized/personalized which will avoid the side
effects sometimes critically detrimental and fatal [27-29].
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e Nanorobot concept

Nanotech medical robots (‘“nano-medi-bots”) is the concept which might develop
into the nano-device that might be able to: monitor body function; repair damaged
tissue at the nanoscopic level; deconstruct pathologic or abnormal matter or tissue
such as cancer or plaque; and refine human health and functioning.

Although nanomedibots have not been developed, there are ongoing advances
in nanofluidics and carbon nanotube flow sensors that could become their building
blocks. As nanotechnology and biotechnology advance, nanomedibots and engi-
neered useful microorganisms might be integrated.

Carbon is the element the most suitable for medical nanorobots, probably as
diamond or fullerene allotropic modification, probably due to extraordinary strength
and chemical inertia of diamond. Most of other light elements such as: hydrogen,
sulfur, oxygen, nitrogen, fluor, silicon, etc, will be used in special purposes in nano-
zupcanik and other components. It is impossible to say exactly how does the typical
nanorobot looks like? Their purpose would have been to travel through the blood
toward their target with precision of 500-3000 nm. Nanorobot can be 500-3000 nm
in size and can be ingested with food or aerosol. Each kind of Nano robot would be
designed to do a specific role.

Finally, maybe the most important: the nanorobot is being designed currently
[35].There is a lot of theoretical designs which look well on the paper, but they can
be fundamentally changed after development and testing. However, it seems to be
possible and this tendency to minimization will facilitate a lot of medical procedures
and approaches.

Beside nanorobot idea, where graphene could be potentially used, there are also
other options like the one shown in Figs.7.18, 7.19, and 7.20. The antibacterial
effect of the grapheme has been discovered as well, and could be potentially used in
hospitals, sterile labs and other facilities that require it (Figs.7.18, 7.19).

Fig. 7.18 precursor of nanorobot-microscopic machine roaming throughout the body
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Fig. 7.19 The idea of nanorobot and comparable nanoparticles in the cell

Fig. 7.20 Possible use of grapheme as antibacterial bandage

As technological advancement creates new opportunity in other realms of science,
so too does it in the world of medicine (Fig.7.21). Two new treatment modalities
are on the forefront of oncological intervention: nanoparticle therapy and alternating
magnetic fields on replicating cancer stem cells. Although in the early phases of
testing, the two show promise of accomplishing limited-to-no side-effects as well as
being as non-invasive as possible. These novel treatments could be used in combi-
nation with chemotherapy or radiotherapy, as indicated (Fig.7.22).

The nanoparticle model has had difficulty from its inception with the use of
quantum dots, later proven to be toxic.



7 Nanotechnology and Its Application in Medicine 199

Fig. 7.21 Creation of pseudomagnetic fields by graphene

ggo

Fig. 7.22 Nanoparticles in drug-delivery systems in cancer treatment

e New concepts developed under strong influence of nanotechnology

However, recent models have proven dramatically more effective as anti-cancer
agents through various methods of delivery [30-32]. The model proposes that
nanoparticles that are composed of silicon and can be coated with antibodies specific
for stem cell markers found on cancer stem cells, or similar molecular conjugates.
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Through enhanced permeation retention, vascularized tumors would become infil-
trated by these nanoparticles. Infrared radiation is then applied to the tumor, wherein
the cancer stem cells that now contained these particles would increase in heat at
a much greater rate than cells not containing the particles, thus killing the targeted
cells. Studies have been carried out for a variety of cancer types including, breast,
prostate and liver cancer [32].

Dynamic effects of therapeutic strategies directed against cancer stem cells (CSCs)
are also a part of nanotechnology development. A tumor tissue is a complex mix of
cancer cells at various stages of differentiation, from uncommitted CSCs through
various stages of cancer progenitor cells to matured cancer cells, with a concomitant
decrease in the levels of proliferative and/or metastatic potential. Both the CSC
niche with supporting cell types and the matured cancer cell compartment create an
intricate network of inter-dependency. Cancer therapy should ideally address both the
CSCs and the matured cancer cells by slowing down proliferation and production
of differentiated cancer cells and increasing apoptosis in both CSCs and matured
cancer cells. In a fast-growing cancer, tumor therapy might come too late and/or be
ineffective, or reduce tumor mass by killing matured cancer cells without targeting
the CSC niche.

The latter effect might stimulate CSC proliferation and increase the CSC pool,
which would consequently result in a resurgence of even larger numbers of matured
cancer cells. In another scenario, therapeutic intervention itself might provoke an
enlargement of the CSC pool by selecting for more radio- and chemoresistant CSC
clones.

These CSCs will have a superior ability to repair DNA damage upon radiotherapy
and/or overexpress members of the ABC transmembrane pumps, resulting in the
swift efflux of certain chemotherapeutics. Over time, this new generation of CSCs
could also include new mutant CSCs with even more aggressive signatures. CSC
therapy targets the CSC niche itself by attenuating the self-replicating potential of
CSCs and disturbing cellular crosstalk within the CSC niche. Increased apoptosis of
CSCs will result in a significantly smaller number of matured cancer cells, which
can then be addressed successfully with common anticancer therapies [33-35]. Thus,
anticancer therapy that only results in apoptosis of the matured cancer cells and/or
only inhibits the proliferation of CSCs provides a potential window of opportunity
for new and more aggressive CSC mutants to occur and might be unsuccessful if not
dangerous. It is expected that the elimination of cancer should target the CSC pool,
and successful treatment regimens would need to be the result of an orchestrated
“target and destroy” effect.

While the promise of reduced cross-effect oncological treatment via CSC targeting
gives great hope to the future of oncology and the patients that suffer from cancer, a
great deal of work still remains. CSCs are a moving target and exist in such a small
population that effective use of treatment modalities, although more promising than
some miRNA studies and the like, still does not, in its current state, exist as a viable
treatment option for all cancers. Much as microbiologists have difficulty in the world
of fighting an ever-adapting organism, so to shall the oncologist and researchers that
pursue this path. In combination with other therapies, however, it does appear that
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Fig. 7.23 Cellular nanosensors with diverse potentials: the future events?

a reduction in risk associated with current treatment modalities would be evident.
In light of the difficulty of the manipulation of the CSC model, the research that
has been done thus far is providing a solid framework upon which a new, improved
paradigm of oncological treatment will be established (Fig.7.23).

Viruses, parasites and bacteria are continuously mutating causing new diseases
of our natural immune system [3]. Theoretically, nanorobot could protect our body
from both current and future diseases. This would exclude the needed for vaccines
in order to acquire immunity against certain diseases. Imagine the world without flu,
or AIDS or other difficult viral or bacterial diseases!

e The future of nanotechnology in medical arena

As drugs get smaller, they will be able to easily “sneak” past the body’s defense
mechanisms and will be able to reach places that the drugs available today, cannot.
Because smaller compounds have a large surface area to volume ratio, these new
drugs should also be more reactive.

Tiny nanoparticles known as “quantum dots” can be made to give off different
colors depending on their size, and so used for cellular disease detection [34]. They
can also be made to attach to different biological components, such as certain proteins
in certain colors, making it much easier to analyze blood for specific components.

Nano technology used for destruction of diseased tissues makes use of Nano
shells, microscopic balls of glass coated in gold. Nano shells can also be designed to
bind to specific components in the body, and can then be heated by lasers to destroy
damaged tissue without causing any more damage to skin or other close by tissue.

It has already been said that the successful development of a medical nanorobot
would “change the world of medicine forever” (Figs.7.23, 7.24).
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Fig. 7.24 Nanoparticles permeating BB

Fig. 7.25 Dendrimer as medically applied nanoparticle preventing the entrance of viruses into the
cell

Conclusions and Future Directions

This chapter has taken in consideration the fundamental features of nanotechnology
(geometry and minimization), the structure of the atom (as particulate entity), the
synthesis of buckminsterfullerene’s, discovery of graphene structure and its possible
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application in medical fields of drug-delivery, nano-robotics, anti-cancer therapy,
anti-aging preparations, etc. It does comprehend the most fundamental physico-
chemical aspects of this matter discovered and classified within last decade.

Nanotechnology for sure prepare us to looking in the future with optimism: In
addition to innovation in other fields, nanotechnology will prompt the medicine
to remove obstruction in the circulatory system, kill cancer cells, or take over the
function of sub cellular organelles.

Killing viruses or bacteria, dissolving cholesterol or blood clots is very close to
be done on nanotechnology basis.

Discovering the earliest signs of the diseases, even before the actual symptoms
appear, is not a dream anymore.

We will be able to produce hearing aids that are actually a computer in each ear,
artificial retinas to restore sight and many other medical wonders[35].

Nanotechnology would allow the gene combinations take place at the levels of
molecules, rather than the larger gene. That would mean creating whole new organs
for people, organs which their bodies won’t reject as they do with transplanted human
organs. Some of these will come within the next ten years, for sure. These persistent
growing ideas will completely revolutionize the medical approach in sense of diag-
nosis, treatment and even prevention, minimizing equipment, space and errors that
are inevitable today. Let it flourish, while we are creating and dreaming!
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Chapter 8
Anomaly Detection Scheme for Medical Wireless
Sensor Networks

Osman Salem, Alexey Guerassimov, Ahmed Mehaoua, Anthony Marcus
and Borko Furht

Abstract Wireless Sensor Networks are vulnerable to a plethora of different fault
types and external attacks after their deployment. We focus on sensor networks
used in healthcare applications for vital sign collection from remotely monitored
patients. These types of personal area networks must be robust and resilient to sensor
failures as their capabilities encompass highly critical systems. Our objective is to
propose an anomaly detection algorithm for medical wireless sensor networks, able
to raise alarms only when patients enter in emergency situation and to discard faulty
measurements. Our proposed approach firstly classifies instances of sensed patient
attributes as normal and abnormal. Once we detect an abnormal instance, we use
regression prediction to discern between a faulty sensor reading and a patient entering
into a critical state. Our experimental results on real patient datasets show that our
proposed approach is able to quickly detect patient anomalies and sensor faults with
high detection accuracy while maintaining a low false alarm ratio.

0. Salem (X)) - A. Guerassimov - A. Mehaoua
LIPADE, University of Paris Descartes, Paris, France
e-mail: osman.salem@parisdescartes.fr

A. Guerassimov
e-mail: alexey.guerassimov @parisdescartes.fr

A. Mehaoua
Division of IT Convergence Engineering, POSTECH, Gyeongsangbuk-do, Korea

A. Mehaoua
LaBRI, Centre National de la Recherche Scientifique (CNRS), Bordeaux, France

A. Marcus - B. Furht
Department of Computer Science, Florida Atlantic University, Boca Raton, USA
e-mail: amarcul)@fau.edu

B. Furht
e-mail: bfurht@fau.edu

B. Furht and A. Agarwal (eds.), Handbook of Medical and Healthcare Technologies, 207
DOI: 10.1007/978-1-4614-8495-0_8, © Springer Science+Business Media New York 2013



208 0. Salem et al.

Introduction

With the rise and precision of current medical procedures and the healthy lifestyles
of many individuals turning towards a healthier lifestyle, the average lifetime
expectancy is ever increasing [1]. Doctors are able to better diagnose and treat
patients while the ability of individuals to cope and recover from illnesses is stagger-
ing. Technological advances incorporated with vast and accurate knowledge of the
human anatomy have allowed healthcare professionals the ability to handle almost
any scenario they encounter in individuals at hospitals and emergency treatment
facilities [1, 2]. As the average individual lifetime expectancy has increased, this has
also directly impacted our planets population and as such, a shortage of qualified
healthcare professionals to treat the sick and needy has become an issue.

Scientists and researchers have developed numerous solutions to this problem,
one of which allows patients to be remotely monitored utilizing networks of wire-
less sensors which relay, in real time, patient information to doctors and healthcare
providers. Advances in sensor technologies and high throughput networks continue
to refine the accuracy and increase the integrity and public trust of these systems. As
a direct result, more individuals elect to utilize these systems as they allow greater
freedom and mobility while maintaining the quality of care equivalent to direct med-
ical interaction and attention found previously only in hospitals, clinics, and other
specialized care facilities.

In medical applications, implementations of specialized Wireless Sensor Net-
works (WSN), known as Personal Area Networks (PAN) and Wireless Body Area
Networks (WBAN), are comprised of numerous small devices attached to or
implanted in the body of a patient. At present, many existing medical wireless devices
are used to collect various patient metrics and vital signs, such as Heart Rate (HR),
pulse, oxygen saturation (SpO2), Respiration Rate (RR), Body Temperature (BT),
Electro Cardio Gram (ECG), Electro Myo Gram (EMG), Blood Pressure (BP), Blood
Glucose Levels (BGL) and Galvanic Skin Response (GSR).

These networked medical sensors accumulate and transmit collected data to a
central device (i.e., base station, PDA, smart phone) for processing and storage,
This data may be then reevaluated and used to trigger medical alarms for caregivers
or healthcare professionals, upon detection of anomalies in the physiological data,
or clinical deterioration of monitored patients, to quickly react [2—4] by taking the
appropriate actions.

The use of PANs and WBANSs has been extended to monitor individuals having
chronic illnesses (i.e., cardiovascular, Alzheimer’s, Parkinson’s, Diabetes, Epilepsy,
Asthma) where these networks have enhanced the quality of life by: (i) reducing the
healthcare costs (overcapacity, waiting, sojourn time, number of nurses, etc.), and
(i1) providing mobility, while continuously collecting and relaying critical physio-
logical data to their associated healthcare providers, e.g., long-term monitoring of
patient recovery from surgical procedure after leaving the hospital, kinematic and
rehabilitation assessment.
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These types of Personal Area Networks (PAN), while extremely useful, are not
without problems such as faulty measurements, hardware failure, and security issues.
These networked small, lightweight wireless sensing devices also have additional
drawbacks such as reduced computational power and limited capacity and energy
resources. Sensor measurements from these networks are prone to a variety of other
types of anomalies including environmental noise, constant faults resulting from
bad sensor connections, energy depletion, badly placed sensors, malicious attacks
through data injection, modification or replay attacks which may cascade and directly
affect the collection point leading to unexpected results, faulty diagnosis, and a
reduction in public trust of these systems.

Medical sensors with wireless capabilities are available in the market (MICAz,
TelosB, Imote2, Shimmer [5], etc.). For example, ECG wireless sensor is connected
to three electrodes attached to the chest for real time monitoring of heart problems.
The pulse oximeter is used to measure the pulse and blood oxygenation ratio (Sp0O2),
through the use of infrared light and photosensor. These valuable information can be
exploited to detect asphyxia, insufficient oxygen (hypoxia) or pneumonia. A normal
SpO2 ratio typically exceeds 95 %. When this ratio is lower than 90 %, an emergency
alarm must be triggered due to possible lung problems or respiratory failure.

Sensor readings are unreliable and inaccurate [6, 7], due to constrained sensor
resources and wireless communication interferences, which make them susceptible
to various sources of errors. An improperly attached pulse oximeter clip or an exter-
nal fluorescent light may cause inaccurate readings. In [3], the authors found that
the sensing components were the first source of unreliability in medical WSNs, not
networking issues. Faulty measurements from sensors negatively influence the mea-
sured results and lead to diagnosis errors. Furthermore, this may threaten the life of
a patient after alerting emergency personnel for a code blue.

There may be many reasons for abnormal readings in WSNss [8], such as hardware
faults, corrupted sensors, energy depletion, calibration, electromagnetic interference,
disrupted connectivity, compromised sensors, data injection, patient with sweating,
detached sensor, and heart attacks or some other health degradation, etc. Therefore,
an important task is to detect abnormal measurements that deviate from other obser-
vations, and to distinguish between sensor faults and emergency situations in order
to reduce the false alarm rate.

Over time, these networks accumulate vast amounts of historical data about an
individual. Due to the enormity of information, it often becomes difficult to observe
and extract sensor metric correlations and to distinguish between a patient entering a
critical health state and a faulty sensor component. Therefore, an anomaly detection
mechanism is required to identify abnormal patterns and to detect faulty data.

In contrast to signature based intrusion detection systems, where signatures are
required to detect attacks, anomaly based systems [9] look for unexpected patterns
in data measurements received from sensors. The abnormal pattern is a deviation
from a dynamically updated normal model for sensed data, and is more adequate for
WSNs given the lack of attack signatures. It is also important to note that anomaly
based systems face challenges related to the training phase as it is difficult to find
normal data in order to establish an appropriate normal profile.
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Various anomaly-based detection techniques for sensor fault identification and
isolation have been proposed and applied [9-12]. Distributed detection techniques
identify anomalous values at individual sensors to prevent the transmission of erro-
neous values and reduce energy consumption. These techniques require resources
that are not available in the sensors, and their accuracy is lower than centralized
approaches, which have global view for spatio-temporal analysis.

Physiological parameters are correlated in time and space, and correlation must
be exploited to identify and isolate faulty measurements, in order to ensure reli-
able operation and accurate diagnosis result. Usually, there is no spatial or temporal
correlation among monitored attributes for faulty measurements.

In this chapter, we focus on anomaly detection in medical wireless sensor readings,
and we propose a new approach based on machine learning algorithms to detect
abnormal values. First we use J48 [13] decision tree algorithm to detect abnormal
records, and when detected, we apply linear regression [14] to pinpoint abnormal
sensor measurements in an abnormal record. However, physiological attributes are
heavily correlated, and changes occur typically in at least two or more parameters,
e.g., in Atrial Fibrillation (AF) and Asthma disease, the heart rate and respiration
ratio increase simultaneously.

Our proposed solution is intended to provide reliability in medical WSNs used
for continuous patient monitoring, where we detect anomalies in a patient’s health,
and differentiate between the individual entering a critical health state and faulty
readings (or sensor hardware). We seek to reduce the false alarm rate triggered by
inconsistent sensors readings.

The rest of this chapter is organized as follows. In section “Related Work”, we
review related work on anomaly detection and machine learning algorithms used in
medical WSN. Section “Background” describes briefly linear regression and decision
tree algorithm (J48) used in our detection system. The proposed approach is explained
in section “Proposed Approach”. In section “Experimental Results”, we present our
results from experimental evaluation, where we conduct a performance analysis of
the proposed solution over medical dataset. Finally, section “Conclusion” concludes
the chapter with a discussion of the results and future work.

Related Work

WSNs are becoming a major center of interest as they provide a viable solutions
to avoid unnecessary casualties in many fields such as military, civil protection or
medicine. Various vital sign monitoring systems have been proposed, developed
and deployed, such as MEDIiSN [4] and CodeBlue [15, 16] for monitoring HR,
ECG, SpO2 and pulse, LifeGuard [17] for ECG, respiration, pulse oximeter and BP,
AlarmNet [18] and Medical MoteCare [19] for physiological (pulse and SpO2) and
environmental parameters (temperature and light), Vital Jacket [20] for ECG and
HR. A survey of medical applications using WSNss is available in [21, 22].
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However, collected data by WSNs have low quality and poor reliability. Many
approaches for anomaly detection in WSNs have been proposed to detect abnor-
mal deviation in collected data, and to remove faulty sensor measurements. Authors
in [23] propose an algorithm for the identification of faulty sensors using the mini-
mum and the maximum values of the monitored parameters. Any received measure-
ment outside the [min-max] interval is considered an outlier or inconsistent data. In
medical applications, we can not assume that all patients will have the same attribute
interval ranges as the min-max values depend on sex, age, weight, height, health
condition, etc.

Authors in [24] propose a hierarchical (cluster based) algorithm to detect out-
liers from compromised or malicious sensors. The proposed method is based on
transmission frequency, and KNN distance between received values from different
sensors. However, it is impractical in medical applications to put redundant sensors
for monitoring the same parameters. A simple prediction and fault detection method
for WSNs was proposed in [25]. The proposed algorithm is based on the detection
of deviations between the reference and the measured time series. The proposed
approach uses a predefined threshold and has been evaluated on the 3 types of faults:
short time, long time and constant fault.

Authors in [11] propose a distance based method to identify insider malicious
sensors, while assuming neighbor nodes monitoring the same attributes. Each sensor
monitors its one hop neighbors and uses Mahalanobis distance between measured
and received multivariate instances from neighboring sensors to detect anomalies
in a distributed manner. Authors in [26] propose a voting based system to detect
such events. Authors in [10] propose a failure detection approach for WSNs, which
exploits metric correlations to detect abnormal sensors and to uncover failed nodes.

Authors in [27] explore four classes of methods for fault detection: rule-based,
estimation-based, time series analysis, and learning based methods. They investigate
fixed and dynamic threshold, linear least squares estimation, Auto Regressive Inte-
grated Moving Average (ARIMA), Hidden Markov Model (HMM)), etc. The authors
found no best class of detection methods suitable for every type of anomaly.

Data mining techniques and machine learning algorithms have also used in
WSNs to detect anomalies in multidimensional data. For example, Naive Bayes [28],
Bayesian network [29], Support Vector Machine (SVM [30]), etc. Authors in [31]
propose an approach based on Support Vector Machine (SVM) and k-nearest neigh-
bor (KNN) for anomaly detection in WSNs. Authors in [32] use an unsupervised
approach for anomaly detection in WSNs, which is based on Discrete Wavelet Trans-
form (DWT) and Self-Organizing Map (SOM). The DWT is used to reduce the size
of input data for SOM clustering.

Authors in [33] propose the use of logistic regression modeling with a static
threshold to evaluate the reliability of a WSN in the industrial field with a large
number of sensors, and without updating the training model to be able to identify the
cause of a potential loss of reliability. On the same scale of large sensor networks,
authors in [13] propose a diagnosis method based on the enhanced C4.5 (/48 or
decision tree algorithm) which merges the local classifiers into a large spanning tree
to answer for the whole network accuracy. Another type of WSN deployment is
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presented in [28], which shows how to monitor the physical activity of a person
using Sun SpOT sensors attached to the thighs. Authors use naive Bayes based
machine learning algorithm to determine if the person is sitting, standing, lying
or walking. However, they do not consider that the values may be corrupted due to
faulty hardware. Similarly, the authors in [34] present a system capable of discerning
between mental stress states from relaxation states using logistic regression based
on the heart rate variability.

In this chapter, we will use decision tree (J48) and linear regression algorithms
to detect abnormal records and to pinpoint abnormal sensors reading. J48 is used
to classify records and to reduce temporal complexity, and linear regression is used
to predict current values. As physiological parameters are correlated, if only one
monitored attribute deviates from estimated value, we classify the reading as faulty
and perform data cleaning, and in the other cases, we trigger an alarm for patients
entering into a critical state.

Background

In this chapter, we consider N medical wireless motes (S1, . . . , Sy) attached to patient
in order to monitor specific physiological parameters, as depicted in Fig. 8.1. These
sensors transmit the collected data to the base station (smart phone) for real time
analysis and alerting healthcare professionals when required. The base station may
also transmit collected data to a remote/local DB for storage. The base station has
higher computational power, memory storage and a greater transmission range than
sensors. Collected data is analyzed at the base station before transmission to detect
anomalies and raise alarms when a patient enters a critical state.

Healthcare professionals

Fig. 8.1 WSN for collecting vital signs and raising alarms
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The collected measurements for physiological parameters are represented by the
data matrix X = (X,) where i is the time instance, j represents the monitored
parameter. We denote by Xy = (X1x, X2k, - - -, Xs) the time series associated with
each parameter. X} is a column in the data matrix X given in Eq.8.1.

X1 X X3 - X,
151 X11 X12 X13 - Xln

Iy | X21 X22 X23 -+ X2p 8.1
X= L .

Im Xml Xm2 Xm3 *** Xmn

The collected data on the smart phone must be processed in real time for online
anomaly detection. These measurements are probably of low quality and reliability,
due to the constrained resources of sensors and the deployment context (sweat,
detached, damaged sensor, interrupted communications, etc.). The accuracy of this
monitoring system relies on the received data, where faulty measurements trigger
false alarms for caregiver. Therefore, to increase the accuracy of diagnosis result,
faulty observations must be detected and isolated to reduce the false alarms and to
prevent faulty diagnosis.

To detect abnormal values, we use decision tree algorithm (J48) to classify records
(or line) as normal or abnormal. When an abnormal record is detected, the linear
regression algorithm is used to predict current measurements for each parameter, and
when the difference between predicted and current value is larger than the predefined
threshold, a correlation analysis is conducted to differentiate between faulty sensor
and patient health degradation.

In the rest of this section, we briefly review decision tree (J48) and linear regression
algorithms used in our approach. For detailed information about these algorithms,
please refer to [14].

Decision Tree J48

J48 [13] is an implementation of the decision tree algorithm C4.5 (proposed by Ross
Quinlan), and belongs to the family of the supervised machine learning approaches.
Like other decision tree algorithms used in classification, J48 uses training set to
generate an optimal tree structure, which will be used to classify the arriving data
flow (test set).

The decision tree classification is a process starting at the root of the tree, where
each node of the tree is an independent decision that leads to another node, and
continues until a leaf node is reached. The leaf nodes represent the outcome of the
classification. In our model, the tree nodes are the monitored physiological attributes
and the leaf nodes are the class (normal and abnormal).

The decision process in J48 is based on the information carried by each attribute.
This information is used by the algorithm to establish a hierarchical classification
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from root to leafs of the decision tree, and it is represented by the Information Gain
IG(X, X;) in Eq.8.4:

IGX. X)) =HX) = Y. %H(xik) (8.2)

xir€X

Where H (X) is the entropy of the association between a training record (r;) and the
nominal class (normal or abnormal) given in Eq. 8.3, and x; are the values taken by
the attribute Xj.

1
HX) =3 plrilog, () (8.3)

rieX

The attributes with higher Information Gain are placed on the top of the tree, as the
most relevant decisions are taken on early for faster classification and to optimize the
calculation time. The Information Gain does not take into account the distribution of
attribute values between the classes. The Gain Ratio (GR) is used to take into account
the class splitting factor of each attribute :

1G(X, X,
GR(X. Xp) = ﬁ 8.4)

Where the Splitting Information is given by:

n
ik | |xix |

SIX, xip) = — —10gy —
= X 1X]

(8.5)

Where 7 is the number of classes, and SI(X, x;;) is the entropy of the apparition of
the x;; within each class. Therefore, by calculating the gain ratio for each attributes,
we will be able to hierarchically distribute those attributes into the tree nodes.

Linear Regression

Linear regression is a statistical method which models a dependent variable y;; using
a vector of independent variables x;; called regressors. The goal is to predict the
value of yj; at time instant #; given the value of other attributes. The model itself is
represented by the following relationship:

yik = Co + Cixi1 + Coxpp + - - + Cuxipy (8.6)
Where yj is the dependent variable, x;; are the regressors and C,, are the coefficients

of the regressors (weights). These coefficients are calculated in the training phase as
the covariance of X and Yy is divided by the variance of X.
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_ Cov(Xy, Vi) 2 (xie — Xk) (vie — Yi)

= " 8.7)
Var (Xy) > (i — X)

The linear regression is used to predict the value of y;; by using the other attributes
in the same instance Xx;jj«x, and to compare the predicted (y;x) with the actual value
of x;j; to find if it fits within a small margin of error.

Proposed Approach

We consider a general scenario for remote patient monitoring, as shown in Fig. 8.1,
where many wireless motes with a restricted resources are used to collect data, and a
portable collection device (e.g., smart phone) with higher resources and greater trans-
mission capability than WSN motes, is used to analyze collected data, and to raise
alarms for emergency team when abnormal patterns are detected. We seek to detect
abnormal values, in order to reduce false alarms resulted from faulty measurements,
while differentiating faults from a patient’s health degradation.

The proposed approach is based on decision tree and linear regression. It builds a
decision tree and looks for linear coefficients from normal vital signs that fall inside
restricted interval range of monitored attributes. In the rest of this chapter, we focus
only on the following vital signs: HR € [80 — 120], pulse € [80 — 120], respiration
rate € [12 — 30], SpO2 € [90 — 100], T° € [36.5 — 37.5]. Attributes values that fall
outside these (restricted) normal intervals are considered abnormal. HR and pulse
reflect the same attribute from different sensors, where pulse is obtained from the
pulse oximeter and HR is measured as the number of interbeat intervals (R-R) in
ECG signal.

Algorithm 1 Anomaly detection approach

1: for all received record R; during 7" do
2:  Classify R; using J48;

3: if Class(R;) =="ABNORMAL’ then

4. for all x;; do

5 ik = 21k Gixig

6: ctr+=(|x,'kffc,‘k| >01%xx)?21:0
7: end for

8: if ctr > 2 then

9: Raise alarm for healthcare;

10: end if

11:  endif

12: end for

Equation 8.8 shows the residual threshold used to detect abnormal measurement:

e = |xl~k — )%ik’ > 0.1 * Xj (8.8)
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The proposed approach is based on two phases: training and detection. In the training
phase, machine learning methods generate a model to classify data, and in the testing
phase, inputs are classified as abnormal if they deviate from the established model.
The J48 decision tree model (built using training data within restricted intervals) is
used in our approach to classify each received record as normal or abnormal. In our
experiments, the decision tree was the most efficient classification algorithm. The
tree model is a set of rules (if-then) which is inexpensive to build, robust, and fast in
processing as it is based on numerical comparisons for classification. Furthermore,
abnormal instances detected by J48 will only trigger the forecasting with linear
regression, and this is why we use restricted small intervals for monitored attributes
in the training phase.

If arecord is classified as abnormal by J48, we recursively assume that an attribute
(xix) is missing, and the coefficients of linear regression are used to estimate the
current value for this attribute (X;x) with respect to the others (x;jjj<), as given in
Eq. 8.9 for heart rate estimation:

HR; = Co + CPulse; + CoRESP; + - - - + CsT; (8.9)

If the Euclidian distance between current (HR;) and estimated (HARi) values is larger
than the predefined threshold (10 % of estimated value) for only one attribute, the
measurement is considered faulty and replaced by estimated value with linear regres-
sion. However, if at least two readings are higher than the threshold, we trigger an
alarm for response caregiver emergency team to react, e.g., heavy changes in the HR
and reduced rate of SpO2 are symptoms of patient health degradation and requires
immediate medical intervention. The majority voting is the optimal decision to detect
events and correct faults, as the probability of many attributes (2 or more in our exper-
iments) being faulty is very low.

J48 is used to reduce the computation complexity, and to prevent the estimation
of each attribute for each instance on the base station. J48 is based on few compar-
isons for classification, and the combination of both approach for fault detection and
classification is used. Sliding windows are not used in our experiments to reduce the
complexity. When the model is well specified within the training data, updating or
rebuilding the models requires additional complexity (temporal and spatial) without
a large impact to the performance.

Experimental Results

In this section, we present the performance analysis results of the proposed approach
for anomaly detection in medical WSNs. Afterwards, we conduct an analysis to
study the impact of the decision threshold on true positive and false alarm ratios.
We used real medical data from the Physionet database [35], which contains 30392
records, and each record contains 12 attributes (ABPmean, ABPsys, ABPdias, C.O.,
HR, PAPmean, PAPsys, PAPdias, PULSE, RESP, SpO2, T°). We only focus on 5
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Fig. 8.2 (a) Heart Rate (HR), (b) Pulse, (¢) Respiration rate, (d) Oxygenation ratio and body
temperature

attributes: HR, PULSE, RESP, SpO2 and T°. The variations of Heart Rate (in beat
per minute - bpm), Pulse and respiration rate are presented in Fig.8.2a, b and ¢
respectively. Figure 8.2d shows the variations of SpO2 (oxygenation ratio) and the
body temperature (constant value: 37°C).

Figure 8.3a, b shows the predicted and error (difference between actual and pre-
dicted) values for HR with linear regression. The measured values of HR (actual) are
presented in Fig. 8.2a. To test the efficiency of the used algorithms, we compare the
results (predicted and error) with different classifiers using the WEKA [36] toolkit:
Decision Table, Additive Regression and KNN for K = 3.

Figure 8.3c, d shows the same results (predicted and error respectively) with addi-
tive regression tree, where the error is higher than linear regression. Figure 8.4a, b
shows the results for KNN which is more computationally expensive (slow) and
has an error higher than additive regression. Figure 8.4c, d shows the results of
the decision table classifier, which had the worst results of all the classifiers used.
Figure 8.5¢ shows the mean absolute error for each of these classifiers, where decision
table achieves the prediction with the highest mean error rate, followed in descending
order by KNN, additive and linear Regression. Linear regression had the lowest error
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Fig. 8.3 (a) Predicted HR using linear regression, (b) Errors of prediction, (¢) Predicted HR using
additive regression, (d) Errors of prediction

percentage and the best overall performance out of the three classifiers, which is also
why we use this classifier in the rest of this chapter.

Figure 8.5a shows the variations of the pulse and the respiration rate. Figure 8.5b
shows the raised alarms by our proposed approach. The first alarm is raised when
reported values for pulse and SpO2 (Fig. 8.5a) are abnormal in the same instant (both
attributes are measured by the same sensor). The second alarm is triggered by the
abnormal values of the HR attribute. These abnormal values are visible in Fig. 8.2a,
b, ¢, and d when corresponding attributes suddenly fluctuate or decrease to zero.

To evaluate the performance of the proposed approach, we used the ROC (Receiver
Operating Characteristic) to show the relationship between the true positive rate
(Eq.8.10) and the false positive rate (Eq.8.11).

TP
TPR= —— (8.10)
TP + FN

Where TP is the number of true positives, and FP is the number of false positives.
The false positive rate (FPR) is defined as:
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Fig. 8.4 (a) Predicted HR using KNN (k=3), (b) Errors of prediction, (c) Predicted HR using
decision table, (d) Errors of prediction

P

FPR= ————
FP+ TN

8.11)

The ROC curve is used for accuracy analysis. A ROC curve is a graphical rep-
resentation of the true positive rate versus the false positive rate when varying the
value of the decision threshold. In general, a good detection algorithm must achieve
a high detection ratio with the lowest false alarm rate. Figure 8.5d shows the ROC for
the proposed approach where the first nominal classifier is J48, Logistic regression,
NaiveBayes and Decision Table respectively. The J48 classifier achieves the best per-
formance with TPR = 100 % and FPR = 7.4 %. These results demonstrate that our
proposed approach can achieve very good accuracy for detecting motes anomalies.

Conclusion and Perspectives

In this chapter, we proposed a new framework which integrates decision tree and
linear regression for anomaly detection in medical WSNs. The proposed approach
achieves both a spatial and temporal analysis for anomaly detection. We have
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evaluated our approach on real medical data with many (both real and synthetic)
anomalies. Our experimental results demonstrated the capability of the proposed
approach to achieve a low false alarm rate with high detection accuracy.

We are currently investigating the performance of the proposed approach on real
medical wireless sensor traffic using Shimmer platinum development kit [5]. In the
future, knowing that most collected sensor measurements are normal, we look to
experiment with data aggregation locally on the sensor motes to reduce the amount
of exchanged data between the wireless sensors and the sink node without sacrificing
accuracy.
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Chapter 9
Predicting the Outcome of Antihypertensive
Therapy Using Knowledge Mining

Srdjan Sladojevic, Miroslava Sladojevic, Katica Pavlovic,
Nada Cemerlic-Adjic and Dubravko Culibrk

Introduction

Arterial hypertension represents the most common non-communicable disease of
our time. The prevalence of hypertension varies according to gender and age criteria,
but also depends on the geographical, ethnic and racial factors and has the character
of an epidemic [1]. Among the adult population, arterial hypertension is considered
as one of leading risk factors for the development of atherosclerosis. In a number of
epidemiological studies, elevated blood pressure has been identified as a risk factor
for heart failure, cerebrovascular disease, peripheral artery disease, renal failure, and,
more recently, atrial fibrillation [2, 3].

Observational evidence is also available in support of the fact that blood pressure
levels correlate negatively with cognitive function and that hypertension is associated
with an increased incidence of dementia [4].

According to the latest data from the World Health Organization (WHO), one in three
adults worldwide has raised blood pressure, a condition that causes around half of
all deaths from stroke and heart diseases. An estimated 75 million Americans have
hypertension. However, blood pressure is controlled and reduced to a healthy level
in less than one in three [5]. Globally, hypertension is an even greater problem, with
13.5% of all deaths attributed to blood-pressure-related diseases. Majority of those
who suffer from this affliction belong to lower economic strata [6].

It should be noted that 30 % of adults are not aware that they suffer from hypertension,
40 % of patients with proven hypertension do not follow prescribed therapies, while
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67 % of those undergoing treatment fail to keep the blood pressure values below
140/90 mmHg [7].

The continuous relationship between the blood pressure level and cardiovascular risk
makes for a somewhat arbitrary definition of hypertension.

Optimal blood pressure is lower than 120/80 mmHg. Hypertension is defined as a
systolic blood pressure of 140mmHg or higher, or a diastolic blood pressure of
90 mmHg or higher, measured at least twice on separate days [7]. Hypertension is
associated with changes in different organ systems of the body, such as left ven-
tricular hypertrophy (LVH), proteinuria and renal failure, retinopathy and vascular
dementia, jointly referred to as “target organ damage” (TOD). Although the majority
of patients with hypertension remain asymptomatic for decades, a careful early eval-
uation identifies those with, or at risk of, target organ damage. Early identification of
these patients and achieving blood pressure goals could potentially reverse early tar-
get organ damage and improve outcome in these patients. The effective management
of hypertension is therefore an important primary health care objective in managing
cardiovascular and renal disease [1].

In hypertensive patients, the primary goal of treatment is to achieve the maximum
reduction in the long-term total risk of cardiovascular morbidity and mortality. This
requires treatment of all the reversible risk factors identified, including smoking,
dyslipidaemia, abdominal obesity or diabetes, and the appropriate management of
associated clinical conditions, as well as treatment of the raised blood pressure
per se [8]. Latest recommendations suggest that blood pressure should be lowered
to <140/90 mmHg at least, and more aggressive antihypertensive treatment should
be pursued in diabetic patients, for whom a target blood pressure of <130/80 mmHg
appears to be a reasonable one.

Regarding antihypertensive therapy, standard major classes of antihypertensive
agents used are:

e Thiazide diuretics,

Beta-blockers,

Calcium channel blockers (CCBs),
ACE inhibitors and
Angio-tensin-receptor blockers (ARBs).

These agents are suitable for the initiation and maintenance of antihypertensive treat-
ment, whether used separately or combined. A not listed class, Alpha-blockers, could
be considered as a therapeutic option, particularly for combination therapy [9].

Knowledge discovery and data mining have achieved numerous successful applica-
tions in the domain of medicine over the last 30 years. However, there has not been
a widespread adoption of the practice in some fields, such as cardiology, regardless
of the potential benefits this could lead to.

This chapter provides a detailed description of a novel study aimed at the development
of a predictive model that is able to estimate the success of antihypertensive therapy
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using data mining techniques. In addition, an extensive overview of the different
applications of data mining tools to the domain of cardiology is provided. Using the
study as an example, we discuss the particularities involved with the data collection,
preprocessing, domain expert involvement and knowledge mining in cardiology.

The study at the focus of this treatise is based on data that has been accumulated
during clinical treatments of 388 patients, both men and women (equally distrib-
uted), aged 23-86 years. The patients were hospitalized between 2004 and 2008 and
were diagnosed with hypertension. Control examinations were performed within
the average period of around 6 months after hospitalization by ambulatory, 24 h,
blood-pressure monitoring.

The exams yielded a balanced training and testing dataset, containing nearly the same
number of successfully and unsuccessfully treated patients. The set contains the same
number of men and women, where 58 % of patients regulated blood pressure and
42 % of patients did not. Each instance in the set is described by 385 attributes, which
represent patients’ personal data, anamnesis, laboratory tests and medical history.

Using a well known, open source data mining tool Waikato Environment for Knowl-
edge Analysis (WEKA) [10], various machine learning algorithms have been applied
in order to build a model, which can predict the results of antihypertensive therapy.

Of the various classifiers evaluated, C4.5 decision trees, in the grafted basic version,
exhibited the best performance. Thus, a predictive model able to predict success of
antihypertensive therapy with over 80 % accuracy has been developed. This level of
accuracy justifies the implementation of predictive models in medical practice as this
would increase the success of therapy when it comes to patients with hypertension.

The rest of the chapter is organized as follows: Sect.“Related Work™ provides
an overview of the related work, Sect. “Methodology” presents the methodology,
Sect. “Experimental and Results” describes the experiments conducted and the results
achieved. Section “Conclusions and Future Directions” holds our conclusions and
provides some possible directions for future work.

Related Work

Predicting the outcome of a disease is one of the most interesting and challenging
tasks in the field of data mining applications. Very few works have been published
on the topic of comparison of classification techniques in different areas before 2002
[11]. Today, there is growing interest of researchers in this area.

Researchers in other fields may not be aware of the particular constraints and difficul-
ties associated with the use of privacy-sensitive, heterogeneous, but voluminous data
in medicine. Kryzstof et al. in their paper [12] describe the uniqueness of medical
data mining. Ethical and legal aspects of medical data mining are discussed, includ-
ing data ownership, fear of lawsuits, expected benefits, and special administrative
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issues. They noticed that medicine is primarily directed at patient-care activity, and
only secondarily as a research resource. Thus, it is not easy to collect useful mater-
ial for research. Also, in the medical data mining, often, one can get unpredictable
results because human medical data are at once the most rewarding and difficult of
all biological data to mine and analyze. As the authors state: “For an appropriately
formulated medical question, finding an answer could mean extending a life, or giv-
ing comfort to an ill person. These potential rewards more than compensate for the
many extraordinary difficulties along the pathway to success”.

In 2008, Sumit Bhatia et al. [ 13] presented a decision support system for heart disease
classification based on Support Vector Machines (SVM) [14] and an integer-coded
Genetic Algorithm (GA) [15]. Simple Support Vector Machine (SSVM) algorithm
has been used to determine the support vectors in a fast, iterative manner. The integer-
coded genetic algorithm was used to select important and relevant features and discard
those irrelevant and redundant, in order to maximize SVM ‘s classification accuracy.
Genetic algorithms are a family of computational models inspired by evolution.
These algorithms encode a potential solution to a specific problem on a simple chro-
mosome like data structure and apply recombination operators to these structures
so as to preserve critical information. The heart disease database used in the study
included 303 cases and only 13 diagnostic features from the University of California,
Irvine (UCI) dataset. This database contains four data sets from the Cleveland Clinic
Foundation, Hungarian Institute of Cardiology, V.A. Medical Center and University
Hospital of Switzerland. In the Cleveland dataset used in this research, the problem
of prediction can be treated as a 2-class problem, where one should predict whether
a patient suffers from heart disease or not, or a 5-class problem, where one should
predict whether a patient suffers from heart disease, as well as the type of disease.
The integer coded genetic algorithm is able to find the optimal feature subset, which
maximizes the SVM’s classification accuracy and reduces the number of features
used for classification. The SSVM algorithm is implemented using the simpleSVM
toolkit and the performance of SVM is fine tuned by carrying out a detailed experi-
mentation to determine the effect of different parameters provided with the toolkit.
The maximum accuracy is obtained using ‘one against one’ multi-class SVM with a
Radial Basis Function [16] kernel, with a width of 0.025 and penalty factor of 150.
The application of the genetic algorithm for feature selection enhanced the perfor-
mance of the SVM as a 5-class classifier to 72.55 % accuracy, indicating the potential
for using the system as a practical decision support system. As a two class problem,
the proposed method achieves 90.57 % accuracy, which surpasses that of any other
published method on the dataset.

The applications of data mining in this domain are not always restricted to clas-
sification. Jinyan Li it et al. [17] tried to find rules in the dataset which could be
useful to medical practitioners. They used association rule mining to capture signif-
icant dependences between items in transactional datasets. For the Cleveland heart
disease dataset they identified a large number of rules with significant support and
confidence. Two of the rules found were of particular interest. The first indicated
that if the two symptoms, ST-T wave abnormality [18] and exercise-induced angina,
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appear, then the patients definitely suffer from heart disease of some degree (either
slight or serious). The second rule showed that regardless of being male or female
and whether suffering from heart disease or not, once the left-hand side symptoms
appear, the patients must suffer from a typical angina and their fasting blood sugar is
lower than 120 mg/dl. Rules such as this can be of great help to medical practitioners.

Sladojevic et al. [19] used data mining to find relationships and patterns within
medical data and to develop new predictive models that are able to estimate the
post-therapeutic ECG status of the patient based on the prescribed therapy. Sev-
eral techniques of data mining have been used to search for relationships in a sam-
ple extracted from the clinical database of the Institute of Cardiovascular Diseases,
Vojvodina, Serbia, in order to find new useful knowledge which could aid the ther-
apy of patients with hypertension. A predictive model was developed which is able
to predict the ECG status of a patient at the control test stage. The best prediction
results are achieved by boosting C4.5 [20] decision tree classifiers. They were able
to predict the status with 87.52 % accuracy.

Vaithiyanathan et al. [21] proposed a medical decision support system for heart dis-
ease risk classification, which is also based on a decision tree classifier. Standard UCI
benchmark database of heart disease, literature from journals and expert discussions
have contributed to the design of an attribute set for Ischemic Heart disease for the
population in India. Their dataset was collected from the Cardio Thoracic Depart-
ment, Medical College, Chennai, India from January to April 2011. A total of 712
patients examined were classified into 4 classes using a C4.5 decision tree classifier.
Pre-processing steps were used to select a dataset pertinent to 662 patients. Their
classification problem could be formulated as a 2-class or a 4-class problem, in order
to predict whether the disease exists or not, or predict the exact type of disease. The
authors conducted their experiments using WEKA and evaluated the performance
of their methodology using10-fold cross validation. The achieved accuracy of the
4-cass classifier is 82.33 %. An accuracy of 92.56 % is achieved, when the problem
is reduced to 2-class prediction. When evaluated on the UCI Cleveland dataset, their
methodology achieved accuracy of 78.91 %.

The application of data mining to the problem of predicting hypertension-related
issues has not been explored extensively in the literature. Michael Wozniak in the
paper [22] used base and boosted decision trees to achieve diagnosis of the type of
hypertension (essential hypertension and five types of secondary ones: fibroplastic
renal artery stenosis, atheromatous renal artery stenosis, Conn’s syndrome, renal cys-
tic disease and pheochromocystoma). The model based its decision solely on blood
pressure values, general information and basic biochemical data. Author compared
achieved accuracy for base C4.5 and ADtree [23], as well as their boosted versions in
a few experiments. The result of C4.5 was not satisfactory, but the result achieved by
boosting of ADtree (83.30 %) was acceptable to the human experts. While Wozniak’s
approach has some similarity to the approach described in this chapter, the approach
presented here deals with the success of hypertensive therapy, rather than diagnosis.
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In another study by the same author [24] the development of a hybrid two-stage
classifier for the diagnosis of the type of hypertension is proposed, once again focuse
on essential hypertension and five types of secondary hypertension: fibroplastic renal
artery stenosis, atheromatous renal artery stenosis, Conn’s syndrome, renal cystic dis-
ease and pheochromocystoma, same as in previous described work. The first step is
used to decide if the patient suffers from essential or secondary hypertension. This
classification is done using the ADtree algorithm. The second step of classification
specifies which type of secondary hypertension the patient is suffering from. The
second stage of classification is done using human-expert-specified rules. The clas-
sification is once again based solely blood pressure, general information and basis
biochemical data. The dataset contained 1425 patients with hypertension, 912 with
essential and 513 with secondary, who had been treated in the Hopital Broussais,
Paris, France. Both WEKA and the author’s own software were used to train and
evaluate the proposed methodology. Once again, 10 fold cross-validation was used,
as it is done in the study presented here. For the first stage of classification the best
result was achieved by boosting ADTree (83.30 %), while for the second stage, the
accuracy of 73.07 % was achieved, using human-expert-specified rules. The author’s
general conclusion is that boosting does not improve the performance of each clas-
sifier in each classification task.

Mevlut et al. [11] evaluated the performance of several classification techniques on
the problem of predicting the risk of essential hypertension disease. A retrospective
analysis was performed in 694 subjects and the performance of three decision trees,
four statistical algorithms, and two neural networks has been compared. In this study,
data were analyzed using Answer Tree 2.1, SPSS 10.5, S-plus 6.1 and NeuroSolutions
4.3. The study did not consider any freely available and/or open source software.
Predictor variables (attributes) were age, sex, the family history of hypertension,
smoking habits, lipoprotein (a), triglyceride, uric acid, total cholesterol and Body
Mass Index (BMI). Furthermore, the performance of models was evaluated in terms
of sensitivity, specificity, and the predictive rate. The same metrics are used in the
study presented in this chapter. Mevlut et al. concluded that, although decision trees
and statistical algorithms are capable of extracting patterns and relationships hidden
deep in medical datasets, their results are useless when predicting the risk of essential
hypertension disease. Neural networks produced the best results, both on the training
set and the test set. They concluded RBF and Multi-Layer Perceptron (MLP) [25]
neural networks were the techniques of choice to predict hypertension in control
groups. They suggested that the use of several different methods should be explored
in each specific future study, since the method with the best classification performance
may differ from one data set to another. Taking the advice of Mevlut et al. we adopted
the approach of evaluating a large number of different algorithms.
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Methodology

Among several freely available data mining tools, WEKA is arguably the most pop-
ular and has therefore been selected to carry out the experiments conducted within
our study.

WEKA is a collection of machine learning algorithms for data mining tasks. The
algorithms can either be run using WEKA’s graphical user interface or invoked within
Java code. WEKA contains tools for data pre-processing, classification, regression,
clustering, association rules mining, as well data visualization. It also facilitates the
development of new machine learning schemes [26].

WEKA is open source software issued under the GNU General Public License. It
allows its users to perform the necessary experiments efficiently and enables the
subsequent realization of practical systems for prediction and classification [10].

Data Collection

The first step of any data mining study is to prepare the dataset, which will be
used for model training and validation. Most clinical information systems still lack
options to export data in a format compatible with data mining tools available. Data
is dispersed across different databases and tables. Some of the data is confidential
and confidential parameters need to be encrypted before they can be used. A major
problem is that medical practitioners still mostly store data using Microsoft Excel or
Word documents, making it hard to perform automatic extraction of relevant features.
Even in clinical information systems, a lot of information pertinent to a patient, such
as anamnesis and previous diseases, is stored in blob fields and there is no way to
automatically retrieve features for the dataset. The medical information systems are
still fragmented across institutions and some data is still stored on paper and has to
be manually entered into datasets, especially in developing countries.

When creating the dataset used in this study the following procedure was used:

e Relevant database tables within the clinical information system were filtered to
extract data of interest, e.g. for the specific period, type of disease etc. They were
exported as Microsoft Excel files.

e The Excel files were imported into a new database to enable to facilitate further
processing.

e Tables and fields were de-normalized in order to get one joint table with redundant
data, which could later be converted to files compatible with WEKA. WEKA
supports its native format ‘arff” or Comma Separated Values (CSV) files.

e For multi-valued attributes the values were binarized. For each of the multiple
values, a new binary attribute was created to indicate the presence of the value in
an instance. The reason behind this is in the fact that some of the data could not
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be de-normalized in a straight forward manner. Consider, for instance, the therapy
information used in this study. Each patient can have more than one therapy pre-
scribed. In the joint table this information could not be represented by a single field,
without violating the requirement of having a single row per patient (instance).
Therefore, the therapy information attribute had to be binarized, yielding 260 new
attributes, each describing the use of a single type of therapy for a patient. The
attributes’ values were ‘YES’ or ‘NO’ and indicated whether the patient received
that therapy or not.

e The final joint table was exported to a CSV file.

e ARFF header was subsequently added to the file, containing the specification of
the names of all attributes and their types. As WEKA requires all possible values
to be specified for categorical attributes, database queries were used to identify
these.

Pre-Processing Data

Data pre-processing is an important step in the knowledge discovery process, since
high-quality decisions must be based on high-quality data. Detecting data anomalies,
rectifying them early, and reducing the amount of data to be analyzed can lead to
huge payoffs for decision making.

Datasets often contain errors or missing values. Data-input methods are often loosely
controlled, resulting in out-of-range values (e.g., blood sugar value of 123), impossi-
ble data combinations (e.g., gender: Male, pregnant: Yes), etc. Analysis of data that
has not been carefully screened for such problems can produce misleading results.
Thus, ensuring the quality of data is first and foremost requirement for quality knowl-
edge discovery [27].

In medical studies, data pre-processing is usually done manually, as the datasets are
commonly relatively small. In the study presented in this chapter, several actions were
performed on the initial dataset. Incomplete rows with a lot of attributes missing were
removed from the dataset. Noisy rows containing errors or outlier values that deviate
significantly from the expected were removed. Consistency of data was improved
by ensuring that the dataset does not contain attributes with different values having
the same semantics. Some aggregate attributes were added to the dataset, such as the
total number of patient’s visits to the hospital.

After the pre-processing, the dataset contained data pertinent to 388 patients.

Machine Learning Algorithms

WEKA includes implementations of a large number of algorithms and machine learn-
ing approaches [28]. Several of these algorithms are of interest when it comes to the
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research presented in this chapter (listed by their WEKA denominations): ADTree,
RandomTree, J48, J48graft, IB1, KStar, NaiveBayes, DecisionStump, AdaBoost and
CostSensitiveClassifier.

Decision trees have widespread application, when it comes to classification in medi-
cine. A decision tree is a non-linear discrimination method, which uses a set of
independent variables to split a sample into progressively smaller subgroups. The
procedure is iterative at each branch in the tree. It selects the independent variable
that has the strongest association with the dependent variable according to a specific
criterion. A large number of algorithms for decision tree construction exist.

Decision stump induction is an algorithm designed to build a simple one-level binary
decision tree with an extra branch for missing values [28]. As it has limited capabil-
ities, it is usually used in combination with boosting.

C4.5 [20] builds decision trees from a set of training data, using the concept of
information entropy. The training data is a set of already classified samples. Each
sample consists of a p-dimensional vector, where each element represents attributes
or features of the sample, as well as the class in which sample falls. At each node of
the tree, C4.5 chooses the attribute of the data that most effectively splits its set of
samples into subsets enriched in one class or the other. The splitting criterion is the
normalized information gain (difference in entropy). The attribute with the highest
normalized information gain is chosen to make the decision. The C4.5 algorithm
then iteratively continues on the subsets. J48 is an open source Java implementation
of the C4.5 algorithm, available within the WEKA data mining tool.

Decision tree grafting adds nodes to an existing decision tree with the objective of
reducing the error of prediction. The grafting algorithm considers a single set of
training data for each leaf of the initial decision tree, consisting of a set of cases that
fail at most one test on the path to the leaf. In this manner, new branches that can
be added productively to the tree are identified. Then they are grafted to the existing
tree to improve the decision making process. Grafting can be done by adding new
branches in place of single leafs or by grafting them within leaves. Pruning and
grafting are complementary methods to improve the decision tree.

Pruning is a technique in machine learning that reduces the size of decision trees by
removing sections of the tree that provide little power to classify instances. The dual
goal of pruning is reduced complexity of the final classifier as well as better predictive
accuracy by the reduction of overfitting and removal of sections of a classifier that
may be based on noisy or erroneous data.

Pruning allows cutting parts of decision trees to provide for better generalization,
while grafting adds nodes to the decision trees to increase the predictive accuracy.
J48graftis the WEKA implementation of a machine learning algorithm for generating
a grafted (pruned or unpruned) C4.5 decision tree [29].

AdaBoost is an implementation of a meta-learning algorithm based on the approach
of Freund and Schapire [30]. Boosting is a general method for improving the accuracy
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of any given learning algorithm. It is based on a well-known methodology for com-
bining multiple models by explicitly seeking models that complement one another.
AdaBoost is adaptive in the sense that subsequent classifiers built are tweaked in
favor of those instances misclassified by previous classifiers. While it is sensitive
to noisy data and outliers, it can be less susceptible to the overfitting problem than
most learning algorithms, in some problems. The classifiers it uses can be weak
(i.e., display a substantial error rate), but as long as their performance is not ran-
dom (resulting in an error rate of less than 0.5 for binary classification), they will
improve the final model. Even classifiers with an error rate higher than what would
be expected from a random classifier will be useful, since they will have negative
coefficients in the final linear combination of classifiers and hence behave like their
inverses. AdaBoost generates and invokes a new weak classifier in each of a series
of its iterations. After each classifier execution, a distribution of weights is updated
that indicates the importance of examples in the data set for the classification. In
each iteration, the weights of incorrectly classified examples are increased and the
weights of correctly classified examples are decreased, so the new classifier focuses
on the examples which have so far eluded correct classification.

Alternating Decision Tree (ADtree) [31] is a machine learning method for classi-
fication which generalizes decision trees and is associated to boosting. Boosting
algorithms typically use either decision stumps or decision trees as weak hypothe-
ses. As an example, boosting decision stumps creates a set of 7 weighted decision
stumps (where T is the number of boosting iterations), which then vote on the final
classification according to their weights. Individual decision stumps are weighted
according to their ability to classify the data. Boosting a simple learner results in an
unstructured set of 7 hypotheses, is making it difficult to infer correlations between
attributes. Alternating decision trees introduce structure to the set of hypotheses by
requiring that they build off a hypothesis that was produced in an earlier iteration.
The resulting set of hypotheses can be visualized in a tree based on the relationship
between a hypothesis and its “parent”. As in boosting, the data is given a different
distribution in each iteration. Once again, instances that are misclassified are given
a larger weight while accurately classified instances are given reduced weight. An
alternating decision tree consists of decision nodes and prediction nodes. Decision
nodes specify a predicate condition. Prediction nodes contain a single numeric value.
ADTrees always have prediction nodes as both root and leaves. An instance is clas-
sified by an ADTree by following all paths for which all decision nodes are true
and summing any prediction nodes that are traversed. This is different from binary
classification trees such as CART (Classification and regression tree) [32] or C4.5 in
which an instance follows only one path through the tree.

RandomTree is used for constructing a tree that considers K randomly chosen
attributes at each node. No pruning is performed in this case [28].

Random forest [33] is an ensemble classifier that consists of many random decision
trees and outputs the class that is the mode (majority vote) of the classes output
by individual trees. The algorithm for inducing a random forest was developed by
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Breiman and Cutler. To classify a new object from an input vector, the input vector is
propagated down each of the trees in the forest. Each tree gives a classification—the
tree “votes” for that class. The forest chooses the classification having the most votes
(over all the trees in the forest). It is one of the most accurate learning algorithms
available. For many data sets, it produces a highly accurate classifier [34].

IB1 and KStar are instance-based, so-called “lazy learners”, since they store the
training instances and do no real work until classification time. IB1 is a basic instance-
based learner [35]. It uses a simple distance measure to find the training instance
closest to the given test instance, and predicts the same class as this training instance.
If multiple instances are the same (smallest) distance to the test instance, the first
one found is used.

KStar is a nearest-neighbour method with a generalized distance function based on
transformations, proposed by Cleary and Trigg [36]. It is an instance-based classifier
and the class of a test instance is determined based on the class of training instances
similar to it, as determined by the distance function.

NaiveBayes algorithm implements the probabilistic Naive Bayes classifier [37]. It
is widely used in medical data mining experiments. In simple terms, a Naive Bayes
classifier assumes that the presence (or absence) of a particular feature of a class is
unrelated to the presence (or absence) of any other feature, given the class variable.
A Naive Bayes classifier considers all these features to contribute independently to
the probability that an instance is a member of a certain class, whether or not they’re
in fact related to each other or to the existence of the other features.

For certain types of probability models, Naive Bayes classifiers can be trained very
efficiently in a supervised learning setting. In many practical applications, parameter
estimation for Naive Bayes models uses the method of maximum likelihood. In other
words, one can work with the Naive Bayes model without believing in Bayesian
probability or using any Bayesian methods.

When the input dataset is unbalanced, as it is the case in the study presented, cos?-
sensitive [38] classification is typically applied to achieve reliable prediction of the
minority-class instances. By default, WEKA treats all types of classification errors
equally. However, in many practical cases, this is not a good approach. Cost-sensitive
classification allows one to assign different costs to different types of misclassifica-
tion [39]. In WEKA this is done by creating a cost matrix [28].

Results and Performance

Different metrics can be used to evaluate the performance of data mining algorithms.

For classification tasks, the terms true positives, true negatives, false positives, and
false negatives compare the results of classification on a test set with true data obtained
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Table 9.1 Confusion matrix

Actual class (observation)

tp fp
Predicted class (true positive) (false positive)
(expectation) fn tn
(false negative) (true negative)

from external sources. The terms positive and negative refer to the classifier predic-
tion, and the terms true and false refer to whether that prediction corresponds to
the real classification (sometimes known as the observation). This is illustrated in
Table9.1:

In a classification task, the precision of classification for a class is the number of
true positives (i.e., the number of items correctly labeled as belonging to the positive
class) divided by the total number of elements labeled as belonging to the positive
class (i.e., the sum of true positives and false positives, which are items incorrectly
labeled as belonging to the class). Recall in this context is defined as the number
of true positives divided by the total number of elements that actually belong to the
positive class (i.e., the sum of true positives and false negatives, which are items
which were not labeled as belonging to the positive class but should have been).
Therefore, precision and recall equations are calculated as (9.1)

1
Precision = P 9.1)
p+fp
Recall i Sensitivity
ecall = = Sensitivi
tp + fn

Recall is sometimes referred to as the True Positive Rate or Sensitivity, and precision
is also referred to as Positive predictive value (PPV). Other related measures used in
classification include True Negative Rate and Accuracy. True Negative Rate is also
called Specificity. The specificity and accuracy are calculated as (9.2):

n
Specificity = 9.2
pecificity = — s 9.2)
tp+in
Accuracy = ———
tp+m+fp+fn

Accuracy is widely used for presenting and evaluation results.

The area under the ROC (Receiver Operating Characteristics) curve, or simply AUC,
has been traditionally used in medical diagnosis since the 1970s. It has more recently
been proposed as an alternative single-number measure for evaluating the predictive
ability of learning algorithms [40].
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Fig. 9.1 Sample ROC curve

The area under the ROC curve reflects the relationship between sensitivity and speci-
ficity for a given test. High-quality tests will have an AUC-ROC approaching 1,
and high-quality publications about clinical tests will provide information about the
AUC-ROC. Cutoff values for positive and negative tests can influence specificity and
sensitivity, but they do not affect AUC-ROC.

We used both accuracy and AUC to evaluate the performance of algorithms in the
study presented here. Figure 9.1 shows a sample ROC curve.

Experiments and Results

The data used in the study was obtained for 388 patients who were hospitalized in
the Clinic of Cardiology of the Institute of Cardiovascular Diseases of Vojvodina,
situated in Sremska Kamenica, Serbia. The data was collected between 2004 and 2008
for patients diagnosed with arterial hypertension. Patients with previous diagnoses
of ischemic heart disease were removed from the collected data, in order to create
a dataset restricted to patients with hypertension as sole and primary cardiology
disease.

The sample contains equal number of men and women, aged from 23 to 86 years,
with the mean age of 60.34 and standard deviation of 10.23. The age distribution
of patients is shown in Table9.1. The clinical information system stores diverse
information about the patients and their medical conditions, such as patient’s medical
history, previous therapies, risk factors, patient’s social status etc.

In the study, each patient was described with 385 attributes. Each patient was
initially described using 106 attributes which include: demographic and clinical
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Table 9.2 Age distribution of patients in the sample

Age of patient Number of patients % of dataset
1 23.000-27.846 2 0.515
2 27.846-32.692 2 0.515
3 32.692-37.538 4 1.030
4 37.538-42.385 7 1.804
5 42.385-47.231 23 5.928
6 47.231-52.077 49 12.629
7 52.077-56.923 45 11.598
8 56.923-61.769 77 19.845
9 61.769-66.615 69 17.783
10 66.615-71.462 55 14.175
11 71.462-76.308 38 9.793
12 76.308-81.154 14 3.608
13 81.154-86.000 3 0.773

characteristics, biochemical analysis of blood parameters and diagnosis codes. The
first 13 attributes represent general information, such as patient personal data (age,
sex, marital status, occupation, and social status) and anamnesis data (risk factors,
systolic blood pressure on reception, and diastolic blood pressure on reception). Para-
meters from blood analysis on reception and on release of patient were represented
by 53 attributes. Previous diagnoses of the patient were represented by 58 binary
attributes, while certain therapies for regulating blood pressure were represented by
further 260 of such attributes.

The dependent variable we are trying to predict is the class in terms of the suc-
cess of antihypertensive therapy, represented with two labels: “YES’ for successful
antihypertensive therapy, otherwise ‘NO’.

On average, control examinations were performed about 6 months after the hospi-
talization by ambulatory 24 h blood pressure and ECG monitoring.

The sample contained 226 patients (58.24 %) who regulated blood pressure and 162
patients who did not (41.76 %). Figure 9.2 shows the distribution of the classes over
age groups, where patients who regulated their blood pressure are indicated in black
and those that did not in grey.

Machine Learning Algorithm Evaluation

We evaluated a number of algorithms available within WEKA as predictors of anti-
hypertensive therapy: DecisionTable, RandomTree, J48 (C4.5), J48graft, Lazy IB1
and Lazy Kstar, NaiveBayes, and DecisionStump Boosting—(AdaBoostM1). Cost
sensitive classification was explored as an additional methodology to enhance results.
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Table 9.3 Evaluation results

Algorithm Accuracy (%) AUC parameter
Decision stump boosting 71.65 0.692
Lazy.IB1 65.20 0.603
Lazy.KStar 56.70 0.523
Random tree 66.75 0.678
Random forest 72.93 0.783
Naive bayes 73.71 0.745
ADtree 70.10 0.700
J48 79.89 0.761
J48graft 80.92 0.767
J48graft tuned 81.70 0.794

Table 9.4 Cost matrix used

The performance of algorithms was assessed using cross-validation. The process
consists of withholding a randomly-selected part of the data for testing and using
the rest to train the algorithm. This is repeated n times with a different testing and
training subset. Thus, multiple rounds of cross-validation are performed using dif-
ferent partitions and the validation results are averaged over the rounds [10]. When
n iterations are performed, the process is referred to as n-fold cross-validation, as
the dataset has been “folded” n times. The number of folds is usually kept between
3 and 10. We used 10-fold cross-validation, which is the default value in WEKA.

The results, in terms of accuracy and AUC, achieved by different algorithms are
shown in Table 9.3. As the table shows, C4.5-based decision trees performed signif-
icantly better than other algorithms evaluated.

The predictive model based on J48graft is able to predict the success of antihyperten-
sive therapy with more than 80 % accuracy (80.92 %). The AUC parameter achieved
was 0.767.
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Table 9.5 Confusion matrix
. A B
for the best results experiment
209 17 a=YES
54 108 b=NO
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Fig. 9.3 AUC and accuracy of different classifiers

Since the dataset is slightly unbalanced it was reasonable to try to tweak the results
by adjusting the cost matrix values. This yielded a small improvement over the base
classifier. Applying cost matrix provided in Table 9.4 as input for WEKA CostSen-
sitiveClassifier produced the classification result represented by a confusion matrix
shown in Table9.5.

Asthe table shows 317 (81.70 %) instances are classified correctly, while 71 (18.30 %)
were classified incorrectly. The AUC obtained is 0.794.

Figure 9.3 provides a comparison between the AUC and the achieved accuracy for
all the learning algorithms.

Figure 9.4 shows the ROC curve obtained for J48graft. The ROC is evaluated using
the results obtained for each fold of cross-validation.

The resulting tree obtained from the J48graft algorithm is shown in Fig.9.5. All
attributes that have been selected as important predictors are listed in the figure. The
child nodes of each node are indicated by indenting them.
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