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Chapter 1
Quantum Wire and Sub-Bands

Dae Mann Kim, Bong Koo Kang and Yoon-Ha Jeong

Abstract The quantum mechanics is the basic science supporting the nanotech-
nology and most of the key concepts operative in the nano electronic devices are
derived from it. In terms of the impact made by the theory, the quantum mechanics
is one of the greatest theories. In this chapter, the essential features of the quantum
mechanics are compactly highlighted, using a few examples. The examples chosen
for discussion are directly related to the design and operation of the silicon nano
wire field-effect transistor. Specifically, the sub-bands formed in the nano wire are
considered, together with the density of states.

1.1 Schrödinger Equation

The classical mechanics is based upon Newton’s equation of motion. Similarly, the
quantum mechanics is based upon the wave equation, called the Schrödinger
equation. These two equations represent the basic postulates, the validity of which
is to be proven by the agreement between the theoretical result derived from it and
experimental data. The Schrödinger equation reads as

ih
owðr; tÞ

ot
¼ Ĥwðr; tÞ; �h � h=2p ð1:1Þ
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Here, the Hamiltonian Ĥ represents the total energy of a system under consider-
ation and naturally consists of the kinetic and potential energies, i.e.,

Ĥ ¼ p2

2m
þ V ð1:2Þ

where p is the linear momentum, m the mass of the particle, and V the potential
energy. The constant h is the universal Planck constant with the value 6:626 �
10�34 Js and Wðr; tÞ is the wavefunction.

A basic postulate of the quantum mechanics is to represent physical quantities
by operators. For instance, the momentum and energy are associated with the
operators given by

px ! � i�h
o

ox
ð1:3Þ

E ! i�h
o

ot
ð1:4Þ

Hence, the Hamiltonian is represented by the operator,

Ĥ ¼ � �h2

2m

o2

ox2
þ o2

oy2
þ o2

oz2

� �
þ V ð1:5Þ

Upon inserting (1.5) into (1.1), the Schrödinger equation of a particle is given by

i�h
owðr; tÞ

ot
¼ � �h2

2m

o2

ox2
þ o2

oy2
þ o2

oz2

� �
þ VðrÞ

� �
wðr; tÞ ð1:6Þ

The equation is the linear, second-order partial differential equation. The bulk
of the quantum mechanics is to solve the wave equation and extract the dynamical
information of the system under consideration. In so doing, a few additional
postulates of quantum mechanics are needed.

Postulates of Quantum Mechanics: The essential contents of the postulates are
as follows: (1) a dynamical system, e.g., an atom, molecule, is associated with a
wavefunction, wðr; tÞ which contains all possible information of the system, (2) the
wavefunction evolves in time according the Schrödinger equation, (3) the quantity,
w�ðr; tÞwðr; tÞdr represents the probability of finding the system between the
spatial element, r and r þ dr at time t, with w�ðr; tÞwðr; tÞ representing the
probability density. Next, the Schrödinger equation is applied to a few simple
examples which are intimately related to the nanoelectronic devices.

1.2 Energy Eigenequation

The time-dependent wave Eq. (1.6) can be cast into the time-independent equation
by applying the separation of variable technique and looking for the solution in the
form,

2 D. M. Kim et al.



wðr; tÞ ¼ TðtÞuðrÞ ¼ e�iðEt=�hÞuðrÞ ð1:7Þ

where E denotes the energy of the system. Upon inserting (1.7) into (1.6) and
dividing both sides by (1.7), one finds

E ¼ ĤuðrÞ
uðrÞ ð1:8Þ

That is,

ĤuðrÞ ¼ EuðrÞ ð1:9Þ

The resulting time-independent Schrödinger Eq. (1.9) represents the eigeneq-
uation, in which an operator, in this case the Hamiltonian Ĥ, acting on u repro-
duces the same function, u(r) multiplied by a constant E. Here, u and E are called
the energy eigenfunction and eigenvalue, respectively. Quantum mechanics con-
sists essentially of solving the energy eigenequation and obtain the dynamical
information out of u(r).

Momentum Eigenfunction: Consider a free particle moving along the x-axis.
The 1-dimensional (1D) eigenequation of the momentum reads as

�i�h
o

ox
uðxÞ ¼ pxuðxÞ; p̂x � �i�h

o

ox
ð1:10Þ

where u(x) and px are the eigenfunction and eigenvalue of the momentum,
respectively.

Equation (1.10) is to be rearranged as

ouðxÞ
uðxÞ ¼

ipx

�h
ox ¼ ikxox; kx � px=�h ð1:11Þ

and one can carry out the simple integrations on both sides, obtaining

uðxÞ ¼ N exp ikxx ð1:12Þ

Here, N is the constant of integration and kx is called the wave vector and plays an
identical role as the optical wave vector.

The wave vector kx is determined by the boundary conditions imposed. For
example, when a periodic boundary condition is imposed in the interval,
0 � x � L, i.e., uðx ¼ 0Þ ¼ uðx ¼ LÞ, then it follows from (1.12) that kx takes
up a discrete set of eigenvalues, satisfying the condition,

kxnL ¼ 2pn; n ¼ 0; � 1; � 2; . . . ð1:13Þ

The constant of integration, N at our disposal can be used for normalizing the
eigenfunction, i.e.,

1 ¼
Z L

0
dxu�u ¼ N2L ð1:14Þ

1 Quantum Wire and Sub-Bands 3



Hence, one can write the normalized eigenfunction of the momentum as

unðxÞ ¼
1ffiffiffi
L
p einð2p=LÞx ð1:15Þ

1.3 Bound States in Quantum Well

A potential well is often called the quantum well. The problem of a particle in a
potential well is interesting and useful, providing valuable insights of the bound
states. It also offers an example, in which Schrödinger equation can be solved
analytically and the general features of bound states are brought out. Moreover, the
results obtained are directly applicable to nanoelectronic devices.

Infinite Square-Well Potential: Thus, consider a particle confined in the 1D
infinite square-well potential with width L. The potential is then specified as

VðxÞ ¼ 0 xj j � L
1 otherwise

�
ð1:16Þ

Inside the well, V = 0 and one can write the wave equation as

i�h
o

ot
wðx; tÞ ¼ � �h2

2m

o2

ox2
wðx; tÞ ð1:17Þ

(see 1.6), and look for the solution in the form

wðx; tÞ ¼ e�iEt=�huðxÞ ð1:18Þ

and insert (1.18) into (1.17), obtaining

o2u

ox2
þ k2u ¼ 0; k2 � p2=�h2 ¼ 2mE=�h2 ð1:19Þ

where k is the wave vector.
The Eq. (1.19) is identical to the harmonic oscillator equation, with t replaced

by x. Hence, cos kx, sin kx are the possible solutions, even and odd in x. Moreover,
the infinite barrier height requires that u(x) vanish at the edges of the well, so that
the probability of finding the particle outside the well is kept zero. This boundary
condition is readily satisfied by choosing the solution, sin kx. The eigenfunction
satisfying the boundary condition unðx ¼ 0Þ ¼ unðx ¼ LÞ ¼ 0 is then given by

unðxÞ / sin knx; kn ¼ np=L; n ¼ 1; 2; . . . ð1:20Þ

Since u�u is the probability density, its integration over the potential well
should be equal to unity, i.e.,

4 D. M. Kim et al.



N2
Z L

�0
dx u�ðxÞuðxÞ ¼ 1; uðxÞ ¼ N sin kx ð1:21Þ

One can find N by performing the integration and write the normalized eigen-
function as

unðxÞ ¼ ð2=LÞ1=2
sin knx; kn ¼ 2np=L; n ¼ 1; 2; 3; . . . ð1:22Þ

The energy levels resulting from (1.22) are given by

En ¼ �h2p2

2mL2 n2; n ¼ 1; 2; 3; . . . ð1:23Þ

The set of discrete energy levels as given in (1.23) is a typical example of the
energy quantization. Evidently, the quantization arises from the boundary condi-
tions imposed on the eigenfunctions. The integer, n appearing (1.23) is called the
quantum number and each eigenfunction in (1.22) represents a single quantum
state.

Exclusion principle: A class of particles called fermions, such as electrons,
holes, and protons, etc., obey a fundamental principle, namely the Pauli exclusion
principle, according to which a quantum state can accommodate only a single
fermion. This principle plays a key role for specifying concentrations of electrons
and holes.

It is also important to notice from (1.23) that the lowest ground state energy is
not zero but finite. In fact E1 increases with decreasing width of the potential well.
This is in contrast with the classical theory. Classically, a particle can be com-
pletely at rest in the potential well, that is E1 ¼ 0. Quantum mechanically,
however, it is impossible for a particle to be at complete rest. This again is due to
the fundamental principle of quantum mechanics, namely the uncertainty princi-
ple. The typical wavefunctions, probability densities are sketched in Fig. 1.1.

1.4 Particle in 3D Box

An electron in solids is modeled as a free particle in 3D box, and the box is in turn
often represented by 3D infinite square-well potential. It is therefore important to
consider the motion of a particle in such a potential. Obviously, the 3D cubic box
is represented by

VðrÞ ¼ 0 0 � x; y; z � L
1 otherwise

�
ð1:24Þ

and the energy eigenequation of a particle therein reads as

� �h2

2m

o2

ox2
þ o2

oy2
þ o2

oz2

� �
uðx; y; zÞ ¼ Euðx; y; zÞ ð1:25Þ

1 Quantum Wire and Sub-Bands 5



where the kinetic energy is composed of the 3D motion in x, y, z directions.
The Eq. (1.25) can again be solved by using the separation of variable technique

and by seeking the solution in the form,

uðx; y; zÞ ¼ f ðxÞgðyÞhðzÞ ð1:26Þ

Upon inserting (1.26) into (1.25), performing the differentiations and dividing both
sides by (1.26), there results

� �h2

2m

f ðxÞ00

f ðxÞ þ
gðyÞ00

gðyÞ þ
hðzÞ00

hðzÞ

� �
¼ E ð1:27Þ

with the double primes denoting the second derivatives with respect to x, y, and z,
respectively. Here, each term in (1.27) depends only on x, y, and z, respectively,
and therefore, the solution can be readily obtained by putting each term to constant
energy values, Ex, Ey, and Ez. The resulting three separate equations involving x, y,
and z, respectively, are identical to the 1D eigenequation (1.19) and one can
therefore write the normalized eigenfunction as

unðx; y; zÞ ¼ 2
L

� �3=2

sin
nxp
L

x
� 	

sin
nyp
L

y
� 	

sin
nzp
L

z
� 	

ð1:28Þ

and the energy eigenvalue is given by

En ¼
�h2p2

2mL2
n2

x þ n2
y þ n2

z

� 	
ð1:29Þ

Fig. 1.1 The energy eigenfunctions and corresponding probability densities in the infinite
square-well potential

6 D. M. Kim et al.



Hence, the total wavefunction is given from (1.18) by

wðr; tÞ ¼ exp � ½iðEnt=�hÞ	unðx; y; zÞ ð1:30Þ

Naturally, the quantum numbers nx, ny, and nz are positive to circumvent the
redundancy of the solution. The ground state corresponds to nx ¼ ny ¼ nz ¼ 1,
while the first excited state is characterized by three different combinations of the
quantum numbers, nx ¼ 2; ny ¼ nz ¼ 1; ny ¼ 2; nx ¼ nz ¼ 1 and nz ¼ 2;
nx ¼ ny ¼ 1. This indicates the threefold degeneracy in the first excited state, that
is, three quantum states have identical energy levels. The degree of degeneracy
increases in higher lying energy levels.

1.5 Density of States

As mentioned, an electron in solids can be taken as a free particle, confined therein
by the potential barrier at the surface. The boundary condition used requires that
the wavefunction vanish at the edge of the potential well, ensuring thereby that
electrons are well confined in solids in one of those bound states in the box. On the
other hand, the periodic boundary condition is often used to focus on the motion of
the electron freely propagating in the bulk solid. The periodic boundary condition
states in essence that a particle exiting at x þ L reenters the box at x as indicated
in Fig. 1.2.

Now, the eigenfunction of an electron propagating freely can be expressed in
the traveling wave form as

uðrÞ ¼ 1ffiffiffiffi
V
p e� ik�r; k � r ¼ kxx þ kyy þ kzz ð1:31Þ

Fig. 1.2 The illustration of
the periodic boundary
condition

1 Quantum Wire and Sub-Bands 7



where V ¼ L3 is the volume of the box. Note that exp ix ¼ cosx þ isinx and a
linear combination of eigenfunctions, cosx and sinx is also the eigenfunction.
Hence, (1.31) is the solution of the eigenequation (1.25). Upon inserting (1.31) into
(1.18), there results

Wðr; tÞ ¼ 1ffiffiffiffi
V
p exp � iðxt 
 ik � rÞ; x ¼ E=�h ð1:32Þ

and represents explicitly the electron moving freely in the conduction band in
solids. It is also clear that the positive branch in the exponent in (1.32) represents
the forward component traveling in the k direction while the negative component
represents the component traveling in the opposite direction.

The periodic boundary conditions are specified as

uðx; y; zÞ ¼ uðx þ L; y; zÞ ¼ uðx; y þ L; zÞ ¼ uðx; y; z þ LÞ ð1:33Þ

This boundary condition can be satisfied by constraining the wave vector k by

kxL ¼ 2pnx; kyL ¼ 2pny; kzL ¼ 2pnz ð1:34Þ

Then, the total energy of the electron is given by

En ¼
�h2k2

2m
¼ �h2

2m

2p
L

� �2

n2
x þ n2

y þ n2
z

� 	
¼ �h2

2m

2p
L

� �2

n � n ð1:35Þ

The k vector specified by (1.34) or the corresponding momentum, p ¼ �hk
represents a single quantum state with the eigenfunction (1.32) and eigenenergy
(1.35). Therefore, there is one to one correspondence between k ðkx; ky; kzÞ and the
integer n ðnx; ny; nzÞ.

An important quantity entering in the analysis of semiconductor devices is the
number of quantum states in the interval k and k þ dk or equivalently in the
interval E and E ? dE of a free particle in 1D, 2D, or 3D environments. The
number of states can be found by introducing 1D, 2D, and 3D k spaces, as shown
in Fig. 1.3. Here, the k space is scaled with 2p=L, and the basic volume elements
or cells containing a single dot, that is, one single quantum state in 3, 2, and 1
dimensions are given by

ð2p=LÞ3; ð2p=LÞ2; ð2p=LÞ1 ð1:36Þ

It is also clear from Fig. 1.3 that the corresponding differential volume elements
between k and k þ dk are specified, respectively, by

4pk2dk; 2pkdk; 2dk ð1:37Þ

8 D. M. Kim et al.



1.5.1 3D Density of States

For a particle in 3D space, the number of quantum states, that is, the number of
points in the differential volume element in 3D k space is obtained by dividing the
differential volume in (1.37) by the corresponding unit cell in (1.36):

4pk2dk

ð2p=LÞ3
ð1:38Þ

Now, it is important to point out that for each quantum state for given k, there
are two independent quantum states, corresponding to the spin states of the
electron, i.e., spin up and spin down states. Therefore, the number of the quantum
states between k and k þ dk per unit volume is given by

g3DðkÞdk ¼ 2
4pk2dk

ð2p=LÞ3
1
L3
¼ k2dk

p2
ð1:39Þ

That is,

g3DðkÞ ¼
k2

p2
ð1:40Þ

The quantity g3DðkÞ derived in (1.40) is called the 3D density of states in
k space. One can express the same number of quantum states in energy space by
transcribing k into E, using the dispersion relation of the free particle,

E ¼ �h2k2

2m
ð1:41Þ

By using (1.41), one can express k and dk by E and dE, obtaining

g3DðkÞdk � g3DðEÞdE ¼
ffiffiffi
2
p

m3=2E1=2

p2�h3 dE ð1:42Þ

Fig. 1.3 The 3D (left), 2D (middle), and 1D (right) volume elements in the range from k and
k ? dk. Each dot represents one quantum state

1 Quantum Wire and Sub-Bands 9



That is,

g3DðEÞ ¼
ffiffiffi
2
p

m3=2E1=2

p2�h3 ð1:43Þ

The quantity g3DðEÞ is called the 3D density of states in E space and is a key
parameter used extensively for modeling the semiconductor devices. Note that
g3DðEÞ follows the power law gðEÞ / E1=2.

1.5.2 2D and 1D Densities of States

For 2D electron motion, one can obtain the number of states between k and k þ dk
by following exactly the same procedure as was used for 3D case. Here, one can
divide 2D differential volume element by 2D unit cell given in (1.36) and (1.37),
obtaining

g2DðkÞdk ¼ 2
2pkdk

ð2p=LÞ2
1
L2
¼ kdk

p
ð1:44Þ

That is,

g2DðkÞ ¼
k

p
ð1:45Þ

In terms of E, the 2D density of states can likewise be expressed as

g2DðEÞ ¼
m

p�h2 ð1:46Þ

and is shown to be independent of E.
One can carry out similar analysis for the 1D density of states, obtaining

g1DðkÞ ¼
2
p

ð1:47Þ

or in terms of E

g1DðEÞ ¼
ffiffiffi
2
p

m1=2

p�h

1

E1=2
ð1:48Þ

The 3D density of states is a key factor for modeling the bulk semiconductor
devices such as MOSFET. The 2D and 1D densities of states also play key roles
for modeling devices in quantum well and nanowire, respectively. Figure 1.4
shows the density of states versus energy in 3D, 2D, and 1D systems, respectively.

10 D. M. Kim et al.



1.6 Particle in Quantum Well

A potential well with a finite depth is called the quantum well and it is an essential
element in various semiconductor and optoelectronic device structures, for
example, laser diode. The analysis of a particle in the quantum well is therefore
important and is considered. Figure 1.5 shows a quantum well with depth V and
width W and the potential is given by

VðxÞ ¼ 0 xj j � W=2
V xj j � W=2

�
ð1:49Þ

Inside the well, V ¼ 0 and the energy eigenequation is the same as (1.19) and
one can write

o2u

ox2
þ k2u ¼ 0; k2 � 2mE=�h2; xj j � W=2 ð1:50aÞ

For the bound state, E � V and the eigenequation outside the well is given by

o2u

ox2
� j2u ¼ 0; j2 � 2mðV � EÞ=�h2; xj j [ W=2 ð1:50bÞ

Clearly one can find the solutions of (1.50a) in terms of sinusoidal functions
inside the well, and exponential functions exp � jx outside the well. Hence, the
even and odd solutions are given by

ueðxÞ ¼ N
Aejx; x\�W=2
cos kx xj j �W=2
Ae�jx x [ W=2

8<
: ð1:51aÞ

uoðxÞ ¼ N
�Aejx; x\�W=2
sin kx xj j �W=2
Ae�jx x [ W=2

8<
: ð1:51bÞ

Here, the exponential functions have been chosen such that uðxÞ vanishes at
infinity, as it should. Also, the two constants, A and N can be used to satisfy the
boundary conditions and to normalize uðxÞ.

Fig. 1.4 The 3D (left), 2D (middle), and 1D (right) densities of states versus energy

1 Quantum Wire and Sub-Bands 11



There are two boundary conditions to be met, namely that uðxÞ and its deriv-
ative ouðxÞ=ox be continuous everywhere. The first requirement is needed since,
u�ðxÞuðxÞ represents the probability density and should therefore vary continuously
versus x. The second condition is required, since the derivative is proportional to
the momentum of the particle and should also be continuous everywhere.

The two boundary conditions are automatically satisfied both within and outside
the quantum well, since ueðxÞ and uoðxÞ are analytical functions. Thus, the con-
ditions should be imposed on the two edges of the well. But because u(x) is even or
odd, once the boundary conditions are satisfied at W/2 the conditions are also met
at -W/2. For the case of ueðxÞ, the two boundary conditions are specified by

cos n ¼ Ae� g; n � kW

2
; g � jW

2
ð1:52aÞ

� ksinn ¼ � jAe�g ð1:52bÞ

The two conditions can be combined into one by multiplying both sides of (1.52b)
by W/2 and dividing it with (1.52a):

ntann ¼ g ð1:53Þ

One can likewise specify the boundary conditions for u0ðxÞ at x ¼ W=2:

sinn ¼ Ae�g; n � kW

2
; g � jW

2
ð1:54aÞ

kcosn ¼ � jAe�g ð1:54bÞ

and combine the two into one as

�ncotn ¼ g ð1:55Þ

Now, the parameters, n and g are related with each other from (1.50b, 1.52a) as

n2 þ g2 � kW

2

� �2

þ jW

2

� �2

¼ mVW2

2�h2 ð1:56Þ

Therefore, the analysis has been reduced to determining k and j from (1.53, 1.56)
for even eigenfunction and from (1.55) and (1.56) for odd eigenfunction. Once k

Fig. 1.5 A quantum well
with the potential depth V and
width, L
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and j are determined, the eigenfunctions ueðxÞ, u0ðxÞ can satisfy the required
boundary conditions and the energy eigenvalues can be found from (1.50a). The
values of n, g satisfying conditions can be found by a graphical means as follows.

In Fig. 1.6, g is plotted versus n specified by (1.53) and (1.55). Also plotted is
the family of circles given by (1.56) for various V or W. Thus, finding the values of
n and g or equivalently k and j has been reduced to finding the coordinates of the
crossing points of the two curves (1.53) and (1.56) for ueðxÞ and (1.55) and (1.56)
for u0ðxÞ, respectively.

Typical eigenfunctions found in this manner are plotted in Fig. 1.7. The general
features of the bound states emerge from the analysis. With increased V or W, and
the radius of the circle there are more crossing points, that is, more bound states in
the well. Also, the lowest ground state is associated with ueðxÞ and higher lying
states alternate between ueðxÞ and uoðxÞ. Moreover, there exists at least one bound
state, regardless of the potential depth.

In the limit of the infinite well depth, the intersection points should occur at

nn �
knW

2
¼ p

2
ð2n þ 1Þ; n ¼ 0; 1; 2; . . . ð1:57aÞ

and

nn �
knW

2
¼ np; n ¼ 1; 2; . . . ð1:57bÞ

for ue(x) and u0(x), respectively.
Hence, when combined (1.57a) and (1.57b) yield the energy eigenvalues given

by

En ¼
�h2p2

2mW2
n2; n ¼ 1; 2; 3; . . . ð1:58Þ

in agreement with the analytical result of the infinite potential well, as it should.

Fig. 1.6 The graphical
scheme for finding the energy
eigenvalues in a quantum
well. Plotted are g ¼ ntann
(thick lines), g ¼ � ncotn
(thin lines) and a family of
circles representing
n2 þ g2 ¼ mVW2=2�h2. The
intersection points between
two curves determine the
energy levels of the bound
states
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1.7 Quantum Well and Wire

As mentioned, the quantum well and wire are essential elements in nanoelectronic
devices and can be processed by using various techniques such as molecular beam
epitaxy and metal-organic chemical vapor deposition techniques. For instance,
with the use of these epitaxial deposition techniques, the atomic layers of varying
thicknesses and band gaps can be grown and interfaced, forming a quantum well
for the electrons in the conduction band and that of holes in the valence band as
sketched in Fig. 1.8. The electrons and holes move as free particles in conduction
and valence bands in bulk solids. But once the quantum wells are formed, the
dynamics of these charge carriers become different and discussed next.

Quantum Well: Consider electrons in a quantum well. These electrons are
confined in one direction, say in the z-direction, while propagating freely in x,
y directions, forming thereby the 2D electron gas. The potential energy is then
given by

Vðx; y; zÞ ¼ 0 zj j � W=2
V zj j � W=2

�
ð1:59Þ

The 2D electron gas system can be readily analyzed by generalizing the results
obtained from the simple potential wells considered in previous sections. The
energy eigenequation of the 2D electron gas system reads as

� �h2

2mx

o2

ox2
� �h2

2my

o2

oy2
� �h2

2mz

o2

oz2
þ Vðx; y; zÞ

� �
uðx; y; zÞ ¼ Euðx; y:zÞ ð1:60Þ

Here, mx, my, and mz denote the effective electron masses in x, y, and z directions,
respectively. In solids, the mass of electrons differs in general from the rest mass
and depends on crystallographic directions. This is due to the wave nature of
electrons. The eigenequation can again be reduced to three independent 1D
equations by putting

Fig. 1.7 The even and odd eigenfunctions (left) and probability densities (right) in the quantum
well

14 D. M. Kim et al.



uðx; y; zÞ ¼ uðxÞuðyÞuðzÞ ð1:61Þ

and performing the usual procedure for separating the variables. In x, y directions,
one obtains two 1D eigenequation of a free particle, while in the z-direction, there
ensues the energy eigenequation in a quantum well, as discussed in the previous
section. Hence, the total electron energy consists of the kinetic energies in x,
y directions, and the quantized energy formed along the z-direction, that is,

En ¼
�h2k2

x

2mx
þ

�h2k2
y

2my
þ Ezn ð1:62Þ

Sketched in Fig. 1.8 are the energy levels of the 2D electron gas system,
together with the density of states. The discrete energy levels originating from the
spatial confinement in the z-direction are called the sub-bands. Since the 2D
density of states is constant, independent of energy, the number of the quantum
states increases stepwise whenever E crosses those discrete sub-levels. Also, the
sub-band states with Ezn are inseparably associated with quantum states corre-
sponding to the free motion of electrons in x, y directions, respectively (see
Fig. 1.8).

Quantum Wire: A particle in a quantum well has two degrees of freedom. In
quantum wire, however, as sketched in Fig. 1.9, the electron is confined in, for
example, y, z directions while free to move along the x direction. The energy

Fig. 1.8 The quantum well in the conduction band for electrons and in the valence band for
holes (top), 2D density of states versus energy (bottom left), sub-bands, E–k dispersion curves
(bottom right)
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spectrum then consists of two sets of discrete energy levels corresponding to the
spatial confinements in y, z directions and the energy level associated with free
propagation in the x direction. The total energy is thus given by

En;m ¼
�h2k2

x

2mx
þ Eym þ Ezn ð1:63Þ

where the quantum numbers, m, n, denote the discrete sub-levels. Figure 1.9 shows
the energy spectrum of the nanowire, together with the corresponding density of
states. Since the 1D density of states varies as a function of energy according to the
power law, E�1=2, the number of states exhibits the saw-tooth-like shape as a
function of E.

The quantum wells have become an important element of various semicon-
ductor devices. For example, in high efficiency laser diodes, electrons and holes
are injected into the respective quantum wells in the junction region. Hence, those
electrons and holes are allowed to have longer interaction time, while confined in
the well for radiative recombination. Additionally, the operation of MOSFETs in
bulk silicon is based upon the 2D electrons or holes in the gate voltage induced
quantum well. In addition, FETs in the quantum wires have emerged as a prom-
ising device in nano electronics. A central theme of this book is focused on
discussing the operation, characteristics, and applications of the nano wire field-
effect transistors.

Fig. 1.9 The quantum wire FET (top), 1D density of states versus energy (bottom left) and sub-
bands, E–k dispersion curves (bottom right)
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1.8 Problems

1.1 Consider a particle moving freely in 3D space.

a. Write down the eigenequation of the 3D momentum.
b. Find the eigenfunction satisfying the periodic boundary conditions in the

interval 0 � x � Lx; 0 � y � Ly; 0 � z � Lz.

1.2 Verify that (1.28) is the solution of the eigenequation (1.25).

1.3 Using the relation E ¼ �h2k2=2m, derive (1.43, 1.46, and 1.48).

1.4 Consider a quantum well with the potential depth V ¼ 3:1 eV and the width
ranging from 1 to 10 nm.

a. Find numerically the lowest four eigenstates and eigenenergies of an
electron.

b. Find the magnitudes of the electron velocity residing in each eigenstate and
compare with the thermal speed of at electron at room temperature. The
thermal speed is determined from

mv2
x=2m ¼ kBT=2;

where kB is the Boltzmann constant.

1.5 Consider a quantum wire with a fixed potential V ¼ 3:1 eV and the widths,

i. Lx = 2 nm, Ly = 8 nm, (ii) Lx = Ly = 4 nm.
a. Find by numerical means the lowest four eigenstates and eigenenergies of

an electron.
b. Compare and interpret the two results obtained.
c. Find the degeneracy of four eigenstates.
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Chapter 2
Carrier Concentration and Transport

Dae Mann Kim, Bong Koo Kang and Yoon-Ha Jeong

Abstract The semiconductor devices operate based upon the charge control, and
two factors are involved in the control, namely the concentration and transport of
charge carriers. This chapter is addressed to these two basic quantities. The con-
centration depends upon the doping level, temperature, and other electronic
properties of the semiconductor and will be discussed, starting from the Fermi and
Boltzmann distribution functions. The carrier transport in semiconductor devices
has been attributed primarily to the drift and diffusion. With the downsizing of the
semiconductor devices, however, the ballistic transport becomes important as well
as tunneling. The transport processes are compactly discussed.

2.1 Boltzmann and Fermi Distribution Functions

The microscopic dynamics of electrons, atoms, and molecules are connected to the
macroscopic world via the cumulative effects of a large number of such particles.
The statistical description of the ensemble of such microscopic objects is therefore
important, and the quantum statistics is an essential part of the description.
Highlighted in this section are the main results of the quantum statistics.

Fermions and Bosons: The statistical description of the particles differs
depending on the kinds of particles. There are in general three different kinds:

D. M. Kim (&)
Korea Institute for Advanced Study, Seoul, Korea
e-mail: dmkim@kias.re.kr

B. K. Kang � Y.-H. Jeong
POSTECH, Pohang, Korea
e-mail: bkkang@postech.ac.kr

Y.-H. Jeong
e-mail: yhjeong@postech.ac.kr

D. M. Kim and Y.-H. Jeong (eds.), Nanowire Field Effect Transistors:
Principles and Applications, DOI: 10.1007/978-1-4614-8124-9_2,
� Springer Science+Business Media New York 2014

19



(1) identical but distinguishable, e.g., atoms and molecules, (2) fermions such as
electrons, holes, protons, neutrons, which obey the Pauli exclusion principle and
Fermi-Dirac statistics, and (3) bosons such as photons, which obey the Bose-
Einstein statistics. In this section, the distinguishable particles and fermions will be
chosen for discussion.

Distinguishable Particles: Given an ensemble of distinguishable particles at
thermodynamic equilibrium, the probability of a particle having a total energy E at
the position r is given by

f0ðr; vÞ ¼ Ne�EðrÞ=kBT ð2:1aÞ

where the total energy consists of the kinetic and potential energies,

EðrÞ ¼ 1
2

mv2 þ VðrÞ ð2:1bÞ

and N is the normalization constant, kB the Boltzmann constant, and T the absolute
temperature in Kelvin. The f0 function introduced in (2.1a) is known as the
Boltzmann distribution function in equilibrium, and the exponential factor
appearing therein is called the Boltzmann probability factor. For a system of free
particles in which V = 0, f0ðr; vÞ simplifies as

f0ðvÞ ¼
m

2pkBT

� �3=2

e�mv2=2kBT ; v2 ¼ v2
x þ v2

y þ v2
z ð2:2Þ

where the normalization constant is found by performing the integration of (2.1a)
over the entire velocity space and equating the result to unity (problem 2.1).

The distribution function (2.2) well represents the properties of the thermo-
dynamic equilibrium. First, f0ðvÞ is symmetric in velocity v, which represents the
fact that there is no preferred direction in v. A particle moving from left to right is
balanced by another particle moving from right to left. A process balanced by its
inverse process in equilibrium is known as the detailed balancing. Since f0ðvÞ is
even in v, the average velocity in equilibrium is zero:

vh i ¼
Z 1
�1

dvx

Z 1
�1

dvy

Z 1
�1

dvzvf0ðvÞ ¼ 0 ð2:3Þ

However, v2
x

� �
is not zero and can be readily evaluated as,

v2
x

� �
¼
Z 1
�1

dvxv2
x

Z 1
�1

dvy

Z 1
�1

dvzf0ðvÞ ¼ kBT=m ð2:4Þ

(problem 2.1). By the same token, one can write by inspection,

v2
x

� �
¼ v2

y

D E
¼ v2

z

� �
¼ kBT=m ð2:5Þ
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and obtain the celebrated equipartition theorem, namely

1
2

m v2
x

� �
¼ 1

2
m v2

y

D E
¼ 1

2
m v2

z

� �
¼ kBT

2
ð2:6Þ

Fermions and Fermi Level: Given an ensemble of electrons, the probability of
an electron having the energy E in equilibrium is given by

fnðEÞ �
1

1 þ eðE�EFÞ=kBT
ð2:7Þ

The function f(E) is known as the Fermi distribution function or occupation factor
and can be derived beginning from the quantum statistics of fermions. The detailed
derivation is relegated to the reference books listed. The parameter EF is called the
Fermi energy or level, a key quantity which is utilized extensively in the semi-
conductor statistics as well as the device modeling.

Figure 2.1 plots the Fermi distribution function or the occupation factor versus
energy. At T = 0, f ðeÞ is simply a step function. Thus, for E \ EF, it is equal to
unity, representing 100 % probability of occupation. For E [ EF on the other
hand, the probability of occupation is zero. For T 6¼ 0, the overall shape of f(E) is
generally preserved except for the fact that the occupation curve is rounded off
near EF. Specifically, f(E) is less than unity in the range of a few kBT below EF,
while it tails out a few kBT beyond EF. This represents the fact that the occupation
probability is transferred from below EF to above EF. This tailing of the occupation
probability beyond EF is called the Boltzmann tail. With increasing T, the
Boltzmann tail becomes progressively pronounced. The difference between the
Boltzmann and the Fermi distribution functions is rooted in the fact that electrons
as fermions are indistinguishable and obey the Pauli exclusion principle.

Fig. 2.1 The Fermi
distribution function versus
energy for different
temperatures
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2.2 Carrier Densities in Intrinsic Semiconductors

A solid is generally characterized by a series of energy bands, which are separated
by forbidden gaps. In allowed bands, electrons and holes move around as free
particles with the effective masses, mn and mp as determined by the properties of
the solid. Of particular interest are the valence and conduction bands, as illustrated
in Fig. 2.2. Here, the valence band consists of the highest energy states occupied
by the outermost lying electrons, called valence electrons of the host atoms con-
stituting the solid. The conduction band is the next higher lying allowed energy
band.

Conductors, Insulators, and Semiconductors: Solids are in general classified
into metals, insulators, and semiconductors. These are in turn characterized by
differing configurations of the valence and conduction bands. In metals, the
valence and conduction bands overlap and there is no forbidden gap in between
(Fig. 2.2). This means that the valence electrons can move up to the conduction
band under bias and readily contribute to the current.

An insulator, e.g., the silicon dioxide is characterized by the conduction and
valence bands with relatively narrow widths and separated by a large bandgap,
typically 10 eV or more. In an insulator, the bonds between neighboring atoms are
strong and are difficult to break, resulting in a large bandgap. Thus, very few
electrons are thermally excited into the conduction band at room temperature to
conduct the current.

The semiconductor has the conduction and valence bands with thicker widths
and narrower bandgap, compared with insulator. Specifically, the bandgap ranges
from about 0.5 eV to a few eV. The bonds between neighboring atoms are
moderately strong and therefore are relatively easy to be broken at room tem-
perature. Thus, an electron can be promoted into the conduction band via the band-

Fig. 2.2 The energy bands in conductors, insulators, and semiconductors
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to-band thermal excitation, leaving behind a hole in the valence band at room
temperature to conduct the current.

Carrier Concentration in Intrinsic Semiconductor: As noted, an electron in the
valence band can be thermally excited from the valence band to the conduction
band, leaving behind a hole. Hence, in intrinsic semiconductor, the electron and
hole concentrations are identical, i.e., n ¼ p � ni. Furthermore, the holes are to
be taken as the positive charge carriers with the effective mass, mp.

Equilibrium: The semiconductor statistics in equilibrium is considered next. In
so doing, the characteristics of the equilibrium are pointed out. First, the physical
quantities are time invariant, since every process is balanced by its inverse process
(detailed balancing). Additionally, the electron and hole concentrations, n, p, are
quantified by a single Fermi level, EF. Finally, the law of mass action holds true,
that is, np ¼ n2

i with ni denoting the intrinsic carrier concentration.
3D Electron Density: The electron density in the conduction band is specified

by the electron density of states as discussed in Chap. 1 and the Fermi occupation
factor, given in (2.7):

n ¼
Z EC þDEc

EC

dEgn3DðEÞfnðEÞ ð2:8Þ

Here, DEC is the conduction bandwidth, and the bottom of the conduction band EC

serves as the reference point from which to define the electron energy moving with
the effective mass, mn. Also, gn3DðEÞdE represents the total number of states per
unit volume between E and E ? dE. When multiplied with the Fermi occupation
factor, fn(E), the product represents the number of electrons in the same energy
interval as illustrated in Fig. 2.3.

Upon inserting Eq. (1.43) for gn3D(E) and (2.7) for FnðEÞ into (2.8) and making
an approximation, DEC=kBT ! 1, one can introduce a new variable of inte-
gration, g ¼ ðE � ECÞ=kBT , and cast the integration in (2.8) into a compact form
given by

n ¼ 2ffiffiffi
p
p NcF1=2 gFnð Þ; NC � 2

2pmnkBT

h2

� �3=2

; gFn � EF � Ecð Þ=kBT ð2:9aÞ

where the integral

F1=2ðgFÞ �
Z 1

0

g1=2dg
1þ eg�gF

ð2:9bÞ

is known as the Fermi 1/2 integral and the constant, NC is the effective density of
states at the conduction band (problem 2.2). The approximation, DEC=kBT ! 1,
is well taken, since DEC is typically few eV, while kBT � 25 meV at room
temperature. Moreover, fn(E) falls off rapidly with the energy, E � EC; hence, the
contribution from those states a few kBT above EC is negligible, as clear from
Fig. 2.3.
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Non-Degenerate Statistics: The non-degenerate statistics corresponds to the
case in which EF remains below EC by a few kBT , so that gF \ 0 and
exp � gF � 1. In this case, the Fermi 1/2 integral in (2.9b) can be readily inte-
grated to yield,

F1=2 gFn

� �
� exp gFn

� � Z1

0

dge�gg1=2 ¼ expðgFn
Þ
ffiffiffi
p
p

=2 ð2:10Þ

Here again, a new variable of integration g ¼ n2 has been used (problem 2.2).
Hence, by inserting (2.10) into (2.9a), the non-degenerate electron concentration is
obtained in a simple analytic form as

n ¼ NC exp � ½ðEC � EFÞ=kBT � ð2:11aÞ

Or in terms of intrinsic concentration, ni, one can write

n ¼NC exp � ½ðEC � EF � EFi þ EFiÞ=kBT �
¼ ni exp½ðEF � EFiÞ=kBT�

ð2:11bÞ

where EFi is the intrinsic Fermi level. Figure 2.4 plots the Fermi 1/2 integral
numerically evaluated together with the Boltzmann approximation given in (2.10)
versus gFn. Clearly, these two curves practically coincide in the non-degenerate
region, in which gFn � ðEF � ECÞ=kBT � � 2. For gFn 	 � 2, however, the two
curves progressively depart from each other. In this degenerate region, the increase

Fig. 2.3 The graphic
description of electron and
hole concentrations in terms
of 3D density of states, Fermi
occupation factor for
electrons and holes, and the
profiles of n and p versus
energy
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in n with gFn slows down considerably, compared with the Boltzmann
approximation.

Hole Concentration: The hole concentration is given by

p ¼
Z EV

EV �DEV

dEgp3DðEÞfpðEÞ ð2:12aÞ

where DEV is the valence band width and

gp3DðEÞ ¼
1

2p2

2mp

�h2

� �3=2

ðEV � EÞ1=2 ð2:12bÞ

is the hole density of states in the valence band with EV serving as the reference
level, and mp is the hole effective mass. Also, gpðEÞdE represents the number of
hole states per unit volume between E and E - dE. By definition, the hole
occupation factor is the probability that the state at E is not occupied by the
electron, that is,

fpðEÞ � 1 � 1

1 þ eðE�EFÞ=kBT
¼ 1

1 þ eðEF �EÞ=kBT
ð2:12cÞ

Thus, by inserting (2.12b, c) into (2.12a), one can again recast the integral as

p ¼ 2ffiffiffi
p
p NV F1=2ðgFpÞ; NV � 2

2pmpkBT

h2

� �3=2

; gFp � ðEV � EFÞ=kBT ð2:13aÞ

Here, NV is the effective density of states at the valence band, and the approxi-
mation, DEV=kBT ! 1, has been used for the same reasons as discussed
(problem 2.2).

For the non-degenerate regime in which EF stays above EV by a few kBT, the
Fermi 1/2 integral again simplifies as

F1=2 gFp

	 

� exp gFp

	 
 Z1

0

dge�gg1=2 ¼ expðgFp
Þ
ffiffiffi
p
p

=2 ð2:14Þ

Fig. 2.4 The Fermi 1/2
integral and the Boltzmann
approximation for electrons
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and p can be expressed as

p ¼ NVe�ðEF �EV Þ=kBT ð2:15aÞ

Or equivalently

p ¼ ni exp½ðEFi � EFÞ=kBT � ð2:15bÞ

In an intrinsic semiconductor n ¼ p ¼ ni, hence in the intrinsic concentration,
ni is specified as

ni �
ffiffiffiffiffi
np
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
NCNV

p
e�EG=2kBT ; EG � EC � EV ð2:16Þ

It is clear from (2.16) that ni exponentially increases with decreasing bandgap, EG,
as more electron hole pairs are thermally excited across the smaller bandgap.

Intrinsic Fermi Level, EFi: The Fermi level is determined in general from the
charge neutrality condition. In the intrinsic semiconductor, the condition is simply
given by n = p. Therefore, one can write from (2.11a) and (2.15a)

NCe�ðEC �EFiÞ=kBT ¼ NV e�ðEFi �EV Þ=kBT ð2:17aÞ

and obtain

EFi ¼
1
2
ðEC þ EVÞ þ

3kBT

4
ln

mp

mn
; ln

NV

NC
¼ 3

2
ln

mp

mn
ð2:17bÞ

Thus, EFi is located practically at the midgap. The slight departure from the
midgap arises from the difference in effective masses, mn, mp, so that the difference
amounts to a fraction of the thermal energy, kBT of 25 meV at room temperature.

2.3 Carrier Concentration in Extrinsic Semiconductors

As mentioned, the control of n and p is a key factor for device operation and is
done by doping impurity atoms, i.e., donor and acceptor atoms. The statistics of
n and p in the doped semiconductor, i.e., the extrinsic semiconductor is briefly
summarized in this section. First, the physics of doping is discussed, taking silicon
as an example. Silicon is located in Column IV in the periodic table, and there are
four outermost valence electrons. Si atoms are therefore bonded together by the
covalent bond, that is, by sharing one valence electron between two nearest atoms,
as illustrated in Fig. 2.5. As shown in the figure, doping consists of incorporating
donor and acceptor atoms at the substitutional sites.

Donors and Acceptors: The donor atoms are from Column V in periodic table,
e.g., phosphorus or arsenic atoms and have five valence electrons, and four of these
valence electrons replace the role of four valence electrons in the silicon atom. The
remaining fifth electron forms a hydrogen-like atom with one excess proton in the
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nucleus, that is, P+ or As+ ion core (Fig. 2.5). The acceptor atoms on the other hand
are from Column III, for instance, boron with three valence electrons. These
acceptor atoms cannot complete the covalent bonding in silicon but readily accept
instead an electron from other Si-Si bonds, thereby completing the bonding. In the
process, a hole is created in the valence band and the resulting negative boron ion
core and hole again form a hydrogenic atom.

The ionization energy of the donor atom is estimated by using the ionization
potential of the hydrogen atom. The ionization energy of the H atom is the energy
required to release the electron from the ground state to the vacuum level and is
specified as

EHion ¼
e4m0

2h2ð4pe0Þ2
¼ 13:64 eV ð2:18Þ

where m0 is the rest mass of the electron and e0 the vacuum permittivity. The
derivation of (2.18) can again be found in the books listed for suggested reading
list. By the same token, the ionization energy, ED, of the donor atom can be
specified by using (2.18), but with m0 replaced by the effective mass, mn, and e0 by
the silicon permittivity, eS:

ED ¼
e4mn

2h2ð4peSÞ2
¼ e4m0

2h2ð4pe0Þ2
mn

m0

� �
e0

eS

� �2

¼ 13:64
mn

m0

� �
e0

eS

� �2

eV ð2:19Þ

Thus, with mn=m0 � 0:98; 0:2, depending on the crystallographic directions
and eS=e0 � 12, the ionization energy of the donor atom is reduced to about
20–100 meV, a few thermal energies at room temperature, as sketched in Fig. 2.6.
Therefore, the fifth valence electron in the donor atom is loosely bound and can be
readily promoted to the conduction band, hence the name the donor. Here, the
ionization consists of releasing the electron to the conduction band.

A similar estimation can be made with acceptor atoms, and the ionization
energy of the hole can also be shown to be about the same as that of electrons in

Fig. 2.5 The donor and acceptor atoms embedded in tetrahedrally bonded silicon. The donor and
acceptor atoms form loosely bound hydrogenic atoms, consisting of positively charged nucleus
and electron in the former and negatively charged nucleus and hole in the latter
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donor atoms. Therefore, the acceptor atoms readily accept electrons from the
valence band, thereby creating holes in the valence band, hence the name the
acceptor (Fig. 2.6).

Fermi Level and Carrier Concentration: EF in extrinsic semiconductors in
equilibrium can again be found from the charge neutrality condition:

n þ N�A ¼ p þ NþD ð2:20Þ

where the ionized donor and acceptor concentrations, NþD , N�A can be specified in
terms of the doping level, ND, NA, as

NþD ¼
ND

1 þ gDeðEF �EDÞ=kBT
ð2:21aÞ

and

N�A ¼
NA

1 þ gAeðEA �EFÞ=kBT
ð2:21bÞ

Here, ED, EA are the donor and acceptor energy levels with respect to EC, EV,
respectively (Fig. 2.6), and gD = 2, gA = 4 are the degeneracy factors, the dis-
cussion of which is again relegated to the suggested reading material. Upon
inserting (2.9a, 2.13a) for n and p and (2.21a) for NþD and N�A into (2.20) the
Fermi level in extrinsic semiconductors can be found for given ND, NA, and
temperature, T.

Figure 2.7 shows EF thus found numerically versus temperature in n- and p-
type silicon for different ND, NA. In n-type silicon, in which NA ¼ 0, EF is raised
above EFi at the midgap with increasing ND, as it should. Also at fixed ND, EF is
lowered with increasing temperature, T to merge with EFi. This is because the
electron concentration at high T is primarily contributed by the thermal excitation,
regardless of the doping level. In p-type silicon, where ND ¼ 0, EF versus
T curves essentially mirror the corresponding curves in n-type silicon.

The electron concentration, n, in the n-type silicon is plotted versus 1000=T in
Fig. 2.8 for different doping levels. As clear from the figure, there are three
regimes of the electron concentration. In the intrinsic regime for large T, n is
determined primarily by temperature regardless of ND, as more electrons holes
pairs are thermally generated via the band-to-band excitation. With decreasing T,
the intrinsic region is followed by the saturation regime, in which n � ND. In this

Fig. 2.6 Donor and acceptor
levels in the energy gap.
The solid line represents the
extended nature of the
electron states in conduction
and valence bands, while the
broken lines denote the
localized states
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regime, nearly all of the donor atoms are ionized, as ED is still above EF (see
Figs. 2.6 and 2.7). With T further decreasing, the freeze out regime ensues in
which n decreases exponentially with decreasing T. In this regime, there is prac-
tically no thermal excitation of e–h pairs and the electrons in the conduction band
are captured back by the donors. This is consistent with EF approaching and
surpassing ED level (Fig. 2.7).

Fermi Potential: In the non-degenerate regime, n and p can be specified ana-
lytically in terms of ni [see (2.11b) and (2.15b)]. Hence, in saturation region in
which nearly all the impurity atoms are ionized, one can write

n � ND ¼ nie
ðEF �EFiÞ=kBT ð2:22Þ

so that the Fermi potential,

quFn � EF � EFi � EF � Ei

Fig. 2.7 The Fermi level versus T in silicon for different doping levels of donor and acceptor
atoms. The bandgap is weakly dependent on T as EGðTÞ ¼ 1:17� aT2=ðT þ bÞ eV;

a ¼ 4:73 
 10�4; b ¼ 636 and mn ¼ 1:1 m0

Fig. 2.8 The electron
concentration in silicon
versus 1000=T for different
doping levels
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defined as the difference between EF and the midgap is easily found from (2.22) as

uFn ¼ ðkBT=qÞ lnðND=niÞ ð2:23Þ

One can likewise specify the Fermi potential, quFp � Ei � EF, in the p-type
semiconductor as

uFp ¼ ðkBT=qÞ lnðNA=niÞ ð2:24Þ

Thus, EF in n-type semiconductors is raised above Ei, while it is lowered in p-
type below Ei, as shown in Fig. 2.9.

2.4 Carrier Transport: Drift and Diffusion

The carrier transport is another key factor for the charge control. The transport has
been driven mainly by drift and diffusion in semiconductor devices. With the
downsizing of the device dimension, however, the ballistic transport has become
important. The drift is based upon the average velocity the carriers attain in
between collisions in the presence of an external electric field. The diffusion is
driven, on the other hand, by the concentration gradient. These transport coeffi-
cients are briefly summarized as follows.

Mobility, l: As mentioned, the drift velocity, vdn, of electrons is driven by the
external electric field, E, in between collisions. Thus, given the mean collision
time, sn vdn can be specified by the product of the acceleration and the mean
collision time:

vdn �
�qð ÞE
mn

sn � � lnE; ln �
qsn

mn
ð2:25Þ

As clear from (2.25), the mobility, ln, thus defined is the response function
connecting the input field, E, to the output drift velocity and is specified in terms of
the mean collision time, sn, and the effective mass, mn, of the electron. The total
velocity of an electron then consists of two components, i.e., the random thermal
velocity and the drift velocity. Obviously, only the latter component contributes to
the current, as illustrated in Fig. 2.10. One can likewise express the hole drift
velocity and mobility as

Fig. 2.9 The Fermi
potentials in n- and p-type
semiconductors
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vdp �
qE
mp

sp � lpE; lp �
qsp

mp
ð2:26Þ

Note that the mean collision time, sn or sp in turn depends upon the total
velocity and the medium in which the transport occurs. The constant mobility
independent of E, as defined in (2.25) and (2.26), is valid in the small field regime.

Diffusion Coefficient, D: The diffusion coefficient connects the output flux of
particles to the input concentration gradient. Given a non-uniform electron density
as sketched in Fig. 2.11, the electron flux at x can be conveniently analyzed by
introducing the mean free path of electrons ln on both sides of x. The mean free
path is the average distance a particle travels before encountering the collision.
Thus, electrons can be treated as free particles in the volume elements from x � ln

to x and from x to x þ ln. The net number of electrons crossing the x plane per unit
area from left to right is then given by

N ¼ NLR � NRL ¼
1
2

nðx � lnÞln �
1
2

nðx þ lnÞln ð2:27Þ

where 1/2 factor accounts for the random motion of electrons in equilibrium, that
is, only one half of the electrons are moving from left to right or vice versa. Since
the mean free path ln can be taken small, compared with the typical spatial range of
variation in concentration, one can Taylor expand the electron concentrations at
x � ln up to the first order as

nðx � lnÞ � nðxÞ � on

ox
ln ð2:28Þ

By inserting (2.28) into (2.27), one can write

Fig. 2.10 The random
thermal motions of electrons
in the absence (left) and
presence (right) of external
field

Fig. 2.11 An
inhomogeneous electron
concentration versus x and a
differential volume element
consisting of two planes at
x � ln centered around x with
ln denoting the electron
diffusion length
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N ¼ � l2n
onðxÞ
ox

ð2:29Þ

Now the flux of electrons from left to right at x is, by definition, given by dividing
N in (2.29) by the mean collision time, sn:

Fn �
N

sn
¼ � l2n

sn

onðxÞ
ox

� �Dn
onðxÞ
ox

; Dn �
l2n
sn

ð2:30Þ

In this way, the output flux is related to the input concentration gradient via the
diffusion coefficient, Dn. The coefficient in turn is specified by the mean free path
ln and the collision time sn. These two physical quantities, ln and sn, are related by

ln ¼ vTsn ð2:31Þ

where vT is the thermal speed of electrons. Although the total electron velocity
consists of thermal and drift velocities, the former is much greater than the latter,
unless the electric field is extremely high. Thus, the latter term has been neglected
in (2.31). Moreover, as discussed in Chap. 1, vT is to be given in terms of the
thermal energy via the equipartition theorem:

mnv2
T=2 ¼ kBT=2 ð2:32Þ

Einstein Relation: Now that both mobility and diffusion coefficients of the
electron are specified by (2.25) and (2.30), respectively, the relationship between
the two can be found by considering the ratio:

Dn

ln
¼ l2

n=sn

qsn=mn
¼ kBT

q
ð2:33Þ

Here, (2.31) has been used for relating the mean free path to the thermal velocity.
Similarly, one can write

Dp

lp
¼

l2
p=sp

qsp=mp
¼ kBT

q
; lp ¼ vTsp ð2:34Þ

Equations (2.33) and (2.34) are known as the Einstein relation, relating the two
transport coefficients.

High-Field Mobility: As pointed out, in the high-field regime, the mean colli-
sion time, hence the drift velocity depends on E, and therefore the mobility is not a
constant but becomes a function of E. This can be understood in light of the
response function. A response function, connecting the input to the output gen-
erally depends on the input as its magnitude increases. For the case of mobility, the
input is the electric field; hence, l naturally depends on E. This means that as the
channel length of the device is shortened the drift velocity should be increasingly
dependent E. In silicon, for example, the drift velocity can be expressed empiri-
cally by
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vd ¼
lE

1 þ lE=vs
ð2:35Þ

where l is the low field mobility and vs the saturation velocity in silicon. As clear
from (2.35), vd increases linearly with E at a slope given by l in low field regime,
but in the limit of large field, vd saturates at a level given by vs. In between the two
limits, vd increases sub-linearly with E.

Drift and Diffusion Current: Now that the mobility and diffusion coefficient
have been discussed, the current densities associated are briefly considered. Nat-
urally, the current density of electron consists of the drift and diffusion compo-
nents. The drift current is contributed by the drift velocity vdn, and the electrons
acquire in between collisions driven by the external electric field E, i.e.,

Jn drift � ð�qÞnvdn; vdn ¼ lnE ð2:36Þ

The diffusion current is driven by the spatial gradient of the electron concen-
tration, i.e.,

Jn diff / �
dn

dx
� ð�qÞDn �

dn

dx

� �
ð2:37Þ

where the electron diffusion coefficient, Dn, connects the flux with the concen-
tration gradient. The total electron current density of the electron is thus given by

Jn ¼ qnlnE þ qDnrn ð2:38Þ

Likewise, the hole current density is given by

Jp ¼ qplpE � qDprp ð2:39Þ

Continuity Equation: Given a volume element dx at x, the time rate of the
change of the charge density therein is due to the net current density flowing into
the element, as shown in Fig. 2.12. Thus, one can write

o

ot
ð�qndxÞ ¼ JnðxÞ � Jnðx þ dxÞ ¼ oJn

ox
ð2:40Þ

where Jnðx þ dxÞ has been Taylor expanded at x.
Thus, generalizing (2.40) to 3D, the continuity equation for the electron charge

density reads as

Fig. 2.12 A sketch for the
charge conservation in 1D
differential volume element
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on

ot
¼ � 1

q
r � Jn; Jn ¼ qlnnE þ qDnrn ð2:41Þ

Likewise, one can write

op

ot
¼ � 1

q
r � Jp; Jp ¼ qlppE � qDprp ð2:42Þ

2.5 Tunneling

The tunneling phenomenon is one of the unique features of quantum mechanics
and is rooted in the wave nature of particles. The tunneling consists essentially of a
particle transmitting through a potential barrier higher than its kinetic energy. The
probability of a particle with kinetic energy E to tunnel through a potential barrier
of height V and thickness d is approximately given by

T � exp � 2
2m

�h2 ðV � EÞ
� �1=2

d ð2:43Þ

Thus, given a potential barrier V(x), one can decompose it into a juxtaposition
of barrier elements with height Vj and width dx and find the total net probability by
multiplying the individual probabilities, obtaining

T ¼ exp � 2
ffiffiffiffiffiffi
2m
p

h

Zx2

x1

dx½ðVðxÞ � EÞ�1=2 ð2:44Þ

where x1, x2 are determined by the condition, V ¼ E.
Direct Tunneling Probability: Given a potential barrier of height V at the

interface between the semiconductor and dielectric material, it is transformed by
the applied electric field E into

VðxÞ ¼ V � qEx ð2:45Þ

where q the magnitude of the electron charge. Upon inserting (2.45) into (2.44)
and performing the integration, one finds

T ¼ exp � 4ð2mÞ1=2

3qEh
ðV � EÞ3=2 � ðV � E � q Ej jdÞ3=2
h i( )

ð2:46Þ

where d is the barrier thickness. Clearly, T is mainly determined by the applied
electric field, E, d, and the incident energy E of the incident electron. The tun-
neling through the trapezoidal barrier is known as the direct tunneling. The direct
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tunneling of electrons through the dielectric layer imposes fundamental limitations
on down scaling the semiconductor devices into nanoregimes.

Fowler–Nordheim Tunneling. When the potential barrier is of a triangular shape
instead, (2.46) reduces to

T ¼ exp � 4ð2mÞ1=2

3qEh
ðV � EÞ3=2 ð2:47Þ

and is known as the Fowlwer–Nordheim (F–N) tunneling. Understandably, T is
shown to depend primarily on E and incident energy E. The F–N tunneling fun-
damentally limits the device operation and downscaling because it enhances the
gate leakage in logic devices. However, it also provides the driving force for
nonvolatile memory cells.

2.6 The Applications of Tunneling

The tunneling is extensively utilized in various semiconductor and optoelectronic
devices. For example, the tunneling underpins the operation of tunnel diodes,
Schottky-Ohmic contacts, resonant tunneling devices, single electron transistors,
nonvolatile memory cells. In addition, the tunneling offers a convenient means for
the scanning tunneling microscopy. More importantly, the resonant tunneling
provides the physical basis whereby electrons or holes move as free particles in
solids. Some of these applications are briefly discussed.

Direct and F–N Tunneling in MOSFET: As pointed out, the tunneling through
trapezoidal or triangular potential barriers play critical roles in the operation of
MOSFETs. The barrier in this case is provided by the silicon dioxide layer
deposited between the gate electrode and the silicon substrate. Without the bias
between the gate electrode and the substrate, the silicon dioxide can effectively
block the tunneling of electrons or holes from the gate to the semiconductor or vice
versa. When the gate voltage is applied, however, the barrier is transformed into a
trapezoidal or triangular shape, and consequently, tunneling probability is greatly
enhanced. As a result, the leakage current is enhanced greatly, degrading the
performance of MOSFETs. However, the F–N tunneling constitutes the driving
force for the operation of nonvolatile memory cells, e.g., flash EEPROM. In these
memory cells, electrons are tunneled into the floating gate from the channel for
programming. Also, the electrons stored in the floating gate are tunneled out for
erasing.

Scanning Tunneling Microscopy: The tunneling provides an efficient means of
probing the surface morphology with atomic-scale resolution. The working prin-
ciple of the microscope simply consists of keeping the tunnel current between the
probe tip and the surface atoms fixed at given bias. Or the distance of the tip is kept
fixed with respect to the sample surface. As discussed, the F–N or direct tunneling
probability is dictated by (1) the distances involved and (2) the voltages or electric
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fields applied. Hence, for the case of the former scheme, to keep the tunnel current
constant at given voltage, the distance of the probe tip with respect to the surface
atom has to be maintained at fixed distance. This requires an adjustment of the
height of the tip as it scans the surface. The changing height of the tip versus the
scanning reveals the surface morphology with about 0.1 nm in accuracy. For the
latter case, the varying tunneling current at fixed voltage is translated into the
surface morphology.

Field Emission Display: The image information to be displayed is transferred in
the form of applied voltages from the driver circuitry to the array of the metallic
tips, forming the pixels. The voltages transferred induce the field crowding at the
metallic tip, enhancing the tunneling probability. The electrons thus tunneled out
from the metallic tips carry the image information to the screen for display.

Ohmic Contact: The tunneling provides the means of implementing the Ohmic
contact, an essential component of semiconductor devices, connecting them to the
outside world with negligible resistance. Such a contact can be fabricated using the
interface between the metal and the semiconductor. At the interface, a potential
barrier is formed resulting from the difference between two work functions
involved. However, the width of the barrier can be made very thin by heavily
doping the semiconductor, rendering the potential barrier nearly transparent to
tunneling electrons or holes. Thus, under bias, electrons and holes are readily
injected from metal into semiconductor or vice versa with negligible voltage drop
at the interface.

2.7 Problems

2.1 The Boltzmann distribution function for a system of free particles is given by

f0ðvÞ ¼ N exp � ðv2
x þ v2

y þ v2
z Þ=2kBT

h i

(a) Carry out the integration,

I ¼
Z1

�1

dvf0ðvÞ

¼N

Z1

�1

dvxe�ðv
2
x=kBTÞ

Z1

�1

dvye�ðv
2
y=kBTÞ

Z1

�1

dvze
�ðv2

z =kBTÞ
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by using the formula,

Z1

�1

dxe�ax2 þ bx ¼
ffiffiffi
p
a

r
eb2=4a

and find the normalization constant N by putting I = 1.

(b) Show that

v2
x

� �
¼
Z1

�1

dvv2
x f0ðvÞ

¼N

Z 1
�1

dvxe�ðv
2
x=kBTÞv2

x

Z1

�1

dvye�ðv
2
y=kBTÞ

Z1

�1

dvze
�ðv2

z =kBTÞ

¼ kBT=m

2.2 Starting from the general representation of the electron concentration,

n ¼
Z EC þDEc

EC

dEgn3DðEÞfnðEÞ

(a) Compact the expression of n in terms of the Fermi 1/2 integral given in
(2.9a) by using the new variable of integration given in (2.9b).

(b) Derive (2.11a) by using a new variable of integration, g ¼ n2.
(c) Derive (2.13a) and (2.15a) by repeating a similar analysis.

2.3 Find Fermi potentials uFn in silicon for the doping levels ND = 1015, 1017,
1018 cm-3 by using ni ¼ 1:45 
 1010 cm�3.

2.4 Consider an intrinsic silicon in between two silicon dioxide layers W distance
apart.

(a) Find the ground and first excited state of electrons for W = 10,100 nm.
(b) Find the electron concentrations in the conduction band for

W = 100,10 nm at room temperature.
(c) Compare the results obtained in (b) with ni in bulk silicon. For simplicity

of analysis, you may take the quantum well by an infinite square well
potential.

Take mn=m0 ¼ 1:1.
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2.5 Consider a quantum wire made up of intrinsic silicon of cross-sectional area,
W2. The quantum wire is surrounded by silicon dioxide.

(a) Find the ground and first excited sub-bands.
(b) Find the electron concentrations in the conduction band for W ¼

100; 10 nm for T ¼ 300 K. For simplicity of analysis, you may approx-
imate the quantum well by an infinite square well potential. Take
mn=m0 ¼ 1:1.
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Chapter 3
P–N Junction Diode: I–V Behavior
and Applications

Dae Mann Kim, Bong Koo Kang and Yoon-Ha Jeong

Abstract The p–n junction diode is a simple two-terminal solid-state switch, but
the theories underlying its operation encompass the central core of the semicon-
ductor device physics. Thus, the I–V modeling of the junction diode should pro-
vide a convenient basis for modeling other kinds of semiconductor devices,
including the silicon nanowire field effect transistor (SNWFET). Additionally, the
p–n junction is used extensively as photodiodes, solar cells, light-emitting and
laser diodes, etc. and constitutes a key element of MOSFET. This chapter is
addressed to the I–V modeling and applications of the p–n junction diode and
should thus provide a general background for discussing SNWFETs in the chapters
to follow.

Abbreviation

SNWFET Silicon nanowire field effect transistor
LED Light-emitting diode
LD Laser diode
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3.1 General Background

The p–n junction consists of n and p type semiconductors in equilibrium contact.
There are two kinds of junctions, homo and hetero junctions. In the former, the two
bandgaps in contact are the same, while in the latter the bandgaps are different. In
this chapter the homojunction is singled out for discussion, but the results obtained
can also be applied to the heterojunctions. The general I–V characteristics of the
diode are shown in Fig. 3.1. Under a forward bias, i.e., a positive voltage applied to
the p side, a large current is drawn from p to n. Under a reverse bias, on the other
hand, a minimal current flows from n to p. Hence, the diode works as a switch.

The operation of the diode is based on the interplay between the equilibrium
and non-equilibrium. Specifically, the input bias is used to push the junction away
from the equilibrium to the non-equilibrium. Then the junction reacts to push itself
back to the equilibrium, thereby inducing the output current. Thus, it is necessary
to first consider the physics of the equilibrium and the non-equilibrium.

Equilibrium in Single Semiconductor: As discussed in Chap. 2, in thermal
equilibrium, the carrier concentrations, n and p are quantified by a single Fermi
level, EF. Also, the current density is commensurate with the slope of EF, which is
shown as follows. The 1D current density of electrons is given from (2.38) by

Jn ¼ qlnnE þ qDn
dn

ox
ð3:1Þ

Here the electric field, E, is to be expressed in terms of the electrostatic potential,
u, i.e., E ¼ �ou=ox. Also, u in turn represents the electron potential energy when
multiplied by the charge of the electron, -q, so that -qu is identical to and
parallels with EC, EV or the midgap energy Ei. Thus, one can write

Fig. 3.1 The p–n junction
diode and I–V curve,
consisting of the forward,
reverse and breakdown
currents
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E ¼ � ou
ox
� 1

q

oEi

ox
ð3:2Þ

Also, for non-degenerate case, n is analytically expressed in terms of Ei and EF

[see (2.11)]. Hence with the use of (2.11), (3.2) and the Einstein relation, (2.33), Jn

in (3.1) can be compacted as

Jn ¼ lnn
dEF

dx
ð3:3Þ

(problem 3.1). One can likewise express the hole current density as

Jp ¼ lpp
dEF

dx
ð3:4Þ

Since no current flows in equilibrium, the Fermi level should therefore be flat.
Equilibrium in a Composite Semiconductor System: A composite semicon-

ductor system consists of two different semiconductors in equilibrium contact, as
shown in Fig. 3.2.

The electron flux from left to right, FRL, is then balanced by the reverse flux
from right to left, FRL. Now, FLR is specified from the Pauli exclusion principle by
(1) the number of electrons occupying the quantum states on the left at a given
energy, E, and (2) the empty quantum states on the right with the same E for the
electrons to move in, i.e.,

FLR / nLðEÞvRðEÞ ð3:5aÞ

Here the electron density on the left at E

nL ¼ gLðEÞdEfLðEÞ ð3:5bÞ

is given by the density of states, gL(E) and the Fermi occupation factor, while the
density of vacant states on the right,

vR ¼ gRðEÞdE 1� fRðEÞ½ � ð3:5cÞ

is given in terms of the density of states and the probability that the state is not
occupied by the electron.

Hence, one can explicitly specify (3.5a) by

FLR / gLðEÞdEfLðEÞgRðEÞdE 1� fRðEÞ½ � ð3:6Þ

Fig. 3.2 Two semiconductors in equilibrium contact. The electron flux from left to right is
balanced by its inverse flux from right to left in equilibrium
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Similarly, FRL is given by

FRL / gRðEÞdEfRðEÞgLðEÞdE 1� fLðEÞ½ � ð3:7Þ

Since FLF = FRL in equilibrium, it follows from (3.6) and (3.7) that
fLðEÞ ¼ fRðEÞ;i.e.,

1

1þ eðE�EFLÞ=kBT
¼ 1

1þ eðE�EFRÞ=kBT
ð3:8Þ

The only way to satisfy (3.8) is to have identical Fermi levels on both sides, that is,

EFL ¼ EFR ð3:9Þ

Therefore, EF should line up and be flat in equilibrium.

3.2 p–n Junction in Equilibrium

Junction Band Bending: The behaviors of EF discussed in the preceding section
are next applied to considering the junction band bending. When p- and n-type
semiconductors are brought together into an equilibrium contact, the band bending
should ensue for the reasons as follows. Before the contact, EFon the n side lies
above Ei, while EFon the p side lies below Ei, as shown in Fig. 3.3. Thus, the
difference between the two Fermi levels is given by the sum of two Fermi
potentials.

Upon the equilibrium contact, however, EF should line up and be flat. Other-
wise, the current would flow in violation of the equilibrium condition [see (3.3),
(3.4)]. The only way to satisfy the condition is for the band to bend by an amount,

Fig. 3.3 The energy band of
the p–n junction before (top)
and after (bottom) the contact
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qubi ¼ quFn þ q/Fp ð3:10Þ

where ubiis the built-in potential given by the sum of Fermi potentials, uFn, uFP.
Electrostatics for Band Bending: The required band bending is supported by the

electrostatics entailed in the equilibrium contact. Upon contact, the electrons
should diffuse from the high concentration n region to the low concentration
p region. By the same token, holes diffuse from p to n region. These diffusions
leave behind the uncompensated donor and acceptor ions, qNþD ;�qN�A in n and
p regions, respectively, near the junction interface (see Fig. 3.4). Once the dipolar
space charge is formed, it induces the space potential energy -qu that connects
the misaligned ECand EV in the junction region, accounting for the band bending.
The E field thus induced acts in turn as the source for the opposite flow of carriers
via drift, the electrons drifting from p to n, and the holes drifting from n to p
regions, respectively. These drift fluxes should balance the diffusion fluxes, so that
there is no net flux of electrons or holes in equilibrium.

Fig. 3.4 The dipolar space
charge, q, field, E, and
potential, u
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The Coulomb’s law for the dipolar space-charge layer is given by

o

ox
E ¼ q

eS
; q ¼ qND; 0� x� xn

�qNA; �xp� x� 0

�
ð3:11Þ

where eS is the permittivity of the semiconductor. Here the space charge, q, is
taken as a step function in completely depleted approximation, as depicted in
Fig. 3.4. This simplification accurately accounts for the real space-charge profile
for non-degenerate carrier concentrations (problem 3.2). In this concentration
regime, EF ranges in the energy gap below EC and above EV by a few thermal
energies, kBT, as discussed in Chap. 2. In this case, practically all of ND and NA

atoms are ionized, and xn and xp accurately demarcate the junction region from n
and p bulk regions, respectively. Given this representation of q, one can readily
find the space-charge field as a linear function of x as

EðxÞ ¼ ðqND=eSÞðx� xnÞ; 0� x� xn

�ðqNA=eSÞðxþ xpÞ; �xp� x� 0

�
ð3:12Þ

Here, the boundary conditions of E(x) are given by EðxnÞ ¼ Eð�xpÞ ¼ 0; since
E should not penetrate into n and p bulk regions. Also, E(x) should be continuous
everywhere, and this condition applied at the interface, x ¼ 0 yields

qNDxn ¼ qNAxp ð3:13Þ

Thus, the total number of electrons and holes spilled over from n to p and from
p to n regions, respectively, are the same. Also the magnitude of the maximum
space-charge field at x ¼ 0is given by

Emax ¼ qNDxn=eS ¼ qNAxp=eS ð3:14Þ

Built-in Potential and Depletion Depth: Now that EðxÞ has been found, the
electrostatic potential can be obtained as a quadratic function of x. But the quantity
of interest is the difference in potential between �xpand xn;which should amount
to the built-in potential, ubi. Evidently finding ubiis equivalent to finding the area
of the triangle formed by EðxÞcurve in Fig. 3.4, and one can write

ubi ¼
1
2

EmaxW; W � xn þ xp ð3:15Þ

where W is the junction depletion depth. The depth, W, in turn can be expressed in
terms of xn or xp alone by using (3.13):

W ¼ xn 1þ ND=NAð Þ ¼ xp 1þ NA=NDð Þ ð3:16Þ

Hence, with the use of (3.16) for W, the maximum field in (3.14) can be found
in terms of W:

Emax ¼
qNAND

eS NA þ NDð ÞW ð3:17Þ
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and therefore the built-in potential is given from (3.15) by

ubi �
1
2

EmaxW ¼ q

2eS

NAND

NA þ ND
W2 ð3:18Þ

Also, by using (2.23) and (2.24), ubican be specified in terms of doping levels ND

and NA in the regime of the non-degenerate carrier concentration as

ubi � uFn þ uFp ¼
kBT

q
ln

NAND

n2
i

� �
ð3:19Þ

In this manner, the junction parameters are all specified in the completely depleted
approximation.

Equilibrium Carrier Concentrations: The electron concentration, n, in the
depletion depth, W, ranges from the majority carrier concentration, nn0, in the
n bulk region to the minority carrier concentration, np0, in the p bulk region:

nn0 ¼ nie
quFn=kBT ; np0 ¼ nie

�quFp=kBT ð3:20Þ

so that np0=nn0 ¼ exp� qubi=kBT½ �. Similarly, the hole concentration, p, ranges
from pp0 in the p bulk region to pn0 in the n bulk region:

pp0 ¼ nie
quFp=kBT ; pn0 ¼ nie

�quFn=kBT ð3:21Þ

Hence, the ratio between pn0 and pp0 is same as that between np0 and nn0, i.e.,
pn0=pp0 ¼ exp� qubi=kBT½ �.

3.3 The Junction Under Bias

Forward and Reverse Bias: When the junction is forward biased with a positive
voltage, V ;applied to the p side, the band in the p bulk is, by definition, lowered by
definition with respect to the n bulk by an amount qV . Hence, the band bending
reduces from the equilibrium value, qubito qðubi � VÞ;as sketched in Fig. 3.5.
However, the location of EF with respect to EC, EV should remain the same in both
n and p regions, since the equilibrium carrier concentrations are preserved therein.
These two requirements cannot be met with the single EF as in equilibrium.
Instead, the two quasi-Fermi levels are required, one for electron, EFn, and the
other for hole, EFp. Also, the reduced band bending by an amount qVshould be
accompanied by reduced W and Emax (Fig. 3.5).

In the quasi-equilibrium approximation, EFn is taken flat in both n and junction
regions and to merge with EFp in the p bulk region, where a single Fermi level
should suffice to quantify n and p. By the same token, EFp is flat in p and junction
regions and merges with EFn in the n bulk. As a consequence, a loop is formed in W.

When the junction is reverse biased by applying negative voltage, -V, on the p
side, the band therein is raised by qV and the junction band bending should
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therefore increase from qubito q ubi � ð�VÞð Þ½ �. Concomitantly, W and Emax

should also increase (Fig. 3.5). The increase or decrease of W and Emax should thus
depend on the bias and is given from (3.17), (3.18) by

EmaxðVÞ ¼
qNDNA

eSðNA þ NDÞ
WðVÞ ð3:22Þ

with

WðVÞ ¼ 2eSðNA þ NDÞ
qNAND

ðubi � VÞ
� �1=2

ð3:23Þ

where V is positive or negative depending on the forward or negative biases,
respectively.

Fig. 3.5 The p–n junction under forward (left) and reverse (right) biases. The band bending, W,
E, and u are reduced and increased under forward and reverse biases, respectively, and the
electron and hole quasi-Fermi levels split in the junction by qV
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Charge Injection and Extraction: As pointed out, the control of n and p is a key
element in the operation of the junction diode or for that matter any active devices.
The overall picture of n and p in equilibrium and under bias is sketched in Fig. 3.6.
Obviously, the two quasi-Fermi levels in the junction depletion region should split
by

EFn � EFp ¼ qV ð3:24Þ

However, EFn and EFp merge gradually just outside of xn and xp in the regions
called the quasi-neutral regions.

Since EC and EV vary versus x in the depletion region, n and p should also vary
therein. For the non-degenerate case, one should replace EF by EFn and EFp and
specify the n p product as

nðxÞpðxÞ ¼ nie
½EFn�EiðxÞ�=kBT nie

½EiðxÞ�EFp�=kBT ¼ n2
i eqV=kBT ð3:25Þ

It is therefore clear that the charge is injected above the equilibrium value under
forward bias, while it is extracted under reverse bias, as shown in Fig. 3.7. The
injection and extraction of minority carriers under bias are the driving forces of the
diode operation, as will be discussed in a few sections to follow.

3.4 The Ideal Diode I–V Model

Overview: As noted, there is no net flux of electrons or holes in equilibrium. For
the case of electrons, for example, the diffusion flux from n to p region is balanced
by the drift flux from p to n region, driven by the space charge field in the junction
region. However, when the junction is driven away from equilibrium, a reactive
process ensues to drive the system back to equilibrium. Specifically, the charge
injection is accompanied by the recombination of electrons and holes, so that the

Fig. 3.6 The junction band bending in equilibrium (middle) and under forward (left) and reverse
(right) biases. Two quasi-Fermi levels split in the depletion depth and merge in the quasi-neutral
regions
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excess charge carriers are reduced. By the same token, the charge extraction is
accompanied by the generation of electron–hole pairs. These two reactive pro-
cesses give rise to the forward and reverse currents. In this manner, the diode
operation is based on the interplay between the equilibrium and the non-
equilibrium.

In spilling over from n to p regions, the electrons have to overcome the
potential barrier of height, qubi;in equilibrium while they can freely roll down the
barrier from p to n regions, irrespective of the barrier height (see Figs. 3.3 and
3.5). This detailed balancing between diffusion and drift is broken under bias.
Under forward bias, the potential barrier is lowered, as a consequence of which
there should be more diffusion flux than the drift flux.

With this general overview in mind, the diode I–V behavior is quantified by
using the theory by Shockley. In his model, Shockley introduced a few simplifi-
cations. First, the abrupt deletion approximation has been used, in which the dipole
charge layer, q, is taken constant at the level, given by ND and NA and ending
abruptly at xn and -xp (Fig. 3.4). Also, the charge injection is confined to a low
level, so that the minority carrier concentrations, np and pn, are much smaller than
the majority carrier concentrations, pp0 and nn0, respectively. Finally, the doping
levels, ND and NA, are confined to the non-degenerate level. For simplicity, the
junction interface region is taken ideal, and the surface state enhanced recombi-
nation or generation processes occurring therein are neglected.

In the I–V modeling, the p–n junction is divided into three regions, as shown in
Fig. 3.6: (a) the depletion region, W ; in which the dipolar charge, q, supporting the
band bending is formed, (b) the two quasi-neutral regions where EFn and EFp

gradually merge and (c) the n and p bulk regions.

Fig. 3.7 The injection and
extraction of electrons and
holes in the junction region
including the quasi-neutral
regions, under forward and
reverse biases
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Forward and Reverse Currents: Under a forward bias, the diffusion flux is
greater than the drift flux, as discussed, providing excess electrons and holes in the
junction interface, as shown in Fig. 3.7. For the case of holes, the excess con-
centration, pn;in the quasi-neutral region on the n side evolves in time, dictated by
the generalized continuity equation,

dpn

dt
¼ � d

dx
pnlpE� Dp

dpn

dx

� �
� pn � pn0

sp
ð3:26Þ

Here, the recombination for the excess hole concentration has been empirically
introduced in the continuity Eq. (2.42).

In the steady state, opn=ot ¼ 0 and the space charge field, E; in the quasi-
neutral region is small, so that (3.26) simplifies as

d2pn

dx2
� pn � pn0

L2
p

¼ 0; Lp � ðDpspÞ1=2 for x� xn ð3:27Þ

Here, Lp thus introduced denotes the hole diffusion length.
The boundary conditions for pn(x) to satisfy are

pnðxnÞ ¼ pn0eqV=kBT ; pnðx!1Þ ¼ pn0 ¼ n2
i =ND

The first condition accounts for the charge injection at the edge of the junction xn,
while the second condition states that pn in the n bulk should be equal to its
equilibrium value pn0. The solution of (3.27) satisfying the boundary conditions is
thus given by

pnðx� xnÞ ¼ pn0ðeqV=kBT � 1Þe�ðx�xnÞ=Lp þ pn0; x� xn ð3:28Þ

where Lp is the hole diffusion length.
Having found pnðxÞ; the resulting diffusion current density is obtained as

JpðxÞ � qDp �
dpn

dx

� �
¼ qDppn0

Lp
eqV=kBT � 1
h i

e�ðx�xnÞ=Lp ; x� xn ð3:29Þ

Similarly, the electron current density in the quasi-neutral region on the p side is
obtained as

JnðxÞ � �qDn �
dnp

dx

� �
¼ qDnnp0

Ln
eqV=kBT � 1
h i

eðxþxpÞ=Lp ; x� � xp ð3:30Þ

The total forward current is then contributed by the two current densities of
electrons and holes, and one may take the total current as the sum of Jn and Jp,
evaluated at xn, and -xp, respectively:

Iideal ¼ Inð�xpÞ þ IpðxnÞ ¼ ISðeqV=kBT � 1Þ ð3:31aÞ
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where

IS ¼
qDnnp0

Ln
þ qDppn0

Lp

� �
AJ ¼ qn2

i

Dn

LnNA
þ Dp

LpND

� �
AJ ð3:31bÞ

is the saturation current. Here AJ denotes the area of the diode cross section and
minority carrier concentrations, np0 and pn0 have been specified by the well known
relationship:

np0 ¼
n2

i

pp0
¼ n2

i

NA
; pn0 ¼

n2
i

nn0
¼ n2

i

ND

The Eq. (3.31a, 3.31b) represents the ideal diode I–V model.
Clearly, the diode current is contributed by both electrons and holes; hence, the

p–n junction diode is a bipolar device. Also, under the forward bias, the current
exponentially increases, which is driven by exponentially injected minority car-
riers. Moreover, electrons and holes diffuse in opposite directions, but the two
currents add up because of the opposite polarity of the charges carried by electrons
and holes. The forward current flows from p to n.

The two diffusion currents depend sensitively on x as clear from (3.29) and
(3.30). However, the majority carrier drift currents also vary in each quasi-neutral
region, in such a manner that the total current is maintained at a constant level. The
voltage required to induce the required drift currents takes up a minute fraction of
the total applied voltage because of the large majority carrier concentration taking
part in the drift. Naturally, the constant current level throughout the junction
region is an indispensible requirement for the steady state operation.

Under a reverse bias, in which V \ 0;both pn and np are depleted in respective
quasi-neutral regions, and electrons and holes diffuse in the reverse direction.
Equation (3.31a, 3.31b) also accounts for the reverse current flowing from n to
p regions, provided V is replaced by -V.

3.5 The Non-ideal I–V Model

In the ideal I–V model, the injection and extraction of electrons or holes are
considered. In practice, however, the recombination (r) or generation (g) of
electrons and holes constantly takes place in the junction region, thereby giving
rise to additional current components. The r, g processes are based on the band-to-
band or trap-assisted excitation or recombination of electrons and holes, as sket-
ched in Fig. 3.8. The resulting recombination current IR is to be specified by the
theories developed by Shockley and Hall or Reed and is given by

IR � qURWAJ ; UR ¼
1
2s

nie
qV=2kBT ð3:32Þ
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Here, WAJ is the volume of the depletion region where the recombination occurs,
and URis the recombination rate per unit volume with s denoting the
recombination lifetime. Understandably, IRis commensurate with the amount of
excess charge carriers injected under the forward bias. Similarly, the generation
current, IG;is given by

IG � qUGWAJ ; UG ¼
ni

2s
ð3:33Þ

with UG denoting the generation rate per unit volume.
Thus, the general non-ideal I–V behavior including IR and IG is given by

I ¼ Iideal þ IR; V [ 0
Iideal þ IG; V\0

�
ð3:34Þ

where terms appearing in (3.34) have all been specified in preceding sections.
Note that IR and IG are contributed via the band-to-band or trap-assisted gen-

eration or recombination of electron hole pairs. In practice, IR and IG are primarily
due to the latter process, the mechanisms of which are sketched in Fig. 3.9. Under
the forward bias, the excess electrons and holes are supplied from n and p bulk to
the junction regions and are recombined in two steps in succession. An incoming
excess electron is captured by a trap, and the trapped electron in turn captures a
hole via recombination. This two-step process is repeated for some of the electron–
hole pairs injected, completing thereby the current loop for IF .

Similarly, the generation current, IG;can be specified in terms of the alternating
emissions of holes and electrons in succession, as shown in the same figure. An
electron in the valence band gets trapped in a trap site, emitting a hole. The trapped
electron is in turn promoted into the conduction band. As a result, an e–h pair is
generated, and both carriers are swept across the depletion region, holes to the p
region and electrons to the n region, driven by strong junction electric field again
to complete the loop for IR.

The currents, IR and IG can be empirically put into the ideal I–V expression as

I ¼ IS expð qV

mkBT
Þ � 1

� �
; IS � ISideal þ AJ

qni

2s
W ð3:35Þ

Fig. 3.8 The cyclic trap-
assisted recombination
(a) and generation (b) of
electron–hole pairs
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In this representation, the saturation current, IS, includes IG empirically, while IRis
incorporated into the ideality factor, m, which varies from 1 to 2 to fit the observed
forward current. In addition, the explosive increase of IRbeyond a critical voltage,
called the breakdown voltage, VBR is due to a few basic physical processes, as
discussed below. The mechanisms of breakdown are graphically illustrated in
Fig. 3.9.

Avalanche breakdown: With increased band bending and strong space charge
field induced by VR, electrons gain kinetic energies as they roll down the junction
potential hill sufficient to ionize the host atoms. As a result, e–h pairs are gener-
ated. Such impact ionization processes occurring in cascade give rise to the
explosive growth of the e–h pairs, hence the breakdown current. The process is
known as the avalanche breakdown.

Tunneling and Zener breakdown: The tunneling is a process unique in quantum
mechanics as discussed in the chapter 2. The electrons are prohibited to reside in
the energy gap, EG, so that the gap acts as a potential barrier to electrons in the
valence band. But the valence electrons can tunnel through the barrier to the
conduction band and roll down the band to contribute to the reverse current as
sketched in Fig. 3.9. Under a reverse bias, the potential barrier takes up a trian-
gular shape of height EG and width narrowed by the strong electric field, E, in the
junction region (Fig. 3.9). Hence, the F–N tunneling prevails, and the probability
is given from (2.47) by

T / exp� 4ð2mnÞ1=2

3qE�h
E3=2

G

and increases exponentially with increasing E or the reverse voltage, VR. The
tunneling induced breakdown is known as Zener breakdown.

Fig. 3.9 The diode
breakdown: the band-to-band
or trap-assisted generation of
e–h pairs (right) followed by
the impact ionization
occurring in cascade (top left)
[reprinted from suggested
reading 1]; the Fowler–
Nordheim tunneling of
valence band electrons to
conduction band (bottom left)
[reprinted from the same]
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3.6 Applications of Diode

The p–n junction diode is utilized extensively, and a few applications are discussed
in this section. The list of applications chosen for discussion includes the photo-
diode, solar cell, light-emitting diode, and laser diode. All of the applications
chosen for discussion are based on the interaction of light with the diode. Thus, the
optical absorption or emission in semiconductors is first discussed.

3.6.1 Optical Absorption and Emission

Figure 3.10 shows the conduction and valence bands in direct and indirect
bandgap semiconductors. Also shown in the figure are the dispersion curves of
electrons in the conduction band and those of holes in the valence band. Since
electrons and holes move freely in the conduction and valence bands, the energy of
these charge carriers, E, consists of the kinetic energy

E ¼ �h2k2=2mj; j ¼ n; p ð3:36Þ

Here, mj denotes the effective mass of the electron or hole, �h ¼ h=2p with
h denoting the universal Planck constant, and the linear momentum, p, is given in
terms of the wave vector, k. In a direct bandgap semiconductor, the minimum and
maximum points in two dispersion curves coincide, while they do not in indirect
semiconductor.

As discussed in Chap. 2, the quantum states of electrons above EFare mostly
empty, while those below EFare practically all filled up in the non-degenerate
concentration regime. Also, an electron when promoted to the conduction band,
moves freely with an effective mass, mn;near the bottom of conduction band.

Fig. 3.10 The electron and hole dispersion curves in conduction and valence bands in a direct-
bandgap (left) and indirect-bandgap (right) semiconductors. The generation of e–h pair via the
absorption of a photon is also shown
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Likewise, the hole in the valence band moves with the effective mass, mp, near the
top of the valence band. With increasing kinetic energy, the electron in the con-
duction band moves up the dispersion curve, while the hole in the valence band
moves down the dispersion curve in a symmetric manner. The motions of the
electrons and holes are the mirror images of each other.

The quantum mechanical description accounting for the light absorption or
emission is a rather involved. Thus, the main highlights of the results are sum-
marized in this section, relegating the detailed discussion to the books on quantum
mechanics listed. Thus, consider the light incident on the semiconductor with
frequency m. The light is generally taken as a wave oscillating with m, but it is also
represented, due to its corpuscular nature, by the ensemble of photons of energy hm
streaming with the velocity of light. The absorption then consists of an electron
promoted from the valence to conduction band by absorbing the energy of a
photon, provided the photon energy is greater than the bandgap, hm[ EG

(Fig. 3.10). By the same token, the emission consists of the reverse process, i.e.,
the recombination of an electron with a hole, emitting a photon to conserve the
energy.

Now, the transitions made by electrons in the absorption or emission of radi-
ation occur vertically at a fixed wave vector, k, as shown in Fig. 3.10. This is due
to the fact that the wavelength of light in visible frequency range under consid-
eration is much larger than the lattice spacing, as discussed in detail in the ref-
erence books listed. This in turn points to the fact that in the indirect bandgap
semiconductor, a certain amount of thermal energy is required to enable the
vertical transition of an electron, emitting or absorbing photons. This additional
requirement renders the emission probability smaller than that in the direct-
bandgap semiconductor, in which there is no such requirement.

Linear Attenuation Coefficient: The light incident on and traversing through the
absorbing medium is attenuated as

IðzÞ ¼ I0e�az ð3:37aÞ

where the linear attenuation coefficient, a, is given by the power absorbed per unit
volume per incident power flux of the light, i.e., the Poynting vector:

aðxÞ � �hxN=V

ceE2
0

; �hx ¼ hm ð3:37bÞ

Here, N is the number of photons with the energy hm absorbed in the volume V, and
the Poynting vector is expressed in terms of the light intensity, E2

0;velocity of light,
c, and the permittivity of the medium, e.

The absorption coefficient of light in semiconductor is likewise specified by

aðxÞ ¼ A	ð�hx� EGÞ1=2; A	 ¼ xl2m3=2
r =

ffiffiffi
2
p

p�h3ce ð3:38aÞ

where l is the dipole moment of the atom constituting the medium, EG the
bandgap and mr reduced mass of the effective masses mn and mp:
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1=mr � 1=mn þ 1=mp ð3:38bÞ

as is discussed in detail again in the books referred to. It is therefore apparent from
(3.38a, 3.38b) that the photon energy should be greater than the bandgap of the
semiconductor for the absorption to occur. Also, the absorption coefficient
increases with increasing photon energy as more electron states above EC par-
ticipate in the absorption process. Now that the absorption and emission of light
has been summarized, the application of the junction diode is considered next.

3.6.2 Photodiodes

The photodiode is the junction diode used, however, for detecting the optical
signal. The photodiode operates in the reverse bias mode, so that the detection
speed is enhanced while the background noise is suppressed. The background
noise arises from the reverse current of the diode, which is small. Thus, consider a
reverse biased p–n junction with photons incident on it with the energy greater
than the bandgap as sketched in Fig 3.11. The photons generate e–h pairs when
absorbed via the band-to-band excitation. The e–h pairs thus generated in the
junction region are separated automatically because of the junction band bending.
Specifically, the electrons roll down the potential hill, while holes roll up the hill,
driven by the strong built-in space charge field. The built-in junction field is further
reinforced by the reverse bias. As a result, an output photocurrent flows in the
reverse direction from n to p regions.

Generation of e–h pairs: To discuss the photocurrent, it is necessary to consider
the generation of e–h pairs. The generation rate at the sample depth, z, is given by

gðzÞ ¼ g0e�az; g0 ¼ a I0ð1� RÞ=hm½ � ð3:39Þ

where a is the absorption coefficient (3.38a, 3.38b), I0 the light intensity, and R the
reflection coefficient. The absorption rate is thus specified by the product of a and the
flux of photons reaching the depth, z, i.e., ðI0=hmÞð1� RÞ exp�az. The photocurrent

Fig. 3.11 The diode under illumination (left) and the resulting photocurrent (right)
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is then contributed by the e–h pairs, optically generated and swept out of the junction
region to complete the current loop, that is, the electrons are swept to the n region and
holes to p regions. The resulting photocurrent therefore flows in the reverse direction
and is given by integrating g(z) over the volume of the junction:

Idr ¼ �qWw

ZTj

0

dzgðzÞ ð3:40Þ

where Tjand w are the diode thickness and width, respectively (Fig. 3.11). Upon
inserting (3.39) into (3.40) and performing the integration, one finds

Idr ¼ �qA~g0W ; ~g0 ¼ g0 ð1� e�aTjÞ=aTj

� 	
; A ¼ Tj 
 w ð3:41Þ

with A denoting the diode cross section.
The light is also absorbed in the two quasi-neutral regions, and e–h pairs

generated therein also contribute to the photocurrent. For instance, consider the e–
h pair generated in the quasi-neutral region on the n side (see Figs. 3.5, 3.6 and
3.7). The electron then drifts out to the n region to join the majority carriers
therein, while the holes diffuse toward the edge of the junction depletion region,
xn, where the holes are depleted under the reverse bias. Upon reaching xn, the holes
join those generated in depletion depth W and are swept out to the p region, adding
to the output current, given by

Ip;diff ¼ �qA~g0Lp; Dpsp ¼ L2
p ð3:42Þ

Here, Lp is the hole diffusion length given in terms of Dp and the lifetime, sp.
The diffusion length represents the average distance a carrier diffuses before
recombination (problem 3.7). Therefore, those holes generated within Lp from xn

all reach the junction edge, xn, to be swept across the depletion depth. One can
similarly obtain the photocurrent contributed by the electrons generated in the
quasi-neutral region on the p side as

In;diff ¼ �qA~g0Ln; L2
n ¼ Dnsn ð3:43Þ

with Ln denoting the electron diffusion length. The total photocurrent is given by
the sum of (3.41), (3.42) and (3.43):

Iph ¼ �Il; Il ¼ Idr þ In;diff þ Ip;diff ð3:44Þ

The I–V behavior of the photocurrent is shown in Fig. 3.11. Here, the reverse
current of the diode constitutes the background noise, and the photocurrent
increases in proportion to the input light intensity, as it should. Note that Il is
nearly flat with respect to the reverse voltage, VR. This is because once generated,
electrons and holes are swept out of the junction depletion region by the built-in
electric field, regardless of VR.
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3.6.3 Photovoltaic Effect and Solar Cell

Photovoltaic Effect: The solar cell is a most important application of the p–n
junction diode and is based on the photovoltaic effect. The effect refers to the
physical processes in which an incident light generates a voltage across a certain
portion of the illuminated region. The p–n junction provides such effect. The
device physics underlying the junction solar cell also applies to other types of the
solar cell, and therefore it is important to have a clear understanding of its oper-
ation in the p–n junction. The operation principle is substantially same as that of
the photodiode, aside from the bias regime used.

The photovoltaic effect is again triggered by incident photons, generating e–h
pairs via the band-to-band excitation near the junction interface, as shown in
Fig. 3.12. The e–h pairs thus generated subsequently undergo the drift in opposite
directions. Specifically, the electrons roll down the potential hill toward the n
region, while holes roll up the hill toward the p region, driven by the junction field.
In this manner, the photo-generated e–h pairs are separated from each other. As a
consequence, excess holes and electrons pile up on p and n sides, respectively
(Fig. 3.12). The resulting space charge induces a forward voltage, V, which in turn
gives rise to the forward current, IF, from p to n regions. However, the photo-
current as contributed by the e–h pairs separated and recombined through the
external circuit flows in the opposite direction from n to p regions. Hence, the total
current consists of two current components given by

I ¼ IF � Il; IF ¼ ISðeqV=kBT � 1Þ ð3:45Þ

where the first term is the usual diode forward current, taken to be ideal for sim-
plicity, and the second term is the photocurrent flowing in the opposite direction.

Now, one can find the open-circuit voltage, Voc, by setting I ¼ 0 in (3.45),
obtaining

Voc ¼
kBT

q
ln

Il

IS
þ 1

� �
� kBT

q
ln

Il

IS
ð3:46Þ

Fig. 3.12 Solar cell and equivalent circuit (left) and photo-generation and separation of e–h pairs
(right) [reprinted from the suggested reading 1]
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Also, one can find the short-circuit current, Isc, by putting V ¼ 0in (4.9), obtaining

Isc ¼ �Il ð3:47Þ

The I–V curve given in (3.45) is in the fourth quadrant on the diode I–V plane, as it
should be, and intersects with the voltage and current axes at Voc and Il, respec-
tively. The region inside such I–V curve represents the maximum power rectangle.

When a load resistance is connected to the diode (Fig. 3.12), a forward voltage,
V, is set up across the junction, but the net current, Il–IF flows against the forward
voltage, V;in the reverse direction. Therefore, IV\0and the power is extracted.
Equivalently, the solar radiation sets up the load voltage, VL, and at the same time
drives the current, Il, across the load. In this manner, the solar energy is converted
to the electrical energy.

The efficiency of the converting the solar energy into the electrical power is a
key parameter and is mainly determined by two factors: (1) the efficiency of light
absorption and (2) the magnitude of the voltage induced at the load, VL. Ideally,
the cell should absorb the entire spectrum of the solar radiation, but in practice, the
photon energy, hm, should be greater than the energy gap of the cell, as clear from
(3.38a, 3.38b). This means that greater fraction of the solar spectrum is absorbed in
smaller bandgap material. However, a large bandgap induces larger Voc, hence
larger VL (problem 3.8).

The energy conversion can be analyzed explicitly with the use of a simple
circuit, shown in Fig 3.12. Here, RL and RS are the load and series resistances of
the diode, respectively, and ILis the load current. With the absorption of light, the
photocurrent, Il, the forward current, IF, and voltage, V, are all generated at the
same time. Because the series resistance is small, the load voltage can be taken
equal to V, i.e.,

VL ¼ V � ILRS � V ð3:48Þ

Now the load current is given by the difference between the photocurrent, Il,
and forward current, IF:

IL � Il � IsðeqVL=kBT � 1Þ ð3:49Þ

The output power is thus given by

P ¼ ILVL � VL Il � IsðeqVL=kBT � 1Þ
� 	

ð3:50Þ

One can then estimate the maximum output power by imposing the condition,
oP=oVL ¼ 0;obtaining

VLm ¼ ðkBT=qÞ ln ð1þ Il=ISÞ=ð1þ qVLm=kBTÞ½ � ð3:51Þ

Here, VLm is the load voltage at which the maximum power is extracted. One can
thus find VLm from (3.51) and by using (3.46):
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VLm ¼ Voc �
kBT

q
ln 1þ VLm=ðkBT=qÞ½ � � Voc; Voc / I�1

S ð3:52Þ

Clearly, the optimal load voltage, VLm, is determined primarily by Voc. Once
VLm is found, the corresponding load current is obtained from (3.49) and (3.52) as

ILm ¼ Il � ISðeqVLm=kBT � 1Þ � Ilð1�
kBT=q

VLm
Þ ð3:53Þ

where use has been made of Il=IS � VLm=ðkBT=qÞ � 1. Clearly, ILm is contributed
primarily by the photocurrent, Il, as it should.

It is therefore clear that the absorption of the solar radiation is an essential
factor for the cell efficiency. Also, attaining a large load voltage, VLm, is also
essential, for which large bandgap is required to reduce the saturated current level,
IS, and to enhance Voc, as evident from (3.46), (3.52). Therefore, an optimal
combination of small- and large-bandgap materials is crucial for attaining the
high-efficiency solar cell.

3.6.4 Light-Emitting Diode

The solar cell and the photodiode operate based on (1) the absorption of light and
concomitant generation of e–h pairs and (2) the separation and eventual recom-
bination of e–h pairs in the external circuits provided. The reverse process of
injecting electrons and holes in the p–n junction, followed by the radiative
recombination, has also been extensively utilized in such devices as light-emitting
diodes and laser diode. These two light sources constitute the key element in the
fiber optical communication. Moreover, since LEDs and LDs are based on the
electrical pumping of excess electrons and holes, these two light sources can be
readily incorporated into the optoelectronic network. In addition, LED has become
one of the promising light sources, with the long lifetime and low power usage.
Thus, these two photonic devices are briefly discussed qualitatively as the final
example of the diode application.

The two light sources are again based on the p–n junction, in particular, the p–n
junction in a direct-bandgap material such as GaAs, doped heavily with donor and
acceptor atoms. In this case, the Fermi level, EF, is raised above the conduction
band in the n region, while it is lowered below valence band. Consequently, the
conduction and valence bands overlap in the junction region.

Therefore, under a forward bias, a large number of excess electrons and holes
are injected into the junction region and they recombine, emitting the radiation.
LEDs operate based on this process of the electrical pumping, followed by the
radiative recombination. If the pumping rate is sufficient, the junction is turned
into an active layer supporting the lasing action. The laser diode operates based on
the electrical pumping sufficient to offset the loss.
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A factor crucial for efficient operation of these two light sources is the lumi-
nescence efficiency, that is, the efficiency of the radiative recombination,

g ¼ 1=sr

1=sr þ 1=snr

Here, 1/sr and 1/snr represent the radiative and non-radiative recombination rates
with sr and snr denoting the radiative and non-radiative lifetimes, respectively. The
high luminescence efficiency is generally attained in direct bandgap material, since
the optical transitions therein are the first order process. In indirect bandgap
semiconductors, on the other hand, the optical transitions are the second order
process and the efficiency is generally low.

Naturally, a factor crucial for the operation of the laser diode is the injection
current level by which to attain the sufficient gain to offset the loss. Once this
threshold condition is met, a steady state operation of LD ensues when the satu-
rated gain is balanced by the loss in the cavity:

gðxÞ
1þ I=IS

¼ aT ; gðxÞ / IF

Here aT is the net loss factor, resulting from the scattering and imperfect cavity
mirror reflectivity and g(x) the gain factor arising from the radiative recombina-
tion. Also, I represents the laser intensity and IS the saturated intensity, a parameter
inherent in the lasing medium. Obviously, the gain should be commensurate with
the forward pumping current, IF. The threshold condition is specified by
gðxÞ ¼ aT . When the condition is met, the laser intensity, I, starts to grow and in
the presence of I, the saturated gain should balance aT for the steady state oper-
ation of the laser diode. The corresponding intensity is then given by

I ¼ IS
gðxÞ
aT
� 1

� �

Finally, the low power laser diodes can be fabricated in superlattice hetero-
structures with built-in quantum wells. When the quantum wells for both electrons
and holes are introduced in the junction region, the electrons and holes are injected
into the respective sublevels in the quantum well. In this case, the excess electrons
and holes can have long interaction time for radiative recombination rather than
being swept out of the junction region before the recombination.

3.7 Problems

3.1 (a) Starting from the electron current density expression in (3.1) derive (3.3)
by using (3.2) and the Einstein relation, qDn ¼ lnkBTand n ¼ ni

expðEF � EFiÞ=kBT .

(b) Derive (3.4) by repeating similar steps for holes.
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3.2 The profile of the dipole space charge, q was taken as a step function in the
completely depleted approximation. Estimate the validity of this approxima-
tion by finding the widths in the region near xnand �xp;in which the carrier
concentrations are not negligible and by comparing the widths with the typical
values of xn and xp. The width can be approximated by finding the range of
n varying from nn0 to 1 % of nn0. The width for the hole concentration can be
treated in the similar way.

3.3 A p+-n step junction in silicon is doped with NA ¼ 2 
 1018 cm�3;

ND ¼ 1 
 1017 cm�3.

(a) Find xn, xp, Emax, W and ubi.
(b) At which reverse bias will the junction undergo breakdown if the maximum

field for breakdown is 3 
 105 V=cm?

3.4 Find the Zener breakdown voltages in silicon and germanium, if the same
breakdown field of 3 
 105 V=cm is assumed.

3.5 (a) Is it possible to achieve the junction band bending greater than the energy
gap of the semiconductor in contact?

(b) Estimate the donor and acceptor doping levels which will make q/bi

� EGin Si.

3.6 The diffusion equation of the holes injected into the quasi-neutral region on
the n side under illumination is given by

d2pn

dx2
� pn � pn0

L2
p

þ ~g0

Dp
¼ 0; L2

p ¼ Dpsp

where ~g0is the generation rate of holes as given in (3.41). The first two terms in the
equation are the usual diffusion equation as considered in Chap. 2 in the absence of
the incident light.

(a) Show that the solution of the equation subject to the boundary conditions,
pnðx ¼ xnÞ ¼ 0and pnðx!1Þ ¼ pn0 þ ~g0spis given by pnðxÞ ¼
ðpn0 þ ~g0spÞ 1� exp� ðx� xnÞ=Lp

� 	
 �
(b) Find the hole diffusion current given in (3.29) by using the solution in

(a) and by performing the operation

Jp;diff � �qDp
opnðx ¼ xnÞ

ox

(c) Derive (3.10) for the electron diffusion current by using a similar analysis.

3.7 The excess hole concentration profiles in the quasi-neutral region on the n side
is given by

pnðx� xnÞ / exp� ðx� xnÞ=Lp

� 	
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(a) Find the average value,

\x� xn [ ¼
R1

xn
dxe�ðx�xnÞ=Lpðx� xnÞR1

xn
dxe�ðx�xnÞ=Lp

(b) Interpret your result.

3.8 By using the theory of the p–n junction, show that a large bandgap is required
to attain the large open-circuit voltage, Voc.

3.9 What is the maximum possible band bending of the p–n junction in
equilibrium?

(a) Is it possible to achieve the junction band bending by an amount greater than
the energy gap of the semiconductor in contact, i.e., qubi [ EG?

(b) Estimate the donor and acceptor doping levels which will make q/bi � EG

in silicon

3.10 The laser diode is degenerately doped in both p and n regions.

(a) Estimate the donor and acceptor doping levels, for which the conduction and
valence bands are overlapped by an amount, 0:2 eVin silicon and gallium
arsenide.

(b) Estimate electron and hole fluxes under forward bias.
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Chapter 4
Silicon Nanowire Field-Effect Transistor

Dae Mann Kim, Bomsoo Kim and Rock-Hyun Baek

Abstract The field effect transistor was conceived in 1930s and was demonstrated
in 1960s. Since then, MOSFET emerged as the mainstream driver for the digital
information technology. Because of the simplicity of structure and low cost of
fabrication, it lends to a large scale integration for the multifunctional system-on-
chip (SOC) applications. Moreover, the device has been relentlessly downsized for
higher performance and integration. The physical barriers involved in downscaling
the device have prompted the development of process technologies. There has also
been the development of device structures from 3D bulk to the gate-all-around
nanowire. This chapter is addressed to the discussion of the silicon nanowire field
effect transistor (SNWFET). The discussion is carried out in comparison and
correlation with the well known theory of MOSFET. The similarities and differ-
ences between the two FETs are highlighted, thereby bringing out features unique
to SNWFET. Also, an emphasis is placed upon the underlying device physics
rather than the device modeling per se. The goal of this chapter is to provide a
background by which to comprehend the theories being developed rapidly for
SNWFETs.

Abbreviation

SOC System-on-chip
SNWFET Silicon nanowire field-effect transistor
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4.1 MOSFET

Overview: In this section the theory of MOSFET is compactly summarized to be
used as the reference for discussing silicon nanowire field-effect transistor
(SNWFET). MOSFET is a three-terminal, unipolar and normally off device and
has been successfully scaled down to about 10 nm channel length. Also, the device
has provided convenient platforms for a number of applications e.g., memory cells,
sensors and solar cells, etc. Of the two types of MOSFETs, NMOS is singled out
for discussion. The results obtained can readily be applied to PMOS by replacing
the roles of electrons with those of holes.

NMOS I–V Behavior: Fig. 4.1 shows the cross section, consisting of the n+

source and drain and the n+ polysilicon gate, which is electrically insulated by
SiO2. The source and drain are separated by the p-type substrate, so that n+-p and
p-n+ junctions are formed back to back. With the gate voltage off VGS ¼ 0ð Þ and
the drain voltage on VDS [ 0ð Þ, the p-n+ junction at the drain end gets reverse
biased, cutting off the current (off state), as detailed in Chap. 3.

However, with VGS on at a value greater than the threshold voltage, i.e.,
VGS [ VTn, the channel is inverted. In which case, the n+-p junction barrier at the
source end is lowered and electrons are injected from the source into the channel
and contribute to the drain current, ID. Figure 4.2 shows the transistor I–V curves
and transfer characteristics. Each ID � VD curve divides into the triode and

Fig. 4.1 The cross-sectional view of NMOS, consisting of the p-substrate, n+ source, drain and
gate electrodes

Fig. 4.2 The transistor I–V curves (left) and transfer characteristics (right) of the n-channel
MOSFET
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saturation regions. The ON-to-OFF current ratio, typically 106 or greater, is a
parameter gauging the device as a switch.

The standard long channel I–V behavior is described by the SPICE model, level 1:

IDS ¼
W

L
COXlnðVGS � VTn �

1
2

VDSÞVDS; 0 � VDS � VDSAT � VGS � VT

ð4:1Þ

Here, ln is the electron mobility, VTn the threshold voltage, VGS the gate-to-source
voltage and the ratio between width and length of the channel, W/L is called the
aspect ratio. The oxide capacitance per unit area is given in terms of the oxide
permittivity, eOX, and thickness, tOX, as COX ¼ eOX=tOX. The triode and saturation
regions of IDS are demarcated by VDSATð¼ VGS � VTnÞ, at which the channel is
pinched off.

Equivalently IDS can be compacted into a simpler form as

IDS ¼ QnLvD; QnL � WCOXðVGS � VTn � VDS=2Þ; vD ¼ lnðVD=LÞ ð4:2Þ

Here, vD ¼ lnðVD=LÞ is the drift velocity of the electron, and QnL is the average
line charge induced under the gate. In this representation, IDS is shown to be
contributed by QnL sweeping across the channel with vD. In device saturation,
where VDSAT ¼ VGS � VTn (4.2) is reduced to

IDSAT ¼ QnSATvD; QnSAT � WCOXðVGS � VTnÞ=2 ð4:3Þ

with QnSAT denoting the average line charge in saturation.

4.1.1 Channel Inversion in NMOS

Consider the NMOS system as shown in Fig. 4.3 together with respective work
functions. The work function of the semiconductor is the sum of the affinity factor,
qv and EC � EF with qv denoting the energy required to excite an electron from
EC to the vacuum level. When the three components are brought together in
equilibrium contact, the Fermi level should line up and be flat, which necessitates
the band bending, as discussed in Chap. 3.

Equilibrium Band Bending: The band bending occurs via the exchange of
electrons between the n+ gate and the p substrate. Specifically, the Fermi level, EF,
of the n+ gate electrode is higher than that of the substrate; hence, electrons spill
over from the gate to substrate. This leaves behind the positive charge sheet at the
surface of the gate electrode, which in turn pushes holes in the p substrate away
from the interface, thereby exposing acceptor ions uncompensated. Consequently,
a dipolar space charge is formed, and the band bends downward as shown in
Fig. 4.4. The total band bending is given by the work function difference between
the gate electrode and the p substrate, and the bending occurs in both substrate and
oxide.
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Flat Band Voltage: The band bending is flattened out with the application of the
flat band gate voltage, given by the difference between the work functions of the
gate electrode and the p substrate:

qVFBn � qvþ EC � EFn � ðqvþ EC � EFpÞ
¼EFp � EFn

ð4:4Þ

Since EFp \ EFn in this case VFBn \ 0 and with VFBn applied, the positive charge
sheet in the gate electrode is annulled, and the space charge disappears together
with the band bending.

Surface Charge: By using VFBn, one can introduce the charging voltage, V 0G,
which is dropped in both the oxide and the substrate,

V 0G � VG � VFBn ¼ VOX þ uS ð4:5Þ

Fig. 4.3 NMOS system: n+ poly-Si, SiO2 and silicon p-substrate. Also shown are the affinity
factor, qv and Fermi levels

Fig. 4.4 NMOS system in equilibrium contact: The band bending (left) and space charge, field
and potential underlying the bending (middle) are shown. Also sketched is the flat band voltage at
which the band flattens out
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Here, uS is the surface potential, i.e., uðx ¼ 0Þ. With V 0G([0) on, the band bends
down, as indicated in Fig. 4.5. The resulting potential, u, is found by solving the
Poisson equation:

d2uðxÞ
dx2

¼ � qðxÞ
eS

; qðxÞ ¼ q½ðppðxÞ � N�A � npðxÞ� ð4:6aÞ

where the space charge, q, in the substrate is made up of the hole, acceptor ion and
electron charges. In the p bulk the charge neutrality holds true, i.e.,
pp0 ¼ N�A þ np0, but near the surface n, p become x-dependent and is given by

ppðxÞ ¼ pp0e�buðxÞ; npðxÞ ¼ np0ebuðxÞ; b � q=kBT ð4:6bÞ

(see Fig. 4.5). Hence, upon inserting (4.6b) into (4.6a) together with N�A ¼
pp0 � npo there results,

d2uðxÞ
dx2

¼ � qðxÞ
eS

; qðxÞ ¼ q pp0ðe�bu � 1Þ � np0ðebu � 1Þ
� �

ð4:7Þ

Note here that without the band bending, that is, for u = 0 q(x) = 0, as it should.
Also, Eq. (4.7) is strongly nonlinear and is difficult to solve. However, one can
perform the first integration by recasting (4.7) by multiplying both sides by du as

Z�E

0

EdE ¼ � 1
eS

Zu

0

qðuÞdu; E � � du
dx

ð4:8Þ

Fig. 4.5 The band bending, qu(x), in the n-channel MOSFET; quS and quFP denote the surface
and Fermi potentials, respectively
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(problem 4.1). Here the integrations start from edge of the bulk substrate. Hence,
upon inserting the expression for q in (4.7) into (4.8) and carrying out the inte-
gration, one finds

EðxÞ � � du
dx
¼

ffiffiffi
2
p kBT

q

1
LD

Fðbu; npo=pp0Þ; LD �
kBTeS

q2ppo

� �1=2

ð4:9aÞ

where LD thus defined is the Debye length and the F function is given by

FðbuÞ � ðe�bu þ bu� 1Þ þ e�2buFpðebu � bu� 1Þ
� �1=2

; e�2buFp ¼ np0=pp0

ð4:9bÞ

with uFp denoting the hole Fermi potential in the p substrate.
The surface field, ES at x = 0, can therefore be specified in terms of the surface

potential, uS. Once ES is found, the surface charge, QS is obtained from the well
known boundary condition at the oxide interface, i.e.,

QS � �eSESðusÞ ¼ �eS

ffiffiffi
2
p kBT

q

1
LD

FðbusÞ ð4:10Þ

Weak and Strong Inversion: Figure 4.6 shows QS as a function of uS and the
space charge associated. For VG ¼ VFB, there is no band bending, that is, uS ¼ 0,
hence QS ¼ 0. For uS \ 0, the band bends up and the first term in (4.9b) becomes
dominant, and holes as the majority carrier are accumulated at the surface. In the
depletion region, in which 0 \ uS \ uFp, the band bends down, supported mainly
by the acceptor ions and QS consists of the uncompensated ions. In the weak
inversion region, uFp \ uS \ 2uFp, electrons begin to populate the interface
region. For uS � 2uFp ns � pp0, and from this point on, the increase of QS with
increasing uS is primarily due to the electron charge induced, and the channel is
thus inverted. In this regime, the electrons are concentrated practically at the
surface and do not contribute significantly to the band bending, pinning uS

approximately at a constant level. Therefore, the condition

uS ¼ 2uFp

represents the onset of the strong inversion.
MOS capacitor: Naturally, the channel is inverted by the gate voltage, VG, and

is due essentially to the capacitive coupling. To analyze the channel inversion in
terms of the capacitive charging, consider the charging voltage divided in the gate
oxide and the p substrate:

V 0G � VG � VFB ¼ VOX þ uS; VOX �
QSj j

COX

ð4:11Þ

Since QS is a function of uS (see 4.10) uS is specified in terms of VG or vice versa.
The capacitor, C, connecting the gate electrode and the p substrate consists of the
oxide (COX) and surface (CS) capacitors connected in series, as shown in Fig. 4.7:
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Fig. 4.6 The surface charge, QS, is shown versus the surface potential, uS, in NMOS with doping
level and band gap as parameters. Also shown are the total surface charge, consisting of
uncompensated acceptor ions and electrons induced under the gate electrode in accumulation,
depletion and inversion regimes

Fig. 4.7 The total capacitor of NMOS, consisting of oxide (COX) and the surface (CS) capacitors
connected in series (left). Also shown is the total capacitance in accumulation, depletion and
inversion regions (right)
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1
C
¼ 1

COX

þ 1
CS
; CS �

o QSj j
ouS

ð4:12Þ

Here, CS accounts for the change in the surface charge, QS with uS. Since QS is a
function of uS and since uS in turn depends on VG (see 4.11), CS is a variable
capacitance, as shown in Fig. 4.7. In accumulation and inversion regions,
CS � COX, (see 4.9, 4.10), so that C � COX. In depletion and weak inversion
regions, on the other hand, CS 	 COX and C is mainly determined by CS. Also
indicated in the figure is the location of the threshold voltage, VT. Ideally, only the
mobile electron charge should be induced by VG, but the channel inversion
requires the surface band bending, which is supported by the ionic charge. Hence,
the ionic charge is inseparably coupled to the channel inversion.

4.1.2 I–V Modeling

ON Current: The lumped view of the drain current was discussed in Sect. 4.1 and
is now analyzed, based on the channel inversion. The total surface charge consists
of the electron (Qn) and fixed ionic (QDEP) charges, i.e.,

QS � �COXVOX ¼ Qn þ QDEP ð4:13Þ

and terminates the field lines emanating from the positive charge sheet on the gate
electrode (see Fig. 4.4). Thus, the key to modeling I–V is to untangle Qn from
QDEP.

Now, given the substrate doping level, NA, the depletion charge is given by
QDEP ¼ �qNAWD with WD denoting the depletion depth (see Fig. 4.4). Also, the
surface potential, uS, is supported by QDEP and is given by uS ¼ qNAW2

D=2eS, in
the completely depleted approximation. Therefore, QDEP can be expressed in terms
of uS as

QDEP ¼ �qNAWD ¼ �ð2eSqNAuSÞ1=2 ð4:14Þ

Hence, upon inserting (4.11) for VOX and (4.14) for QDEP into (4.13), there
results

Qn ¼ �COXðVG � VFB � uS � cu1=2
S Þ; cn � ð2eSqNAÞ1=2=COX ð4:15Þ

Here, the constant, cn, is known as the body effect coefficient. Hence, Qn at the
onset of the strong inversion is obtained by replacing uS by 2uFp as discussed:

Qn ¼ �COXðVGS � VTnÞ; VTn ¼ VFB þ 2uFp þ cnð2uFpÞ1=2 ð4:16Þ

In this manner, the capacitive charging of Qn is quantified.
When the drain voltage, VDS, is turned on, it is distributed in the channel. Thus,

at a channel position at y with the channel voltage, V(y) 0�VðyÞ�VDð Þ the
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condition of the channel inversion, uS ¼ 2uFP has to be generalized, incorporating
the splitting of EFn and EFp caused by V(y). However, for the simplicity of dis-
cussion, the role of V(y) is taken simply to reduce the effective gate voltage at
y and represent Qn(y) as

QnðyÞ ¼ �COXðVGS � V � VTnÞ ð4:17Þ

Transistor I–V: With the use of Qn(y) thus specified, the I–V behavior is derived
next. In the channel element from y to y ? dy, the channel voltage, V, drops by dV,
which is given by

dV � IDdR; dR � dy

Wln Qnj j
ð4:18Þ

where the resistivity has been expressed in terms of Qn. Therefore, one can recast
(4.18) into two integrations, one involving y and the other V, i.e.,

ZL

0

IDdy ¼
ZVD

0

dVlnW Qnj j ð4:19Þ

One can then perform the integrations in (4.19) by using (4.17) for Qn, and the fact
that ID is constant throughout the channel, obtaining

ID ¼
W

L
lnCOXðVGS � VTn �

1
2

VDSÞVDS; VDS�VGS � VTn ð4:20aÞ

When the channel is pinched off at the drain end, QnðLÞ � 0 and the I–V
relation given in (4.20a) ceases to be valid. The pinch-off voltage, VDSAT is found
by putting Qn to zero in (4.17), i.e., VDSAT ¼ VGS � VTn and the saturation current
at VDSAT is therefore pinned at

IDSAT ¼
W

2L
lnCOXðVGS � VTnÞ2; VDSAT � VG � VTn ð4:20bÞ

Equation (4.20) agrees with (1.1), and the parameters such as l, VTn can further be
refined to fit the measured data.

Subthreshold Current: The subthreshold current, ISUB, bridges IOFF and ION in
the VG range, 0 \ VG \ VT , or in uS range, 0 \ uS \ 2uFp. In this regime, the
second term of QS in (4.9b) is dominant and one can Taylor expand QS in (4.10)
centered around the second term, obtaining

QS � QDEP þ Qn � �ð2qNAeSuSÞ1=2 1þ 1
2

ebðuS�2uFpÞ

buS

� �
; b ¼ q=kBT ð4:21Þ

where the Debye length, LD, in (4.9a) has been spelled out (problem 4.2). Evi-
dently, the first term in (4.21) represents QDEP, while the second term denotes the
surface charge of electron, Qn.
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As clear from (4.21), Qn is exponentially enhanced with increasing uS in this
regime of the weak inversion. Also, in the presence of the substrate bias, VB and
channel voltages at the source and drain, VS and VDS and the expression of Qn

should incorporate the splitting of the quasi-Fermi levels. Thus, one can write

Qnð0Þ ¼ �qNALD
1

2buSS

� �1=2

ebðuSS�2uFpÞ; uSS � uS � ðVS � VBÞ ð4:22aÞ

at the source and

QnðLÞ ¼ �qNALD
1

2buSD

� �1=2

ebðuSD�2uFpÞ; uSD � uSS � VDS ð4:22bÞ

at the drain. It is therefore clear from (4.22) that Qn decreases exponentially from
the source to the drain. Hence, ISUB should be driven by diffusion, and one can
write

ISUBj j � WDn
Qnð0Þ � QnðLÞ

L

� W

L
DnqNALD

1
2buSS

� �1=2

ebðuSS�2uFpÞð1� e�bVDSÞ
ð4:23Þ

The subthreshold current thus derived bridges ION and IOFF.
PMOS I–V Behavior: Naturally, the PMOS I–V modeling can be similarly

carried out by interchanging the roles of electrons and holes. One can thus derive
the hole surface charge, obtaining

Qp ¼ COXð VGSj j � VTp � Vj jÞ ð4:24aÞ

where the hole threshold voltage is given by

VTp � VFB þ uFp þ cpu
1=2
Fp ; cp � ð2eSqNDÞ1=2=COX ð4:24bÞ

(problem 4.3). Here, VFB ([0) is the work function difference between the p+ poly
gate and n substrate, and the Fermi potential, uFn, of the n substrate and the body
coefficient, cp, are specified in terms of the donor concentration, ND. Once Qp is
obtained, the I–V relation can be derived in a manner similar to NMOS.

Quantum Modifications: The channel inversion necessitates the band bending,
downward in NMOS and upward in PMOS. As a result, the quantum wells are
formed for electrons and holes, respectively, as shown in Fig. 4.8. This means that
the inverted electrons and holes are 2D particles spatially confined in the direction
normal to the surface, but moving freely on the interface plane. The resulting
quantum mechanical modifications have to be taken into account.

First, the electrons and holes reside in the quantized sublevels or subbands, as
sketched in Fig. 4.8. These sublevels are characterized by 2D density of states, as
detailed in Chap. 1. Therefore, the statistics of the channel inversion should differ
from what has been discussed for the 3D bulk MOSFET. Additionally, the
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probability density of the carrier wave function in each sublevel is peaked away
from the oxide interface. This suggests that electrons or holes are inverted away
from the interface, thereby increasing the effective oxide thickness and reducing
the capacitance of the gate dielectric. Also, due to the discrete sublevels formed in
the quantum well, the substrate band gap is in effect broadened. Consequently, the
quantum modification reduces in essence the efficiency of channel inversion.

4.2 Silicon Nanowire Field Effect Transistor

Overview: The SNWFET holds up a promising potential as a driver of the
nanoelectronics and is discussed in this section. In so doing, the well known theory
of MOSFET is utilized both as the reference and the general background. In
particular, the similarities and differences existing between SNWFET and MOS-
FET are highlighted, thereby bringing out the features unique to SNWFET. In
addition, the ballistic transport operative in short channel SNWFETs is considered.
For brevity, the discussion is confined to the n-channel SNWFETs. However, the
results obtained can be readily applied to the p-channel FET by interchanging the
roles of electrons and holes.

Also, the I–V modeling is focused on intrinsic SNWFET, for simplicity. An
interesting feature of such FETs is that both n- and p-channel FETs can be fab-
ricated with the use of the same nanowire by doping the source, drain and gate
with donors and acceptors, respectively, as shown in Fig. 4.9. As a consequence,
n+-i and i-n+ junctions and p+-i and i-p+ junctions are built in back to back,
respectively. Hence, both types of SNWFETs are unipolar and normally off
devices. Figure 4.10 shows a typical I–V and transfer characteristics from
SNWFET with the channel length approximately 100 nm long. Clearly, the I–V
behavior in such a long channel SNWFET is generally similar to that of MOSFET,
which indicates that the physical principles underlying the operation are sub-
stantially same in both kinds of long channel FETs.

Fig. 4.8 The quantum well and the subbands of electrons (left) and holes (right), induced at the
oxide interface by the respective gate voltages
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4.2.1 The n-channel SNWFET

Equilibrium Contact: The equilibrium contact of the n+ ploy-Si gate—SiO2—
intrinsic nanowire system is essentially the same as in NMOS, aside from the fact
that the p substrate in NMOS is replaced by the intrinsic nanowire, as shown in
Fig. 4.11. Nevertheless, the electrons are transferred from the gate electrode to the
nanowire, again due to the difference in the Fermi levels. Inside the nanowire, the
electrons reside in the sublevels therein and are not necessarily concentrated near
the oxide interface as in the case of NMOS. This is because of the wave nature of
electrons. Specifically, the probability density of electrons in each sublevel can be
taken approximately uniform across the cross section of the nanowire, as was
discussed in Chap. 1.

Fig. 4.9 The cross-sectional view of the n-type (top) and p-type (bottom) SNWFET

Fig. 4.10 The transistor I–V and transfer characteristics of silicon nanowire field-effect
transistor with 100 nm channel length
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Subband Spectra in Nanowire: The discussion of the channel inversion requires
the quantum treatment of the electron states by solving the Schrödinger equation,
coupled self-consistently with the Poisson equation in the effective mass
approximation. Such an analysis has been carried out in the literature, and the
electrons in the nanowire can be taken to move freely along the direction z of the
wire, while confined in the x, y plane. The energy eigenequation for bound states is
thus given by

� �h2

2mn

o2

ox2
þ o2

oy2

� �
þ V

� �
uðx; yÞ ¼ Euðx; yÞ ð4:25Þ

where V represents the two-dimensional quantum well with a finite barrier height.
The eigenequations and eigenvalues in the quantum wire with the rectangular cross
section have been analyzed in detail in Chap. 1. The general features of the
subbands are well represented by the simple analytical expression obtained for the
infinite barrier height:

En ¼
X

j
Ejn

2
j ; Ej ¼ �h2p2=2mnl2

j ; j ¼ x; y; nj ¼ 1; 2; . . . ð4:26Þ

Here, nj is the quantum number, lj the width of the rectangle in the j direction and
Ej the jth sublevel energy

One can likewise analyze the subbands in a cylindrical nanowire with radius
R by recasting (4.25) into the cylindrical coordinate frame, obtaining

� �h2

2mn

1
r

o

or
r

o

or
þ 1

r2

o2

ou2

� �
þ VðrÞ

� �
uðr;uÞ ¼ Euðr;uÞ ð4:27aÞ

Fig. 4.11 n+ poly-Si–SiO2—intrisic Si nanowire system. Also shown are the affinity factors and
the Fermi levels
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where

VðrÞ ¼ 0 for r � R
V for r [ R

	
ð4:27bÞ

As usual, one can look for the solution in the form

uðr;uÞ / einugðrÞ ð4:28Þ

in which case, (4.27a) reduces to the Bessel differential equation for g(r) inside the
well:

r2 d2gðrÞ
dr2

þ r
dgðrÞ

dr
þ ðk2r2 � n2ÞgðrÞ ¼ 0; k2 � 2mE

�h2 ð4:29aÞ

The solutions are therefore given in terms of the Bessel functions of the first (Jn)
and second (Yn) kinds. However, Yn diverges for r ? 0 and should be discarded.
Thus, the solution is given by

gðrÞ ¼ C1JnðkrÞ; r � R ð4:29bÞ

Outside the quantum well, there ensues the modified Bessel differential equation

r2 d2gðrÞ
dr2

þ r
dgðrÞ

dr
� ðj2r2 þ n2ÞgðrÞ ¼ 0; j2 � 2m

�h2 ðV � EÞ ð4:30aÞ

The solutions are therefore given by the modified Bessel functions of the first (In)
and second (Kn) kinds. However, In diverges for r ? ? and should be discarded
and one can write

gðrÞ ¼ C2KnðjrÞ; r [ R ð4:30bÞ

Once the energy eigenfunctions are found, the energy eigenvalues are obtained
as usual by imposing the boundary conditions, namely that the eigenfunctions and
its first derivatives be continuous at r = R. Here, again the general features of the
sublevels are well represented by the analytic expressions valid for the infinite
barrier height. In this limit, the eigenenergies are given by

En ¼ E0ð3=2þ nþ 2sÞ2; E0 ¼ �h2p2=8mnR2 ; n; s ¼ 0; 1; 2; � � � ð4:31Þ

Here, n, s denotes the quantum numbers and R the radius of the cylindrical
nanowire (problem 4.4).

Figure 4.12 shows the typical sublevel spectra which have been found
numerically for the oxide barrier of 3.1 eV in intrinsic silicon nanowires with cross
sections different in area and shape. Clearly, a few general trends of the sublevel
spectra emerge from the figure. First, the spectra are different between the rect-
angular and square cross sections, particularly in lower lying sublevels, although
the cross-sectional area is the same. This is due to the subband energy levels
depending sensitively on the width in each direction of the rectangle see (4.26).
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Also, the spectra in the square and circular cross sections with the same area are
about the same, in general agreement with the results obtained in (4.26) and (4.31).
More important, there is a significant difference in the sublevel spectra between the
small- and large-area cross sections, as expected.

Surface Charge and 1D Density: Now that the sublevel spectra have been found,
the surface charge of electrons induced is considered next. The first step for obtaining
Qn consists of finding the 1D density of electrons, n1D, which is specified by

n1DðuÞ ¼
XN

n¼1

ZECþDEC

ECþEn

de g1DðeÞFnðeÞ ; g1DðeÞ ¼ ð
ffiffiffiffiffiffiffiffi
2mn

p
=p�hÞ=e1=2 ð4:32aÞ

Here, g1D is the 1D density of states [see (1.48)], N the total number of subbands in
the quantum well and DEC the conduction band width. The Fermi occupation
factor for the electrons in the nth sublevel with energy, En is given by

FnðEÞ ¼
1

1þ exp½ðE � EFi � quÞ=kBT� ; E ¼ eþ EC þ En ð4:32bÞ

Here, EFi is the intrinsic Fermi level of the nanowire, and qu is the bulk band
bending. The electron energy, e, in the nth subband ranges from EC ? En to
EC ? DEC, and the difference, E - EFi is reduced by the band bending, qu.

The integration of (4.32a) can be carried out either numerically or analytically
by expanding the Fermi function. Once n1DðuÞ is found, the 3D density, n3D, is
obtained by dividing n1DðuÞ with the cross-sectional area, A of the nanowire. The
surface field can then be obtained by using the well known relation used in (4.10):

EðuÞ ¼
ffiffiffi
2
p
ðq=eSÞ1=2½NðuÞ�1=2 ð4:33aÞ

Fig. 4.12 The subband
spectra in intrinsic silicon
nanowire surrounded by the
gate oxide for rectangular,
square and circular cross
sections
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where the integration over the space charge density in (4.8) for obtaining E in the
analysis of MOSFET is equivalent to finding the excess electron density induced
by the bulk band bending:

NðuÞ ¼
Zu

0

½n3DðuÞ � n3Dð0Þ�du; n3DðuÞ ¼ n1DðuÞ=A ð4:33bÞ

The surface charge, Qn, can therefore be found in terms EðuÞ by again using the
well-known boundary condition, (4.10), i.e.,

QnðuÞ � �eSEðuÞ ð4:34Þ

In this manner, Qn(u) is found in terms of the bulk band bending qu and the
properties of the nanowire such as the shape and size of the cross section. Note that
Qn attained in the p substrate of NMOS is specified by the surface potential,
uðx ¼ 0Þ. Whereas, Qn in the nanowire is given in terms of the bulk band bending
u for the reasons discussed.

4.2.1.1 Channel Inversion

Capacitive Coupling: The channel inversion is next addressed to by using Qn thus
found. Consider the charging voltage divided into the gate oxide and the nanowire

V 0G � VG � VFB ¼ VOX þ u; VOX �
QnðuÞj j
COX

ð4:35Þ

where VFB is the flat band voltage associated with the n+ gate and intrinsic
nanowire, as depicted in Fig. 4.11. In intrinsic nanowire, there is no fixed ionic
charge and therefore the surface charge, QS, consists solely of Qn. Hence, the
surface capacitance, CS, should differ appreciably from that of NMOS. Never-
theless, the channel inversion via the capacitive coupling can be analyzed by using
(4.35) with Qn given in (4.34).

As in the case of NMOS, Qn can be found explicitly as a function of VG from
(4.35). Figure 4.13 shows Qn thus found plotted versus VG for various kinds of the
nanowire cross sections. Also shown in the figure is the Qn - VG curve of an
NMOS, for comparison. As expected, Qn - VG curves in intrinsic nanowire do not
exhibit the transition region demarcating the strong and weak inversion. Instead,
Qn in the nanowire increases exponentially in the small VG regime. In this regime,
the electron concentration is low, so that it requires relatively large bulk band
bending, qu, for the induced electrons to terminate the gate field lines. However,
when VG exceeds a certain value, the electron concentration attains such a level
that any further increase in VG and concomitant increase in the gate field lines can
be compensated by electrons with relatively small changes in qu. That is to say,
qu is approximately pinned while supplying electrons sufficient to terminate the
gate field lines. Hence, in this VG range, Qn should increase approximately in
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linear fashion with VG just as in the case of NMOS after the onset of the strong
inversion. Consequently, Qn versus VG curves naturally divide into the sub-
threshold and linear regimes as in the case of NMOS.

Moreover, it is clear from Fig. 4.13 that more surface charge, Qn, is induced at
given VG in the larger cross section, and the threshold voltage therein is reduced.
Here, VT is defined as the value of VG inducing a specified level of the drain current
at given VD, a procedure often used in the I–V characterization. According to this
definition, VT is simply the value of VG which inverts a specified level of Qn. The
larger Qn and smaller VT with increasing cross-sectional area are consistent with the
sublevel spectra shown in Fig. 4.12. As pointed out, the sublevels in larger cross
section are more densely distributed at the energy level lower than those in smaller
cross sections. Hence, more electrons should be induced for given VG.

4.2.1.2 I–V Behavior in Long Channel n-type SNWFET

Overview: The modeling of I–V behavior in SNWFET has been extensively
investigated from various standpoints. Understandably, the emphasis has been
placed on the carrier scattering and transport. The carriers in the long channel are
transported mainly by the drift-diffusion, while the ballistic transport is prevalent
in the short channel. Thus, the carrier transport in FETs consists in general of the
mixture of the drift–diffusion and ballistic transports. The I–V behavior in
SNWFET is discussed from various standpoints in a few sections to follow, fusing
together the two modes of the transport. In addition, the Landauer formulation of
the ballistic transistor as applied to SNWFET is briefly touched upon. The dis-
cussion starts out with the long channel FET.

Naturally, a key quantity involved in the I–V modeling is the surface charge,
Qn, which is induced by VG. As detailed in the preceding section, Qn can be taken
to increase linearly with the gate overdrive, and one can thus write

Qn ¼ Ceff ½VG � VTn � V� ð4:36Þ

Fig. 4.13 The electron
surface charge density is
shown versus the gate voltage
in nanowire with rectangular
ð3
 12 nmÞ and square
3
 3 nm; 12
 12 nmð Þ cross

sections. Also plotted for
comparison is the electron
surface charge in NMOS with
the substrate doping of
NA = 1017 cm-3
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where V is the channel voltage at y and Ceff the total capacitance of the nanowire.
The capacitance, Ceff, is somewhat smaller than COX above VT for the reasons as
follows. As well known, Ceff consists of the oxide (COX) and surface (CS)
capacitances, connected in series, i.e., 1=Ceff ¼ 1=COX þ 1=CS. In NMOS, the
electrons are induced practically at the oxide interface. Consequently, CS is much
larger than COX, and therefore CT is practically identical to COX above VT. In
nanowire FET, however, the distribution of the induced electrons is nearly uniform
across the cross section of the nanowire. This is due to the wave nature of electrons
as pointed out earlier. Hence, the ratio of CS with respect to COX is not as large as
in NMOS; hence, Ceff is somewhat smaller than COX. However, the ratio CS/COX is
still large enough to keep Ceff practically constant at a level slightly below COX.

In addition, VT in nanowire depends primarily on the geometry of the cross
section, while in NMOS, VT is determined mainly by the doping level of the substrate
and the bandgap of the substrate. Obviously, this difference arises from the fact that
in nanowire Qn sensitively depends on the shape and size of the cross section, while
in NMOS, Qn is dictated by the doping level of the donor atoms and the band gap of
the substrate. Moreover, in long channel nanowire FETs, the carriers are generally
transported via the drift and diffusion. Hence, for modeling the I–V behavior in
SNWFET, one can follow the same steps as used in NMOS, obtaining (4.20). In this
case, the tools developed for SPICE model for fitting the I–V data can also be used.

4.2.1.3 I–V Behavior in Short Channel n-type SNWFET

Overview: An attractive feature of FETs is its scalability down to nano regimes. In
such short channel FETs, the ballistic transport is prevalent. In ultrascaled
MOSFETs, for example, the carrier transport has been taken up by the ballistic
component by as much as 50 %. The ballistic efficiency in SNWFETs is believed
to be comparable to or even higher than that of MOSFET. It is therefore important
to consider the ballistic nanowire FETs.

Figure 4.14 shows the typical band diagram along the channel under bias. The
maximum point of the band is located near the source end, the height of which is

Fig. 4.14 The schematic
view of the band bending in
FETs is shown under the
drain bias
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determined by the n+-i band bending at the source junction and also the voltages
applied at the gate and the drain. The band diagram points specifically to the fact
that the drain current is contributed by electrons injected from the n+ source
electrode and transported down the channel, subject, however, to the backscat-
tering. Naturally, the height of the band maximum is reduced with increasing VGS,
so that more electrons are injected into the channel. In the following, the I–V
behavior in short channel FETs is discussed from various standpoints, using the
theories developed recently.

1. One-Flux Scattering Theory:

To facilitate the discussion, the one-flux scattering theory by Lundstrom is
introduced first, in which the saturated drain current is given by

IDSAT ¼ QnLSveff ð4:37aÞ

Here, QnLS is the line charge induced at the source end and is given in terms of the
total capacitance Ceff per unit area and the channel width, Weff, of the nanowire as

QnLS ¼ CeffWeffðVG � VTnÞ ð4:37bÞ

And veff is the effective velocity with which the electrons are transported down the
channel subject to the backscattering and is given by

veff ¼ vinjg; g � 1� rc

1þ rc

� �
ð4:37cÞ

where rc is the backscattering coefficient and vinj is the injection velocity of
electrons.

Evidently, the two representations of IDSAT given in (4.37) for SNWFET and
(4.3), for MOSFET, respectively, are of the same format and characterize IDSAT in
similar contexts. However, there are a few differences existing between the two.
Note that QnLS in (4.3) is the average line charge under the gate electrode, given by
the average gate overdrive, ðVGS � VTnÞ=2. Whereas QnLS in (4.37b) is the line
charge induced specifically at the source end of the channel. In ballistic FETs, the
line charge at the source end is a key parameter dictating the drain current. Addi-
tionally, the velocity, vD, appearing in (4.3) is the drift velocity as characterized by
the small field mobility, ln, while veff in (4.37c) is dictated primarily by vinj.

It is interesting that g appearing in (4.37c) also represents the ballistic effi-
ciency. In the limit of small rc at which g ffi 1, nearly all of the injected electrons
traverse the channel via the ballistic transport with vinj. By the same token, in the
opposite limit of g ffi 0, the transport is dominated by the drift–diffusion instead.
For the general case of rc ranging from 0 to 1, g is essentially an indicator showing
the degree of mixing between the two modes of transport.
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Obviously rc depends on the channel length, L, and therefore g is also depen-
dent on L. The dependency is taken into account in the one-flux scattering theory
as follows. In thermal equilibrium or in the limit of small longitudinal channel field
the backscattering coefficient as a function of L is given by

rc0 ¼
L

Lþ k
ð4:38Þ

where k is the mean free path. With k thus introduced, it follows from (4.37) and
(4.38) that g gauges the mode of carrier transport at a given channel length, L. For
k	 L, for example, g ffi 0; hence, carriers are driven by the drift and diffusion, as
it should. For k� L, on the other hand, g ffi 1 and the ballistic transport becomes
prevalent, as expected.

Under the bias, the backscattering coefficient, rc, can be treated in such a way
that the two competing modes of transport are naturally fused to represent the
effective carrier transport. Now, the coefficient, rc, is given by

rc ¼
l

lþ k
ð4:39Þ

In this representation, L has been replaced by the critical length, l, over which the
electron gains the kinetic energy equal to the thermal energy, kBT.

With the use of l introduced in this manner, the expression of IDSAT given in
(4.37a) is naturally generalized to incorporate both the drift–diffusion and ballistic
transport and that as a function of L. This can be shown as follows. When VDS is
applied, the band bends down from the source to the drain, as sketched in
Fig. 4.14, and the injected electrons roll down the potential hill in the channel.
Once the electron surpasses the distance l, Price observation assures that the
electron can be taken to proceed to the drain, irrespective of the backscattering.
This is equivalent to the electron traversing the channel essentially via the ballistic
transport.

Next, to be specific, the critical distance, l, is to be expressed in terms of the
thermal energy, kBT, and the longitudinal channel field, Eð0þÞ, at the band
maximum:

qEð0þÞl � kBT ð4:40aÞ

Also the mean free path, k, is specified approximately via the thermal velocity, vT,
and the mean collision time, sn, or equivalently the low field mobility, ln:

k ¼ vTsn ¼ vTðmnln=qÞ ð4:40bÞ

where (2.25) has been used to replace sn by ln.
By inserting (4.40) and (4.39) into (4.37) one can easily obtain (problem 4.5),

IDSAT ¼ QnLS

1
1
vT
þ 1

lnEð0þÞ
ð4:41Þ

82 D. M. Kim et al.



In this representation of IDSAT, both the drift–diffusion and ballistic transports are
naturally fused in. Additionally, the relative importance of two competing modes of
transport versus the channel length, L, is also accounted for. Thus, IDSAT derived in
(4.41) is applicable to a variety of short-channel FETs. It should be noted that since
the longitudinal channel field scales with L, i.e., Eð0þÞ / 1=L, lnEð0þÞ � vT in
short channel FETs, and therefore the FET operates in ballistic mode with vT serving
as the saturation velocity. By the same token, in a long channel FET, lnEð0þÞ 	 vT ,
in which case the electrons traverse the channel via the usual drift velocity, vD. In
this latter limit, (4.41) converges to the SPICE I–V model given in (4.3).

However, the two line charges in (4.37b) and (4.3) are different in contents, as
pointed out. In Eq. (4.3), QnL is the line charge averaged over the channel. The
averaging procedure is required in the drift–diffusion formulation, since the transit
time of electrons across the channel is long, so that the quasi-equilibrium settles in
under the gate electrode. In this case, Qn at the channel position, y, should be
governed by the local gate overdrive. In the scattering theory formulation, on the
other hand, IDS is primarily determined by QnLS at the source end, sweeping across
channel with a high ballistic efficiency. The two differing approaches should be duly
taken into account for characterizing IDS in SNWFETs with varying channel lengths.

2. Apparent Mobility Model:

The discussion of the apparent mobility model by Shur is in order at this point.
According to the model, the total mobility consists of the usual low field mobility,
ln, and the ballistic mobility, lball, connected in series

1
l
¼ 1

ln
þ 1

lball

; lball ¼ jL ð4:42Þ

where lball is taken commensurate with the channel length, L. The total mobility,
l, thus introduced is called the apparent mobility. One can then express IDSAT with
the use of l as,

IDSAT ¼ QnLSlEð0þÞ; l ¼ lnlball

ln þ lball

ð4:43Þ

In the limit of short channel length, lball 	 ln, and l is reduced to lball. In this
case, the ballistic transport prevails with lballEð0þÞ providing the saturation
velocity. In the other limit, l is reduced to ln, and IDSAT is therefore driven by the
drift–diffusion. It is therefore clear that the one-flux scattering theory and the
apparent mobility model lead essentially to the same representation of IDSAT.

3. Landauer Formulation of Ballistic FET:

The continued scaling down of the semiconductor devices has pushed the
device dimensions into the mesoscopic regime in between the atomic and the
microscopic regimes. In such short channel devices, the mean free path, typically
50 nm long, cannot be taken much shorter than the channel length. By the same
token, the carrier relaxation and the coherence lengths that are closely linked to the
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mean free path cannot be regarded much smaller than the channel length as well.
Therefore, the wave nature of electrons and the mesoscopic scattering must be
taken into consideration in modeling the I–V behavior. It thus behooves to con-
sider the Landauer formulation for treating the ballistic FETs.

In the Landauer formulation, the drain current is taken due primarily to the net
flux of electrons from the source to the drain via the ballistic transport. The drain
current is thus given by

IDS ¼
2q

h

X
i

ZEu

Ei

dE½FðE;EFSÞ � FðE;EFDÞ�TiðEÞ ð4:44aÞ

Here the first term represents the electron flux from the source to the drain, while
the second term denotes the flux in the reverse direction. Also, i is the summation
index of the subbands with the energy level, Ei, in the well, and Eu is the upper
limit of the integration given by the conduction band width, i.e., Eu ¼ EC þ DEC.
Naturally, the Fermi functions

FðE;EFjÞ ¼
1

1þ exp
E�EFj

kBT


 � ; j ¼ S; D ð4:44bÞ

are characterized by the Fermi levels at the source and drain ends, respectively.
Under a drain bias, the two quasi-Fermi levels should split by the amount, qVDS,
i.e., EFD ¼ EFS � qVDS, as detailed in Chap. 3. The factor Ti denotes the transport
coefficient of electrons in the ith subband, and IDS is thus contributed separately by
electrons in each subband. In short channel FETs, one can put TiðEÞ � 1 since the
band bending in the channel is usually gradual, so that the backscattering therein is
to be neglected.

The gist of (4.44) can be seen by considering the case of small drain voltage.
One can then Taylor expand the Fermi function at the drain, retaining only the first
expansion term and write

FðE;EFSÞ � FðE;EFS � qVDSÞ � �
oFðE;EFSÞ

oE
qVDS ð4:45aÞ

Thus, the difference between the two fluxes is shown to be commensurate to the
first derivative of F, which is well approximated by the delta function,

oFðE;EFSÞ
oE

� dðE � EFSÞ ð4:45bÞ

Upon inserting (4.45) into (4.44) there results

IDS ¼ G
X

i

giVDS; G � 2q2

h
ð4:46Þ
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In this manner, IDS is naturally shown to be specified by the quantum conductance,
G, and the sum of the separate contributions from all subbands, including the
degeneracy, gi, therein.

For an arbitrary VDS, IDS can also be specified as follows. For this purpose, one
may first introduce a new variable of integration

g ¼ E=kBT

and compact the expression of IDS in (4.44a) as

IDS ¼ G
kBT

q

� �
~M ð4:47aÞ

where the form factor, ~M, reads as

~M ¼
X

i

Zgmax

gi

dg½ 1

1þ eðg�gFSÞ
� 1

1þ eðg�gFSþqVDS=kBTÞ�; gFS ¼ EFS=kBT ð4:47bÞ

where, gi ¼ Ei=kBT and gmax ¼ ðEC þ DECÞ=kBT . Obviously, to evaluate ~M, it is
essential to find the relative location of EFS with respect to say EC under a given
VGS.

The difference, EC - EFS, varying as a function of VGS is clearly illustrated in
Fig. 4.15. In the figure are shown the band diagrams of the n+ gate, gate oxide and
intrinsic nanowire both in equilibrium and under a bias. In equilibrium, the band

Fig. 4.15 The energy band diagram of n+ poly gate, silicon dioxide and intrinsic silicon
nanowire, in equilibrium (left) and under a positive gate bias (right). Here, qu denotes the bulk
band bending induced by the gate voltage
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bending should occur mainly in the gate oxide by an amount EFn - EFi so that the
Fermi level lines up and be flat (Fig. 4.15a). Under a gate bias, VGS, the band in the
n+ gate electrode is further lowered and the two Fermi levels split (Fig. 4.15b).
Then, VGS is dropped in the gate oxide and also in the nanowire, inducing the bulk
band bending, qu, therein. As a result, EFn - EFi is reduced from its equilibrium
value by the amount qu, and one can therefore write

EC � EFS ¼ EC � EFi � qu ð4:48Þ

Now, qu is in turn specified in terms of VGS by means of (4.35), as discussed in
detail already. Thus, the difference, EC - EFS can be found explicitly as a function
of VGS, and one can therefore evaluate ~M and find IDS as a function of VGS and
VDS. It has therefore become clear that the I–V modeling in Landauer formulation
consists of solving the coupled equations, (4.47) and (4.35).

The resulting features of I–V curves in ballistic FETs can also be surmised on a
general ground with the use of (4.35) and Fig. 4.13. For small VGS, hence small u,
Qn is at the low level, and most of the charging voltage is taken up by u, the
reasons of which have already been detailed in connection with Fig. 4.13. As a
consequence, EC - EFS shrinks rapidly, enhancing IDS exponentially. This small
VGS regime should therefore correspond to the subthreshold regime. Once u
exceeds a certain value, the growth of u slows down, but IDS still increases with
VDS for given VGS, reproducing thereby the triode regime. Beyond a certain value
of VDS, the flux of electrons from the drain to the source becomes negligible,
rendering IDS insensitive to further increase of VDS and the device enters the
saturation mode.

In this chapter, the I–V behavior of SNWFET has been discussed in comparison
with theory of MOSFET, thereby bringing out the features unique to SNWFET.
The I–V behavior has also been discussed in long- and short-channel SNWFETs.
The I–V modeling in short-channel FETs have been discussed from various
standpoints by using the one-flux scattering theory, the apparent mobility model
and the Landauer formulation.

Problems

4.1 (a) Multiply both side of the Poissson equation given in (4.7) and prove that
the left hand side of (4.7) reduces to the left hand side of (4.8).

(b) Perform the integrations in (4.8) and derive (4.9).
(c) Use the result obtained for discussing the threshold voltages as a function

of the doping level and the band gap.
(d) Repeat the corresponding analysis for PMOS.

4.2 Derive (4.21) by Taylor expanding QS given in (4.10).

4.3 The I–V modeling in p-type FETs can be done by following the similar steps
as used in n-type FETs and also by replacing the roles of electrons with those
of holes.

86 D. M. Kim et al.



(a) Derive the surface charge and the threshold voltage of the PMOS given in
(4.24).

(b) Derive I–V relation and compare the results with that of NMOS.

4.4 Starting from the energy eigenequation in the cylindrical nanowire given in
(4.27) derive (4.29a) and (4.29b). Also derive the expression of the energy
eigenvalue given in (4.31), which is valid for the infinite barrier potential.

4.5 (a) Derive the saturated drain current given in (4.41) by inserting the
expressions of the critical distance, l and the mean free path, k given in
(4.40).

(b) Discuss the mode of carrier transport as a function of the channel length, L,
in the silicon nanowire FET with the cross-sectional areas of 5
 5 nm and
10
 10 nm and for L ranging from 10 to 100 nm. You can use the results
obtained for the case of the infinite barrier height for the simplicity of
discussion.
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Chapter 5
Fabrication of Nanowires
and Their Applications

Yang-Kyu Choi, Dong-Il Moon, Ji-Min Choi and Jae-Hyuk Ahn

Abstract The processing and application of nanowires and the field-effect tran-
sistors fabricated therein are discussed in this chapter. The pattern definition of
nanowires as a key element of the top-down processing technique is described in
conjunction with the optical, electron beam, and spacer lithography. Also, the
process details of various kinds of FETs, such as FinFETs, Mug-FET, and gate-all-
around nanowire FETs, are presented. An emphasis is placed upon fabricating the
suspended nanowires in silicon and other compound semiconductors, and the
Bosch process and the stiction problem of nanowires are also addressed to. In
addition, the nanowire-based applications are elaborated such as biristor and
FinFACT. Also, the bottom-up approaches for processing CNTs and various kinds
of nanowires in silicon as well as compound semiconductors are elaborated.
Finally, the transfer printing techniques are highlighted, enabling the fabrication of
electronic circuits on flexible and diverse substrates by utilization of the releasable
nano- and microstructures from donor substrates.

Abbreviation

CMOS Complementary metal-oxide-semiconductor
RIE Reactive ion etching
ICP Inductively coupled plasma
DUV Deep ultraviolet
VLSI Very-large-scale integration
EUV Extreme ultraviolet
LDD Lightly doped drain
CVD Chemical vapor deposition
ALD Atomic layer deposition
UTB Ultrathin-body
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SOI Silicon-on-insulator
FinFET Fin field-effect transistor
SCE Short-channel effects
3-D Three-dimensional
2-D Two-dimensional
LP Low-pressure
RTA Rapid thermal annealing
Mug-FET Multiple-gate FET
GAA Gate-all-around
SiNW Silicon nanowire
BOX Buried oxide
Biristor Bistable resistor
MOSFET Metal-oxide-semiconductor field-effect transistor
BJT Bipolar junction transistor
FinFACT Fin flip-flop actuated channel transistor
NEMS Nano-electro-mechanical system
SWCNT Single-walled carbon nanotube
LB Langmuir-Blodgett
AC Alternating current
VLS Vapor-liquid-solid
MBE Molecular beam epitaxy
TP Transfer printing
TFT Thin-film transistors
TMAH Tetra-methyl ammonium-hydroxide
PDMS Polydimethylsiloxane
DOF Depth of focus

5.1 Nanowire Fabrication by Top-Down Approach

5.1.1 Introduction

Semiconductor nanowires are of great interest due to their unique properties,
arising from their small dimensions. In addition, the nanowires hold up the
promising potential to be the driving force in the field of electronic, optical,
chemical, biological, energy, and magnetic device applications. Semiconductor
nanowires can be fabricated by using a wide range of methods, which can be
categorized into two approaches: the top-down and bottom-up approaches. The
former has been utilized predominantly in the semiconductor industry because it
can be used to fabricate small patterns down to a few nanometers in size. More-
over, the top-down methods enable the excellent control over the feature size and
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placement for creating patterns on wafers with large diameters at a low cost and
high throughput. The top-down method can be defined as a process that can be
used to form carved structures from a larger piece of material via a subtractive
method. The subtractive method consists of film deposition, photolithography, and
etching as in the complementary metal-oxide-semiconductor (CMOS) technology.
In this approach, mask patterns are defined in the resist material by photolithog-
raphy and are transferred to the substrate by a subsequent etching process.
Reactive ion etching (RIE) and inductively coupled plasma (ICP) etching are the
most commonly used techniques for the pattern transfer to the underlying layers.
In this section, the top-down techniques to delineate the nanowire patterns are
discussed, based on the CMOS process technologies.

5.1.2 Pattern Definition Method of Nanowires

Optical lithography, also termed photolithography, is used for microfabrication to
delineate designed patterns on a thin film or a bulk substrate. It uses light to
transfer a geometric pattern from a photomask to a light-sensitive photoresist on a
substrate. Over the last few decades, a significant development of the optical
lithography technology has been achieved in conjunction with the photoresist
technology and optics. The ability to project a clear image of a small feature onto a
wafer is limited by the wavelength of the light. The minimum feature size that a
projection system can define is specified by the Rayleigh criterion [1].

CD ¼ j1k
NA

ð5:1Þ

Here, CD is the critical dimension (target design rule) or the minimum feature
size, j1 the coefficient that reflects process-related factors, k the wavelength of the
incident light used, and NA the numerical aperture of the lens as observed from the
wafer. Clearly, the minimum feature size can be decreased by a shorter wavelength
and a higher numerical aperture. In other words, the minimum feature size is
limited by the wavelength and the projection system.

5.1.2.1 Limitation of Optical and Electron Beam Lithography

Current state-of-the-art optical lithography tools use deep ultraviolet (DUV) light
from excimer lasers with wavelengths of 248 nm krypton fluoride laser (KrF) and
193 nm argon fluoride (ArF). Optical lithography has been extended to a feature
size below 50 nm using a 193 nm ArF excimer laser aided by immersion lithog-
raphy [2]. Immersion lithography is a technique that can be used to increase the
NA effectively. The final projection lens of the radiation source is immersed in a
medium with a higher refractive index than air, thereby enabling the use of optics
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with numerical apertures exceeding 1.0. However, a single optical exposure has
reached its practical limit, i.e., a feature size of 40 nm. Further development of
optical lithography for the next-generation very-large-scale integration (VLSI) is
becoming increasingly difficult. In particular, the patterning of nanowires requires
smaller feature size than current optical systems can allow. Ultimately, advanced
lithography techniques will be required for ordered arrays of semiconductor
nanowires with excellent control over the placement and the feature size.

Electron beam (e-beam) lithography, ion beam lithography, extreme ultraviolet
(EUV) lithography, X-ray lithography are considered, among others, as possible
candidates for sub-20 nm patterning. Although a short wavelength of 13.5 nm by
EUV lithography and sub-1 nm by X-rays offer the potential for nanowire pat-
terning, these techniques are under development and face challenges related to the
source power, mask, and photoresist. In the case of e-beam lithography, it is
widely used for the fabrication of high-resolution photomasks for current optical
lithography systems. In addition, the e-beam lithography has been shown to be
capable of producing sub-10 nm feature sizes. However, the throughput produced
by e-beam lithography is too low for mass production due to the exposure time.
The development of multiple-beam systems will improve the throughput of the e-
beam lithography. But further investment is indispensable for developing a proper
photoresist and for resolving the issues of pattern size uniformity stemming from
electron scattering and shot noise, and other issues.

5.1.2.2 Spacer Lithography

A single optical exposure based on an ArF excimer laser with immersion lithog-
raphy has reached its resolution limit of a half-pitch of 40 nm [2]. Also, EUV and
the e-beam lithography have yet to be proven and require further development to
compete with the conventional optical lithography and to play a role in the next-
generation VLSI manufacturing processes. At this point, an alternative sub-lith-
ographic technique must be introduced for pattern resolution beyond the litho-
graphic limit. Thus far, sub-30 nm CMOS devices are being fabricated via double
patterning as a way to extend the half-pitch while keeping the numerical aperture
and wavelength constant. Non-optical lithography, including pitch splitting
(double exposure and double patterning) and spacer lithography, will enable the
fabrication of the high density of devices as desired by the semiconductor industry.

The process flows for pitch splitting and spacer lithography are summarized in
Fig. 5.1. The double exposure method consists of two sequentially separated
exposures on the same photoresist layer using two different photomasks [3]. The
double exposure technique allows the manufacturing of minimally sized features as
well as larger patterns composed of various shapes in a layout. Alternatively, it can
consecutively define minimally sized features with twofold enlarged line-to-line
spacing twice, which can enhance the lithographic resolution. As long as the double
exposure can be used effectively with an allowable misalignment tolerance, which
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should be smaller than that of the line-to-line spacing, it is a preferred patterning
approach because it does not require additional subsequent process steps.

The double pattering is similar to the double exposure method. However, it uses
a hardmask layer to transfer the pattern to the underlying layers [4]. Initially, the
exposed photoresist patterns are transferred to an underlying hardmask layer. After
the first photoresist is removed, a second layer of the photoresist is coated again.
Then, a second exposure is carried out, and the exposed photoresist patterns are
transferred to the underlying hardmask layer, which generates features between the
features patterned on the hardmask layer. Finally, the hardmask patterns are
transferred to the final layer underneath. This allows the doubling of the pattern
density. Extrapolation from double patterning to multiple patterning has been
considered, but the cost and yield control can still be a problem. Moreover, the
double exposure and the double patterning technique cannot reduce the minimum
feature size beyond the lithographic limit. That is, pitch splitting is still constrained
by the resolution limitation of current optical lithography methods.

In view of these limitations, the spacer lithography has a great advantage
because the minimum feature size depends not on the lithographic resolution but
on the thickness of the subsequently deposited layer, used as the hardmask [5–8].
Moreover, the pattern density is inherently doubled due to the nature of the spacer.

Mask 1 Mask 1 Mask

Resist

Active layer

Substrate Active layer

Substrate

Active layer

Substrate

1st Resist

2nd Resist

Hardmask
Hardmask

Mask 2
Mask 2

(a) (b) (c)

Resist

Hard mask etching and
Spacer deposition

Hardmask removal

Pattern transfer

Spacer etching

Develop

Active layer etching

Resist strip

Active layer etching

Expose Expose

Expose
Expose

Patterning and hardmask etching

Fig. 5.1 Process flows for pitch splitting a double exposure, b double patterning, and c spacer
lithography
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The spacer is a thin layer formed on the sidewalls of a pre-patterned protruding
feature. For example, the spacer technique has been used to create a self-aligned
lightly doped drain (LDD) junction against the preexisting gate in conventional
CMOS devices. The term ‘‘spacer’’ was initiated by this LDD formation tech-
nology. This type of spacer is formed by the deposition of the film on a preexisting
dummy pattern, followed by etching to remove all of the film material on the
horizontal surfaces, leaving only the material on the sidewalls. In this case, the
preexisting dummy pattern is a sacrificial layer. By removing this sacrificial pat-
tern, only the spacers, serving as a structural or hardmask layer for a subsequent
etching process, remain on both sidewalls.

It should be noted that there are two spacers for every dummy pattern; that is,
the density of the hardmask is always doubled. Thus, the spacer approach is unique
in that the pitch can be halved with one lithographic exposure. This favorably
resolves the serious issue of the overlay between successive exposures when using
double exposure and double patterning technology. The spacer materials deposited
by chemical vapor deposition (CVD) or atomic layer deposition (ALD) are used as
the hardmask, and its pattern fidelity is superior to the photoresist profile due to the
excellent conformal step coverage. Although there is line edge roughness in the
dummy pattern, the width of the spacer is uniform along the dummy pattern since
this type of spacer material follows the wavy profile of the dummy pattern owing
to the good conformality. In contrast, the line edge roughness of the left side and
right side of the photoresist is easily mismatched in other approach [9]. In the
worst case, the photoresist profile can be shaped like a bottleneck when the left
edge and the right edge face each other, as shown in Fig. 5.2. Additionally, the
spacer lithography can be used with other existing lithography tools i.e., mixed
mode patterning to create a wide range of differently shaped patterns [5, 7].

5.1.2.3 Iterative Spacer Lithography

Additional advantage of spacer lithography is that it enables the iterative process
to be applied to extremely dense patterns. Beyond the double patterning by one
instance of spacer lithography, a multiple patterning methodology is essential for
continued scaling, which can be achieved using the iterative spacer formation [10,
11]. For example, three instances of spacer lithography would result in an eightfold
enhancement in the resolution, as illustrated in Fig. 5.3. After one instance of

Nanowire

Nanowire

(a)

(b)

Fig. 5.2 Examples of line
edge roughness in nanowires
patterned by a conventional
optical lithography and
b spacer lithography
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spacer lithography, patterned spacers, which were initially the structural layer
(hardmask), can be used in turn as the sacrificial layer for next spacer lithography.
That is, the role of the spacers is reversed at each spacer lithography step from the
hardmask to the sacrificial layer, and vice versa. Thus, the pattern density is
doubled by each spacer lithographic process. In the spacer lithography process, it
should be recalled that the feature size is determined not by the lithographic
resolution but by the deposited thickness of the spacer film. Therefore, the iterative
spacer lithography enables the patterning of sub-10 nm nanowires, since the
deposited film thickness for the spacers can be controlled down to a few nano-
meters with high uniformity.

5.1.3 CMOS Technology from a Bulk to a Nanowire

Feature size scaling in CMOS technology has continued to follow Moore’s law
[12]. Over the past four decades, the device architecture based on a planar bulk
structure has been developed by reducing the transistor gate lengths with each new
generation of manufacturing technology. Junction optimization methods, such as
the use of a LDD, lateral non-uniform channel doping, a shallow junction depth,
and retrograded well doping with pocket and halo implants, have been utilized.
Also, the strain engineering has been introduced to improve the mobility. The use
of a high j value in the gate dielectric and the metal gate electrode is now

1st spacers

2nd spacers

3rd spacers

Active layer

1st hardmask

2nd hardmask

Resist

Fig. 5.3 Schematic view of iterative spacer lithography. The resolution enhancement by 8 (=23)
can be obtained after three spacer lithography trials
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mainstream methods used for enhancing the gate controllability, lowering the gate
leakage, and attaining the wide tunability of the threshold voltage. However,
further aggressive device scaling based on the planar bulk structure becomes
difficult and will reach the end-of-the-technology road map in the near future. As
the gate length shortens, the gate control over the channel degrades due to the
short-channel effects. As an alternative to the ultra-scaled CMOS device, an
advanced MOSFET structure, such as the single-gate FET on the ultrathin-body
(UTB), silicon-on-insulator (SOI), and the multiple-gate FET (Mug-FET), attracts
a great deal of attention as future technology nodes [13–16].

It is noteworthy that the (Mug-FET) technology, which includes the FinFET
and the gate-all-around FET, is based on a silicon nanowire. Therefore, it can be
one of key elements in a nanowire device, especially for practical applications. For
example, in 2011, Intel announced a major breakthrough and historic innovation in
CMOS technology. A three-dimensional (3-D) transistor, which employs the
FinFET or its derivatives relying on the silicon nanowire structure, is expected to
be in mass production stage in the near future.

5.1.3.1 Fin Field-Effect Transistor

A fin field-effect transistor (FinFET) is a typical three-dimensional (3-D) FET,
composed of a thin silicon channel which protrudes from a plane Si surface, like a
shark’s fin breaking the surface of the sea [5–7, 15–18]. The double gate straddles
the Si nanowire and can therefore control the short-channel effects (SCEs)
effectively while maintaining the robustness against SCEs due to the strong
electrostatics over the channel potential. This device has attracted a great deal of
attention because the mainstream FET structure is in a transition from a two-
dimensional (2-D) planar-type structure to a 3-D structure. It has been predicted
that the FinFET can drive the pace of CMOS technology advancement, fueling
Moore’s law for decades to come. A typical FinFET structure is shown in
Fig. 5.4a. In the thin-body device of the FinFET, the body thickness (a width of the
fin, Wfin) is a crucial parameter, governing the SCEs. A narrower Wfin suppresses
the SCEs and off-state leakage current more effectively, especially when Wfin is
smaller than the gate length (LG) [19]. In contrast, the height of the fin (Hfin)
corresponds to the channel width in a conventional 2-D planar-type FET and
determines the on-state drive current. Consequently, a relatively tall FinFET with a
thin body can show excellent short-channel immunity with high-performance and
low-power consumption characteristics.

The schematic of the fabrication process flow used for the n-type double-gate
FinFET is shown in Fig. 5.4b. A p-type SOI wafer is used as the starting material.
A low-pressure (LP) CVD nitride is deposited as a hardmask. An embedded buried
oxide (BOX) layer of the SOI substrate serves for the device isolation. The pho-
tolithography is applied to delineate nanowires (fins in the FinFET). Afterward, the
active fin is patterned by RIE. Thermal oxidation is carried out to form the gate
dielectric. For the gate electrode, in situ n+ poly-silicon is deposited to surround
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the fin. After gate patterning by use of another photolithography and RIE process,
n-type dopants are implanted to form the source/drain and activated by a rapid
thermal annealing (RTA) process. Finally, the forming gas (N2:H2 = 9:1)
annealing is followed. Figure 5.4c, d shows the bird’s eye view and cross-sectional
images of the fabricated device. The silicon nanowire thus formed is clearly seen
in the figure.

5.1.3.2 Multiple-Gate FET

There are a couple of generic families of 3-D FETs categorized as a Mug-FET,
which is nearly identical to the FinFET except for the profile of the gate sur-
rounding the Si channel cross section. In other words, the Mug-FET generically
describes any fin-based and multiple-gate transistor architecture regardless of the
number of gates. For example, it can be transformed into a tri-gate, a P-gate, a X-
gate, or a gate-all-around (GAA) FET after structural modifications in order to
provide better gate-to-channel potential controllability [20–24]. Figure 5.5 shows
the evolution of the Mug-FET in the order of increasing electrostatic control of the
gate. The electrostatics will improve in multiple-gate structures as the gate
influences the channel potential from more than one side. Therefore, the multiple-
gate structure can be scaled more aggressively than the planar 2-D structure.
Among these innovative candidates, the GAA structure could become the most

Fig. 5.4 a A schematic of the double-gate FinFET and b its process flow with a numerical order.
c Bird’s eye view and d cross-sectional image of the fabricated FinFET
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advanced type due to the ultimate electrostatic controllability associated with the
gate completely surrounding the channel [25]. The fabrication process of the Mug-
FET can be easily understood from that of the double-gate FinFET. Derivatives of
the FinFETs such as a tri-gate, a P-gate, a X-gate, and a GAA FET can be
fabricated by the process flow of the double-gate FinFETs with minor modifica-
tions. For example, the tri-gate structure is obtained by removing the hardmask
layer on top of the fin. Also, the partial or full removal of the BOX underneath the
fin provides the P-gate/X-gate or GAA structures.

5.1.4 Suspended Silicon Nanowire

A suspended nanowire has been used in a wide variety of devices such as sensors,
actuators, energy harvesting devices, and other electronic devices. The funda-
mental interest in the mechanical motion and electrical functionality of a sus-
pended nanowire has prompted the motivation to fabricate this structure. Among
the many possible applications involving a nanowire-based FET, the GAA
structures are most attractive and have been investigated extensively. The GAA
structure has the near ultimate gate electrostatic controllability of the channel, a
key element in the nanoscale CMOS technology. Also, among various GAA
structures, the suspended silicon nanowire (SiNW) is most important and the
process methodologies for the formation of such nanowires are discussed in this
section. Various approaches for processing SiNW’s are summarized in Fig. 5.6. It
is also pointed out that the size of the SiNW defined by the lithographic process
can be reduced further with the use of additional processes, such as hardmask
trimming, sacrificial oxidation, or etching in H2 ambient [26–30].

Gate Gate Gate1

Gate2

Gate Gate Gate Gate

Gate

Bulk silicon Buried oxide

Fin

Single-gate (SG) UTB SG Double-gate (DG) DG FinFET

Tri-gate-gate-gateGate-all-around

SOI
Substrate

Technology evolution to extreme device

Top silicon

Fig. 5.5 Evolution of the device structure from a single-gate planar structure to a gate-all-around
MOSFET
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5.1.4.1 Silicon-on-Insulator Substrate

The concept of the GAA structure was demonstrated by the use of a SOI wafer
[24]. The top silicon of a SOI wafer is patterned as a SiNW and is then etched
down to the BOX. The SiNW is then suspended from the substrate by the partial
removal of the BOX. The BOX as a sacrificial layer is etched by a wet-etching
process. After the formation of the suspended SiNW from the substrate, the GAA
structure is formed by using the conventional MOSFET fabrication procedure.

5.1.4.2 Selective Epitaxial Process

In this approach, a SiGe layer is used as the sacrificial layer to form the suspended
SiNW [26, 31–34]. Initially, SiGe and Si layers are hetero-epitaxially grown on a
Si bulk wafer. Subsequently, a silicon nanowire is patterned by photolithography.
The sacrificial SiGe layer is then removed by a wet- or dry-etching process.
Therefore, a suspended SiNW is fabricated on a Si bulk wafer.

5.1.4.3 Bosch Process

Based on a plasma-etching method, a suspended SiNW is also formed on a Si bulk
wafer [35–38]. A bulk wafer is used as the starting material. Optical lithography is
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Fig. 5.6 Process flow for SiNWs: a SOI process, b SEG process, and c the Bosch process
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employed to define the SiNW on a bulk substrate. The patterned bulk-SiNW is
separated from the substrate by the Bosch process. First, in situ generated CF4-
based polymer begins to passivate the exposed Si surface during the anisotropic
reactive-ion-etching (RIE) process. Thus, the partially patterned bulk-SiNW is
conformally protected by the CF4-based polymer before the subsequent SF6

plasma etching. Then, the suspended SiNW is formed via the isotropic RIE pro-
cess. The underside of the patterned bulk-SiNW is clearly etched after the Bosch
process without the stiction problem arising.

5.1.4.4 Stiction Problem of Nanowire in Wet Etching

The nanowire tends to collapse toward the substrate when the restoring force is
unable to overcome the capillary force, which is inevitably introduced in a wet
removal step of the sacrificial layer, as depicted in Fig. 5.7. Once the nanowire
collapses, the catastrophic pinning failure referred to as ‘‘stiction’’ occurs [39, 40].
The allowable length of a stiction-free nanowire is shortened as the nanowire is
thin and narrow. Therefore, the stiction problem becomes important as the tech-
nology evolves. An elastocapillary number, NEC, has been proposed to analyze the
stiction of a suspended structure quantitatively [39].

NEC ¼
128 Eh2t3

15c1 cos hcl4 1þ t=wð Þ 1þ 2rrl2

7 Et2 þ
108 h2

245 t2

� �
ð5:2Þ

Here, E is the Young’s modulus, rr the residual tensile stress, hc the contact
angle, cl the liquid surface tension, h the gap distance, t the thickness of the
structure, l the length of the structure, and finally, w the width of the structure.
Equation (5.2) describes the ratio of the elastic restoring energy to the capillary
energy. It is thus clear that the structure is free of stiction when NEC [ 1, whereas
it sticks to the substrate when NEC \ 1. Therefore, the criteria of the stiction can be
obtained by choosing the proper dimensions that satisfy NEC = 1. According to the
model, a large gap distance h can increase NEC, which implies that the stiction
problem can be solved by increasing h, while the other parameters are fixed.
However, the increment of h is not always a proper option. In the fabrication of a
GAA FET, a large gap between the nanowire and substrate increases the sub-
sequent gate etching time, which imposes some difficulties in gate etching without
etching damage to the nanowire. NEC is increased as the thickness t is increased,
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while h is fixed. This indicates that a nanowire with a high aspect ratio tends to be
immune to stiction. In addition, the high residual tensile stress rr increases NEC,
resulting in improved stiction immunity [41].

5.1.5 Applications of Nanowires

5.1.5.1 Bistable Resistor

Bistable current–voltage characteristics are the feature common in various kinds of
devices, used for data storage and photodetectors [42–47]. Those applications have
been realized in both the metal-oxide-semiconductor field-effect transistor
(MOSFET) and the bipolar junction transistor (BJT). In spite of the apparent
differences in the operational mechanisms of the MOSFET and the BJT, the
channel resistance is modulated by a control terminal such as a gate or a base.
Interestingly, bistable current–voltage characteristics can be obtained from a
simple nanowire structure by adjusting the doping profile. The bistable resistor
(Biristor), also called the biristor, is characterized by the bistability based on a
floating-body effect [48–50]. The configuration of a biristor can be realized in a
silicon nanowire, composed of three regions of alternating n-type and p-type
segments with the form of n-p-n or p-n-p, as shown in Fig. 5.8a. The voltage is
applied between two opposite ends while the center region is electrically floated.

For the fabrication of the n-p-n biristor, the top silicon layer on a SOI wafer is
initially doped with p-type dopants. The SOI wafer and the doping concentration
of the p-type region are important for the bistable characteristics. The BOX allows
the silicon nanowire to be electrically floated, and the sufficient doping concen-
tration around 1018 cm-3 preserves the excess holes. The silicon nanowire is
patterned by the photolithography and RIE process. Afterward, the second optical
lithography is carried out to mask against ion implants. While the center region is
covered with a photoresist, the other regions are counterdoped with n-type do-
pants. Afterward, the photoresist is stripped, and the dopants are activated by a
subsequent thermal annealing process. The operation of the biristor can be
understood as a single transistor latch in a floating-body MOSFET or an open-base
breakdown in a BJT [51, 52].

A biristor initially remains in a high-resistance state under a low-voltage
regime, but it abruptly switches to a low-resistance state via impact ionization
under a high-voltage regime. As the applied voltage increases, the impact ioni-
zation is triggered, thereby generating excess holes in the floating region. As a
result, the potential barrier between the n-type and the p-type regions is lowered.
Consequently, the current flowing through the p-type region is amplified by iter-
ative carrier generation, i.e., a positive feedback mechanism. When the current
abruptly increases, i.e., when a latch-up occurs, the device remains latched in a
low-resistance state for as long as the multiplication process continues. Hence,
there are two available latch voltages according to the presence or absence of
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excess holes. The experimental data in Fig. 5.8b show counterclockwise hysteresis
between a forward and a reverse scan. The latch voltage is greater in the absence
of holes than in the presence of holes. Therefore, the device does not turn off until
the voltage decreases below the value of the latch-down voltage. That is, the
biristor shows bistable resistance between the latch-up and latch-down events.
Based on the hysteric characteristics, the biristor can potentially be implemented in
various applications including memory, optical, and sensor devices.

5.1.5.2 Fin Flip-Flop Actuated Channel Transistor

Nanoelectromechanical system (NEMS) switches have received much attention
due to their low-power consumption by virtue of a steep slope in the current–
voltage transfer characteristics. In the NEMS switch, for example, a cantilever
beam is suspended over the electrode, and the cantilever moves through the
electrostatic force between the gate and the beam [53, 54]. When the beam and the
electrode are physically separated, the standby leakage current is ideally zero. In
contrast, a considerable amount of current flows when they come into contact.

Conventional MOSFETs have a gate electrode, a solid-state gate dielectric, and an
unmovable channel that is mechanically pinned at the substrate and/or the gate
dielectric. More functionalities and benefits can be attained if the solid-state gate
dielectric of the MOSFET is replaced with air in the same manner as the NEMS switch.
As illustrated in Fig. 5.9a, the structure of a fin flip-flop actuated channel transistor
(FinFACT) is slightly modified from an independently controlled double-gate Fin-
FET by replacing the gate oxide with an air gap. Thus, the structure has a suspended
and movable channel (fin or nanowire) between the two gates on both sides.
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Fig. 5.8 a Schematics of a biristor and the process flow. b Double-sweep current–voltage
characteristics for different body doping concentrations (NB). In the heavily doped case
(NB = 1018 cm-3), bistable states between the latch-up and the latch-down state can be achieved
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As the fin is actuated between a flip and a flop state, the device is termed a
FinFACT [55–60]. The FinFACT is fabricated on a SOI wafer to create a sus-
pended and movable channel. A fin is patterned with a nitride hardmask. It should
be noted that the nanowire fin should be designed in a range of nanoscales to
enable mechanical movement. A gate oxide is deposited around the fin as a sac-
rificial layer, followed by the deposition of the gate. The gate is then separated by
chemical–mechanical polishing. Therefore, two gate electrodes are placed at both
sides of the silicon fin. After a gate is patterned by a photoresist for the gate, the
source and the drain electrode are formed by an ion implantation process.
The preexisting sacrificial gate oxide is removed by a wet-etching process, and the
BOX beneath the fin is simultaneously recessed. During this process, the sus-
pended fin is formed. Because the fin is floated in air, it is movable and bendable.
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Finally, the exposed surfaces of the fin and the gate are re-oxidized in order to
form a thinned oxide, which is thinner than the air gap. By delivering a voltage
from either gate, the bendable fin can move up (flip) or down (flop); thus, it can
adhere to either of the gates according to the electrostatic force between one of the
gates and the fin. Although voltage exists at all terminals, the fin remains on the
landing electrode due to the adhesion force. By alternating the gate voltage, the fin
is attached to gate-1 (G1) or gate-2 (G2); i.e., the electrostatic force attracts the fin
from G1 and G2, or vice versa. When the attraction force between G2 and the fin
becomes higher than the adhesion force between G1 and the fin, the fin abruptly
comes into contact with G2. As the fin attaches to the one of the gates and closes
out the air gap, its structure is transformed to a conventional MOSFET because the
gate, the gate oxide, and the channel are in contact. Thus, the conventional transfer
characteristics of the MOSFETs are achieved, as shown in Fig. 5.9b, c. Moreover,
the physical position of the fin represents a binary state; therefore, the FinFACT is
applicable for use in transformable logic and digital memory.

5.2 Nanotubes and Nanowires by Bottom-Up Approach

5.2.1 Introduction

Nanotubes and nanowires can be synthesized by catalytic growth based on a
bottom-up method. The advantages of the bottom-up method, which is superior to
the top-down method, are that nanowires with a small diameter and smooth
roughness can be grown, and the chemical composition of the nanowires can be
precisely controlled to produce a novel heterogeneous structure. However, con-
trollable methods are necessary to align the nanotubes and nanowires in an array
form for large-scale semiconductor device processing. In this section, alignment
methods as well as techniques to grow nanotubes and nanowires are introduced.

5.2.2 Carbon Nanotubes

A single-walled carbon nanotube (SWCNT) is a hollow cylinder comprised of
carbon. It can be considered as a single graphene sheet rolled up into a seamless
tube. Depending on the chirality and diameter, an individual SWCNT can be either
a metallic or semiconducting material. Due to its high mobility and ballistic
transport characteristics, the SWCNT has been considered as an active channel
material for future generation transistors.

There are various methods to synthesize CNTs, including arc discharge [61],
laser ablation [62], and CVD [63]. The first two methods utilize a solid-state
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carbon precursor (graphite) as the carbon source needed for CNT growth, after
which the carbon precursor is evaporated at a high temperature ([1,000 �C). In the
arc discharge method, a discharge occurs between two graphite rods in a reaction
chamber through which an inert gas flows. As a result, carbonaceous deposition is
enabled at one of the rods where CNTs are produced. In the laser ablation method,
SWNTs are synthesized in a process in which a mixture of carbon and transition
metals is evaporated by a high-intensity laser focusing on a metal–graphite
composite target. In the CVD method, hydrocarbon gas containing carbon atoms is
utilized as a carbon source. As shown in Fig. 5.10, the hydrocarbon gas is
decomposed in a heated furnace (500–1,000 �C) and dissolved into metal catalyst
particles where the nanotubes are grown. Thus far, none of the three synthesis
methods have been used to obtain CNTs with homogeneous diameters and
chirality.

Nanotube assemblies can be formed by deposition of CNTs which are produced
from bulk methods and dispersed in a solution. This solution-deposition method
makes device fabrication onto a large-scale template feasible and device imple-
mentation on diverse substrates possible. CNTs dispersed in a solution can be
formed in aligned arrays by applying an external force such as an electric field or
mechanical force. As shown in Fig. 5.11a, an electric field attracts and aligns the
CNTs along the field lines due to their high polarizability and anisotropic structure
[64]. In this case, pre-patterned microelectrodes are needed to generate the elec-
trical field. Figure 5.11b shows that a microfluidic channel utilizes shear force to
align CNTs along the flow direction [65]. The density of the CNTs is controlled by
concentration of CNTs in the suspension solution and the flow time. As shown in
Fig. 5.11c, the Langmuir–Blodgett (LB) technique allows large-scale assembly,
which is difficult to achieve by means of an electric field or a microfluidic method
[66]. The CNTs in the solution are compressed, and the ordered structure is cre-
ated. Such aligned CNTs can be transferred from the solution surface onto various
substrates. The spacing of the CNT patterns can be controlled through the com-
pression force. By modulating the alignment direction during iterative processes,
not only parallel arrays but also crossed arrays can be attained.

Catalyst 

deposition
Carbon gas

Cn Hm

Nanotube growth

Fig. 5.10 CNT growth from a metal catalyst nanoparticle on a substrate. The catalyst
nanoparticle is deposited on the substrate and carbon gas as a carbon source is introduced. The
substrate is heated to approximately 700 �C. The carbon gas is decomposed into carbon and
hydrogen and diffused toward the surface of the catalyst nanoparticle. The carbon atoms then
grow out from the catalyst when the carbon solubility in the metal is beyond the critical limit
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Because as-synthesized CNTs can be semiconducting or metallic, purification
techniques to collect only semiconducting CNTs are required to fabricate elec-
tronic high-performance devices. This filtration process relies on the difference in
the electrical, chemical, or optical properties between semiconducting and metallic
CNTs. Alternating current (AC) dielectrophoresis allows for the separation of
metallic CNTs from their semiconducting counterparts in the suspension solution
[67]. The difference in the relative dielectric constant between metallic and
semiconducting CNTs with respect to the solvent leads to opposite movement of
the two species. Chromatography and ultracentrifugation methods can be used to
separate the CNTs because DNA or some surfactants which encapsulate CNTs
influence the optical properties or buoyant density according to the diameter,
bandgap, and/or electronic characteristics [68–70].

In the solution-deposition process, the electrical characteristics are degraded
and the lengths of CNTs are shortened due to the high-power sonication and strong
acid treatment during the dispersion of bulk CNTs into the solution. To overcome
these weaknesses of the ‘‘solution’’ process, a ‘‘dry’’ process was demonstrated to
fabricate aligned arrays of CNTs. There are a couple of methods that can be used
to align CNTs during the growth process that utilize CVD. The electric-field-
directed growth of CNTs has been demonstrated [71, 72]. An electric field is
generated with voltage applied to pre-patterned catalyst electrodes. The nanowire
is grown along the electric field lines. Due to the high polarizability of CNTs, a
large induced dipole moment results in large alignment force, thereby suppressing
the randomization of the CNT orientation caused by thermal fluctuation. A single-

V(a) (b) (c)

Growth direction

(d)

Fig. 5.11 Alignment methods of CNTs and nanotubes from the dispersion solution: a Electric-
field-assisted method, b Microfluidic flow, and c the LB technique. d The CNTs are directionally
grown during the CVD process with catalyst patterns on single-crystalline substrates as guided
templates
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crystalline substrate such as a sapphire and a quartz wafer can be used as a
template for aligned nanotube growth [73–76]. The CNTs are directionally grown
along atomic steps of the specific facet in the single-crystalline substrate. This
aligned growth is attributed to the strong van der Waals interaction with an
increased contact area between the nanotubes and the surface and also to the
electrostatic interaction with uncompensated dipoles. High-density SWNT arrays
without sacrificing the alignment are attained with spatial or parallel patterns of the
catalyst on the single-crystalline substrate [77–80]. As shown in Fig. 5.11d, cat-
alyst patterns are lithographically defined as narrow stripes perpendicular to the
preferential growth direction after which the CNTs grow with good alignment.
Aligned CNT growth up to the wafer scale has been carried out for VLSI devices
[79, 80]. An extra transfer step to implement the aligned CNTs grown on a quartz
wafer to a silicon wafer is needed for the subsequent integration onto the silicon
wafer [78, 80] for CMOS fabrication.

With current technology, it is difficult to obtain pure semiconducting CNTs
among CVD-grown CNTs. Some portion of metallic CNTs is mixed undesirably
with the semiconductor CNTs, which degrades the on/off current ratio of devices.
The most commonly used technique for the selective removal of metallic CNTs is
the electrical breakdown of metallic CNTs. This is achieved by increasing the
voltage between the source and drain, whereas the semiconducting CNTs are kept
in the off-state, as depicted in Fig. 5.12 [81]. By applying this technique, an on/off
current ratio of CNT FETs of less than 5 was exponentially increased to 105 [82].

Applications of CNT FETs include future high-performance devices, bio/
chemical sensors, nonvolatile memory, and others. Feasible SWCNT FETs with a
sub-10 nm gate length have been shown to be able to overcome current Si tech-
nology [83]. DNA biosensors have been developed with SWCNTs as sensing
materials to detect charges arising from DNA hybridization [84]. A gas sensor has
been demonstrated by adapting the electrical characteristics of SWCNT FETs,
showing very high sensitive to gases [85]. A crossbar array of SWCNTs can be
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used as nonvolatile memory cells based on mechanical actuation [86] as well.
However, the uniformity and reliability of CNT devices have yet to be proven.

5.2.3 Silicon Nanowires

The distinctive features of silicon nanowires fabricated by bottom-up methods are
their small diameters, the possibility of in situ doping, their heterogeneous com-
position, and fewer surface dangling bonds. These features cannot be easily
achieved with the top-down method.

There are various methods that can be used to fabricate bottom-up silicon
nanowires. The vapor–liquid–solid (VLS) mechanism in the CVD process is the
most commonly used approach for the growth of silicon nanowires [87]. As shown
in Fig. 5.13, the nanoparticle catalyst is deposited as a ‘‘seed’’ material on the
silicon wafer. Adsorption of a vapor-phase precursor onto a nanoparticle catalyst
in a liquid phase reaches a supersaturation level and the 1-D crystalline nanowire
growth occurs from the nucleation site at the liquid–solid interface. Silicon
nanowires with a diameter in the range of 3–500 nm can be processed by changing
the diameter of the nanoparticle catalyst [88]. Au is the most commonly used
catalyst for the nanowire growth in the VLS method. However, Au is incompatible
with the standard CMOS process because its diffusivity is unacceptably high and
also because it creates deep level traps in the bandgap of Si. These traps act as
recombination centers and degrade the performance of the device. Au exhibits
high chemical stability, which makes a fine cleaning process difficult. In addition,
Au etchants containing alkali ions degrade the device performance.

For those reasons, there have been alternative attempts to develop comple-
mentary metal-oxide semiconductor (CMOS) compatible catalysts or catalyst-free
growth techniques [89, 90]. Molecular beam epitaxy (MBE) enables the epitaxial
growth of silicon nanowires without a catalyst. MBE takes place in an ultrahigh
vacuum to generate a directional beam of silicon atoms with long mean-free paths.
A highly purified silicon source is evaporated, reached to the wafer, and deposited
along the crystal orientation of the wafer. MBE provides good controllability of
the gaseous beam by switching the evaporation source. Thus, a heterogeneous
structure with different types of doping can be easily produced. However, the
achievable diameter of the silicon nanowire remains limited to approximately
40 nm due to the weak supersaturation effect by MBE [91, 92]. Moreover, the low
throughput can be problematic because the growth rate of the silicon nanowire is
as low as a few nanometers per minute [92].

The bottom-up method utilizes in situ doping by the addition of dopant pre-
cursors during the growth process, whereas the top-down method employs ion
implantation to inject dopants into the silicon nanowires [93]. A boron-doped and
a phosphorous-doped silicon nanowire behave as a p-type and n-type material,
respectively, as expected. In addition, other compositions such as Ge can be
heterogeneously incorporated into silicon nanowires. Thus, the bottom-up method

108 Y.-K. Choi et al.



enables the production of a heterogeneous structure, where the composition and/or
doping are modulated by control of the precursor components. As shown in
Fig. 5.13a, it is possible to grow an axial heterogeneous structure by alternating
the flow of different reactants and/or dopants during the elongation of the structure.
For example, electronic devices fabricated with an n+–n–n+ nanowire structure
have been demonstrated. Naturally, these devices could be used as logic device
units, e.g., as lithography-independent address decoders [94]. After the elongation
of a core nanowire, the condition is altered to increase the conformal deposition of
the radial shell and inhibit axial elongation of the nanowire core (Fig. 5.13b). As
an example, p-type/intrinsic/n-type (p-i-n) coaxial silicon nanowire solar cells
were investigated [95]. Moreover, a heterogeneous structure such as Ge/Si nano-
wire was also demonstrated for use as a high-performance field-effect transistor
[96]. By the iterative control over the nucleation and growth of nanowires, kinked
or zigzag nanowires can be grown for use in a novel structure of nanoelectronics,
photodetectors, and biological sensors [97].

The alignment of silicon nanowires is necessary when fabricating VLSI devi-
ces. Because both silicon nanowires and SWNTs have similar properties in term of
their high anisotropy and polarizability, alignment methods of silicon nanowires
are very similar to those of the CNTs, as shown in Fig. 5.11a, b, c. These align-
ment methods are based on an electric field [98] realized by polarizability, on
capillary force created by microfluidic channels [99], on the LB technique [100],
or on contact printing [101]. Thus, various configurations, including parallel and
crossed arrays of silicon nanowires, are achievable. These alignment methods are
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Fig. 5.13 Bottom-up grown nanowire from a metal catalyst nanoparticle on a substrate for a an
axial and b a radial hetero-structure. The axial hetero-structure can be produced by modulating
the composition and/or doping precursor during the elongation process. The radial core/shell
hetero-structure can be formed by the conformal deposition of a radial shell after the elongation
of the core structure
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feasible for horizontal and planar structures. For devices with a vertical structure,
the bottom-up method enables the growth of vertically aligned silicon nanowire.
Therefore, vertical devices can also be easily fabricated without an additional
alignment process [102].

Applications of bottom-up silicon nanowires include nanoelectronic circuits
and nanosensors for the detection of biological species. The bottom-up method
enables the 3-D integration of multifunctional nanoelectronics through a layer-by-
layer process on a flexible substrate [101]. High sensitivity can be achieved in
nanowire-based nanosensors due to the high surface-to-volume ratio. In such
sensors, the changes in the conductance or resistance monitored through silicon
nanowires facilitate the highly sensitive label-free detection of biomolecules [103].

5.2.4 III–V Compound Nanowires

III–V compound semiconductors have been used in high-performance electronics,
optoelectronics, and light-emitting diodes. The epitaxial growth of III–V semi-
conductors on a Si substrate must circumvent a few difficulties, such as lattice
mismatch, differences in the crystal structure (a polar zinc blend or a wurtzite
structure for III–Vs but a covalent diamond structure for Si), and a large difference
in the thermal expansion coefficient [104]. To resolve these difficulties, several
techniques for III–V channel formation on a Si substrate have been demonstrated
with the use of graded buffer layers for 2-D growth [105] and areal epitaxy through
a small open window for 1-D growth [106]. The growth of 1-D nanowire using a
bottom-up method is preferred due to the efficient relaxation of the lattice mis-
match with narrow diameters and the easy formation of a heterogeneous structure
with atomically sharp interface, which cannot easily be realized by a conventional
top-down technique. The heterogeneous structure allows the energy bandgap
tuning to modulate and enhance the device characteristics.

Similar to the growth of silicon nanowires, metal catalysts such as Au nano-
particles are widely used for the growth of III–V compound nanowires as well.
Nanowires of binary III–V materials (GaAs, GaP, InAs, and InP) and ternary III–V
materials (GaAs/P and InAs/P) have been produced by the VLS mechanism [107].
Due to the incompatibility of Au with the conventional CMOS process, catalyst-
free growth methods have also been developed [106]. III–V compound semicon-
ductor nanowires can be grown on lattice-mismatched substrates; however, there is
a critical diameter beyond which well-aligned nanowires cannot be grown [108].
The critical dimension is inversely proportional to the lattice mismatch. Alignment
methods of grown III–V compound nanowires are identical as those of the silicon
nanowires, as discussed in the previous section.

A superlattice structure of semiconducting nanowire by the iterative stacking of
GaAs/GaP can be fabricated for potential applications ranging from nanobarcodes to
polarized nanoscale LEDs [109]. InAs/InP radial nanowire hetero-structures have
been demonstrated as quantum-confined and high-electron-mobility devices [110].
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5.3 Transfer Printing Technique for Electronics
on Flexible/Diverse Substrates

5.3.1 Introduction

It is generally accepted that flexible electronics and more advanced electronics on
various substrates represent the promising technology of the future for a wide
range of applications. Currently, amorphous silicon, poly-crystalline silicon, and
organic materials are the dominant semiconductor materials used for thin-film
transistors (TFTs) in large-area and/or flexible electronic systems. Moreover, the
applications of TFT are rapidly broadened to include the display, solar cell, and X-
ray imagers, etc. In these applications, the high-performance devices are not
necessarily needed. Rather the large-area and low-cost fabrication methods are
more important.

Today’s flexible electronic fabrication processes have constraints imposed by
materials and/or substrate process limitations. For example, a flexible plastic
substrate cannot endure some high-temperature processes due to the low glass-
transition temperature of the plastics. However, this has not been a constraint for
the conventional wafer-based microelectronic systems. Thus, it has not been
possible to grow the single-crystalline semiconductor materials with sufficiently
high mobility on a plastic substrate. As a result, only relatively low-mobility
semiconductor materials had to be used on flexible substrates with existing TFT
technology. Moreover, such unconventional substrates as paper, banknotes, vinyl,
or fabric can be used but not preferred because of the poor substrate properties
such as rough or contaminated surface, vulnerability to environments. Therefore,
the development of the fabrication methods of high-performance devices, com-
patible with flexible and/or soft substrates has become important for multi-faceted
applications with a greater variety of functions.

Recently, the transfer printing (TP) technique has been developed to circumvent
the aforementioned constraints associated with high-performance electronics on
flexible or unconventional substrates. The technique is aptly named, as can be
shown by the following examples. As high-quality semiconductors cannot be
formed on flexible substrates, high-quality single-crystal semiconductors are
alternatively transferred from conventional crystalline semiconductor wafers (the
donor) onto target substrates (the acceptor). In addition, harsh fabrication pro-
cesses such as thermal annealing, which exceed the glass-transition temperature of
the acceptor substrate, can be utilized on heat-resistant substrates (the donor), and
the processed material layer is then transferred onto the target substrates (the
acceptor). Therefore, the main feature of TP is that ideally all types of materials
and/or fabrication processes become possible regardless of the materials/substrates
that are used. Accordingly, the TP technique has been utilized to realize several
high-performance electronic systems on flexible/diverse substrates which were
impossible with traditional TFT technology.

5 Fabrication of Nanowires and Their Applications 111



In this section, the processes of TP are briefly summarized and a number of
high-performance flexible electronic devices created via the TP technique are
briefly introduced. Further applications to create high-performance electronic
devices on diverse substrates are also provided. Some review papers are available
as well with brief overviews [111–113].

5.3.2 Fabrication of the Releasable Nano-/Microstructures
on Donor Substrates

This subsection focuses on the TP of the crystalline Si nano-/microstructures that
are fabricated from conventional single-crystal Si donor wafers. However, it is
important to note that other materials, e.g., Ge, III–V compounds, II–VI com-
pounds, oxides, or releasable functional blocks can also be transferred with similar
procedures.

If nano-/microscale structures can be fabricated on high-quality single-crystal
silicon wafers that are readily transferrable onto a range of substrates, high-per-
formance electronic systems can be readily realized on any substrate with func-
tional performance comparable to that of conventional wafer-based electronics.
Successfully creating releasable nano-/microscale structures on conventional bulk
wafers (or donor substrates) is therefore an important step for TP.

A key feature of TP is to make ‘‘necessary objects’’ that weakly and temporarily
adhere to the donor substrate so that they can be detached easily from this sub-
strate. Figure 5.14a shows typical releasable nano-/microscale structures. A free-
standing long beam-type patterned structure is the most frequently transferred
structure via the TP method. The ends of the nano-/microbeams are tethered to a
mechanically supporting part of the wafer, acting as an anchor. The application
and detachment of a stamp on such a donor wafer can at this point release the
freestanding structures with fractures induced at the anchors. The released free-
standing structures adhere to the stamp, which can be transferred afterward onto
the desired target substrates.

There are two main approaches for the generation of these types of releasable
structures, as illustrated in Fig. 5.14b, c. One is a straightforward approach that
uses the selective etching of the buried sacrificial layer among the multilayers on
the wafer, as shown in 5.3.1b. A SOI wafer is a typical example of this type of
substrate, which is comprised of multiple layers. Lithographically defined top-
silicon patterns (the functional device material for the transfer) are suspended in an
ambient environment after the removal of the BOX (sacrificial layer). The very
first work using this method demonstrated a successful high-performance TFT
with transferred crystalline Si film on a plastic substrate in 2004 [114].

The other approach uses the anisotropic etching properties along certain crys-
talline planes of crystalline materials. Single-crystal Si shows high etching
selectivity along the (110) orientation with the use of wet etchants such as KOH or
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tetra-methyl ammonium hydroxide (TMAH). By using an appropriate etch stopper
with a specific shape (from the top view) and the anisotropic etching properties of
crystalline materials as mentioned earlier, releasable nano-/microscale patterns can
be generated on bulk wafers. One example is depicted in Fig. 5.14c, where Si
releasable patterns are generated from a (111) Si wafer [115–117]. Initially,
trenches are defined so the sidewalls are terminated on the (110) planes. Then, the
designed parts of the Si to be protected from the Si wet etchants are coated with an
etch stopper. Afterward, the anisotropic etching by the Si wet etchant produces the
freestanding patterns, as depicted. In a similar manner, it is possible to generate the
nano-/microscale structures from a (110) Si wafer [118] or other crystalline

Fig. 5.14 a Schematic illustration of typical releasable nano-/microscale structures generated on
a donor substrate. Nano-/microstructures are suspended in an ambient environment but weakly
adhere to the anchor parts. b, c Schematics of the fabrication procedures of the releasable nano-/
microscale structures from donor substrates using b the sacrificial layer removal method, or
c anisotropic etching according to the crystalline properties
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materials such as GaAs [119, 120] or GaN [121]. However, the fabrication of
suspended freestanding patterns by etching sacrificial layer (Fig. 5.14b) is more
frequently used because of its straightforward process.

5.3.3 Transfer Printing of the Nano-/Microstructures
on Flexible Substrates

After the generation of releasable blocks by using appropriate processes on donor
substrates, they can be readily transfer-printed onto the desired target substrates
using ‘‘stamps’’ as a temporary holder. Elastomeric polydimethylsiloxane (PDMS)
is usually used as the stamp to hold the nano-/microscale patterns by virtue of the
soft and conformal contact it affords; however, a thermally released type of tape or
a similar type of adhesive tape can also be used as the temporary holder.

Typical TP steps are shown in Fig. 5.15. First, the stamp is attached to the
donor wafer, where the nano-/microscale blocks are generated (step 1). Releasing
the stamp at a fast rate causes the nano-/microscale patterns to adhere to the stamp
and then detach from the donor by the fracturing of the anchor parts (step 2).
Making contact with this stamp is then done by attaching it to a desired target
substrate that is usually coated with an adhesive layer (step 3), after which the
layer is peeled off the stamp, leaving the nano-/microscale patterns on the target
substrate (step 4), completing the TP process.

The basic mechanism of the TP is the control of the adhesion between the stamp
and releasable patterns at the donor substrate as well as the control of the adhesion
between the pattern and the target substrate. The degree of adhesion between the
patterns and the elastomeric stamp is controllable by the kinetic control of the
peeling rate of the stamp due to the viscoelastic behavior of the elastomer [122,
123]. A fast peeling rate of the stamp generates sufficient adhesion energy between
the stamp and the solid objects used in the process. With the fast peeling off of the
stamp during the TP processes, nano-/microscale patterns effectively adhere to the
stamp and are therefore used to release the patterns from the donor. On the other
hand, a slow peeling rate causes insufficient adhesion energy between the patterns
and the stamp. Therefore, the slow peeling of the stamp cannot detach the nano-/
microscale patterns from the donor. However, the slow peeling of the stamp
(which is already inked with the nano-/microscale patterns) from an arbitrary
surface shows a tendency to leave the patterns on the surface, onto which those
patterns come into contact. During the TP process, the slow stamp peel-off process
can be utilized to transfer the patterns from the stamp to an arbitrary target sub-
strate, even without adhesives. However, if the target substrate and the transferred
patterns are not in direct contact with each other, thin adhesive layers are usually
employed for a reliable, complete transfer.

General features of the TP process are described below. The stamps themselves
or other adhesive objects can act as desired target substrates to carry the detached
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blocks from the donor substrates. In addition, because the transferrable nano-/
microstructures are fabricated via the traditional top-down procedures on the donor
wafer, ordered arrays of the nano-/microstructures can be maintained after the
transfer printing process. Moreover, TP can be designed to transfer the patterns
selectively from the donor using a patterned PDMS stamp. Hence, an area-
expanded printed array can be realized by the multiple repetition of the TP process
on a single target substrate. The technique offers an efficient means of imple-
menting the large-area flexible macro-electronics [124].

After the TP process, further fabrication processes can be applied onto a target
substrate on which transfer-printed patterns exist (step 5 in Fig. 5.15). Due to
substrate limitations, fabrication processes that are compatible only with a certain
type of target substrate are available for use. The traditional deposition and
lithography processes must be used carefully and only after considering the
properties of the target substrates. Processes which are not feasible due to substrate
limitations such as a high-temperature process or a chemical treatment should be
conducted before the transfer process.

With active channel materials with transfer-printed semiconductor nano-/
microscale wires/ribbons on plastic, bendable high-performance single-crystal
TFTs have been demonstrated on flexible substrates [114–133]. Low-temperature-
processed dielectrics were commonly used as the gate insulator, and the electrodes
were formed using conventional metal deposition, lithography, and etching pro-
cesses [114–126, 128–133]. The observed electrical performances of single-crystal
semiconductor TFTs were comparable with conventional FETs with the same
channel materials. TFTs could be fabricated with high-temperature processes such
as Si doping [125], annealing to make ohmic contacts for GaAs [126], and thermal

Fig. 5.15 Schematics of the typical transfer steps of nano-/microscale structures from the donor
substrate onto the target substrate
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oxidation for the gate insulator [127] by conducting these processes on donor
wafers before transferring onto a plastic substrate. In this manner, flexible sub-
strates are not directly exposed to thermal processes that exceed the substrate
glass-transition temperature. TFTs fabricated on plastic materials typically exhibit
excellent performance.

The integration of single-crystal semiconductor TFTs on plastic substrate enables
bendable high-performance integrated circuits such as inverters, ring oscillators,
differential amplifiers, or logic gates such as NOR or NAND [128–133]. Bendable
complementary MOS (CMOS) integrated circuits and even conventional wafer-
based CMOS chips [130] have been realized by the transfer printing process on both
p-type and n-type semiconductor ribbons on a plastic substrate. In a similar manner,
dissimilar materials could be transferred sequentially and combined to form hybrid
integrated electronic systems [131]. The mechanical bendability of TFTs and ICs
fabricated with single-crystal semiconductor nano-/microstructures was evaluated,
and satisfactory mechanical stability was confirmed [125, 126, 129–131]. Flexible
system-level high-performance integrated electronics fabricated by the TP tech-
nique can widen the range of applications of flexible electronics such as the bio-
integrated applications for cardiac electrophysiological, brain activity mapping, and
other important applications [132, 133].

Other electronic systems such as photovoltaics [134, 135], optoelectronics
[135], and light-emitting diodes [136] can also be implemented on flexible plastic
materials with high-performance levels via the TP technique. Materials that
require high-temperature annealing can be formed on plastic by transferring the
pre-annealed layer from the donor wafers to a flexible plastic material. Piezo-
electric materials that require high-temperature-driven crystallization are typical
examples [137, 138].

5.3.4 Transfer Printing of the Nano-/Microscale Devices
on Diverse Substrates

Stretchable structures, more advanced forms beyond flexibility, were demonstrated
with the adaptation of thin, ‘‘wavy’’ structures that behave as accordion bellows
[139, 140]. Wavy structures were realized by transferring thin nano-/microstruc-
tures to pre-strained PDMS substrates, where the strain was relieved after the
transfer. Stretchable functional devices (active semiconductors with other mate-
rials such as dielectrics and electrodes for transistor functions) were fabricated by a
dual-transfer process, as illustrated in Fig. 5.16. In brief, the TP was utilized twice.
The first instance served to transfer the active materials from a conventional
semiconductor wafer, while the second was utilized to transfer fully fabricated
functional devices from the second donor to the targeted diverse substrate.
Functional devices or integrated-circuit-level systems became stretchable using the
dual-transfer process onto pre-strained PDMS substrates [139–142]. On the other

116 Y.-K. Choi et al.



hand, a non-coplanar ‘‘mesh’’ design for interconnects can provide a wide degree
of freedom to enhance the degree of endurance against extreme mechanical
deformation of the target substrate [142].

Fig. 5.16 Schematic illustrations of the fabrication procedures for the transfer of nano-/
microscale functional devices onto diverse substrates
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High-performance stretchable electronics realized by the TP technique with a
proper wavy/mesh design can be a driving force for developing next-generation
electronics. Additionally, considerable efforts have been expended to realize the
electronic devices on unconventional substrates in order to make use of the
attractive properties of various substrates [143–145]. To keep pace with this trend,
the TP technique has been applied to make functional systems on numerous
unconventional substrates such as paper, foil, vinyl, fabric, and bio-dissolvable
substrates [127, 146–150].

Moreover, functional devices on or within a support layer can be fabricated on
diverse substrates by transferring not only the functional device blocks alone but
also the entire support layer, as illustrated in Fig. 5.16. Initially, any types of
devices, including the devices made up of nanowires processed by chemically
synthetic bottom-up approach, can be fabricated on a temporary substrate. Sepa-
ration between the support layer and the temporary substrate can be accomplished
by either etching the sacrificial layer to release the support layer, as is usually done
in the dual-transfer process or by using the weak adhesion between the support
layer and the temporary substrate [151, 152].

5.4 Problems

5.1 In conventional optical lithography systems, the depth of focus (DOF) is also
an important parameter. For a given object distance, the DOF is the range of
the image distance for which the object is in focus. Accordingly, the DOF
restricts the thickness of the photoresist and the depth of the underlying
topography on the wafer. Explain a method that can be used to obtain high-
resolution patterns while maintaining the uniformity in terms of the DOF:

DF ¼
j2k

NA2 ð5:3Þ

Here, DF is the depth of focus, and j2 is a process-related coefficient.

5.2 Draw a brief process flow to achieve both positive- and negative-toned pat-
terns based on spacer lithography from the given mask. Assume that there are
two hardmask layers: the first and second hardmask layers on the active layer
(Fig. P 5.2).

MaskFig. P 5.2 Schematic of the
mask
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The positive-toned patterns mean that the spacer layer remains after the first
hardmask layer is removed. A negative-toned pattern implies that the spacer
layer is removed and the other layers remain.

5.3 Draw a brief process flow to achieve the final patterns from the three masks, as
shown in the figure above. Use spacer lithography with conventional optical
lithography (i.e., mixed mode patterning) (Fig. P 5.3).

5.4 An advanced MOSFET structures, such as UTB, single-gate SOI, MOSFETs,
and (Mug-FETs), have been explored to provide improved controllability of
the channel by the gate. Short-channel effects and leakage currents are suitably
suppressed as the body thickness becomes thinner. However, the mobility
degradation has been reported in thin-body structures. The potentials induced
by the fluctuation of the silicon thickness (TSOI) scatter carriers and limit the
mobility, as shown in the figure below. The fluctuation of TSOI leads to the
spatial fluctuation of the energy level (En) (Fig. P 5.4):

En ¼
h2

8m�T2
SOI

ð5:4Þ

In this equation, h is the Planck constant, and m* is the effective mass of an
electron. This equation was formulated with the assumption that the energy
band offset between the conduction band of the oxide and that of the silicon
channel was infinite.

Mask1 Final patternsMask2 Mask3

Fig. P 5.3 Schematics of the mask set and final patterns

Gate oxide

Buried oxide

Δ

TSOI

Fig. P 5.4 Schematics of the
UTB SOI film. The Si and
SiO2 interface roughness
induces the fluctuation of the
SOI channel thickness (TSOI)
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(a) Calculate the potential fluctuation (DV) according to the variation of TSOI (D).
(b) Derive the relationship between the mobility fluctuation arising from the

surface roughness scattering (lSR) and TSOI. You may need to use the

simplified Fermi’s golden rule: lSR / 1
DV

� �2
in the time-dependent pertur-

bation theory.
5.5 Strong capillary force cannot be avoided during the fabrication process of a

suspended nanowire during the wet etching of a sacrificial layer. In some
cases, the magnitude of this force is sufficient to deform and pin the structure
to the substrate, which results in device failure. Therefore, the prediction of
nanowire stiction is important before the fabrication of the device.

(a) Calculate the maximum allowable length (lmax) of the nanowire without
stiction from (5.2), where E is 130.2 GPa for Si (100), rr is 0.8 GPa for
Si/SiO2, hc is 0� for the isopropyl alcohol (IPA) drying, cl is
21.7 9 10-3 Nm-1 for the IPA drying, h is 100 nm, t ranges from 10 nm
to 60 nm, and w is equal to t (aspect ratio (t/w) = 1).

(b) Calculate lmax for the aspect ratio (t/w) of 3 as w varies from 10 to
60 nm.

(c) Calculate lmax for different sacrificial layers of SiGe, where rr is 1.33
GPa for Si/Si0.8Ge0.2 and 3.18 GPa for Si/Si0.6Ge0.4. The aspect ratio (t/
w) is 1.

(d) Deionized wafer (DIW) is commonly used for a final wet cleaning
process. Compare and discuss the maximum allowable length (lmax) of
DIW drying with that of IPA drying.

(e) Describe a strategy for structural optimization of a stiction-immune
structure.

5.6 Describe alignment methods of CNTs in both the solution-deposition process
and the CVD-based growing process.

5.7 Describe the advantages and disadvantages of bottom-up nanowires compared
to top-down nanowires.

5.8 One of the main advantages of the bottom-up method is its ability to produce a
hetero-structure, e.g., a Ge/Si core/shell nanowire. Discuss the strength of Ge/
Si core/shell nanowire. Refer to the relevant Ref. [96].

5.9 What are the advantages of the transfer process of patterns/devices from a donor
substrate (e.g., a single-crystalline silicon wafer or a GaAs wafer) to a target
substrate (e.g., flexible substrates or unconventional substrates such as paper)?
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Chapter 6
Characterization of Nanowire Devices
Under Electrostatic Discharge Stress
Conditions

Wen Liu and Juin J. Liou

Abstract Discussed in this chapter is the electrostatic discharge (ESD) as the
pervasive threat from fabrication, packaging to assembly operation of IC. The ESD
robustness of the gate-all-around Silicon nanowire FETs and poly-Si nanowire
thin-film FETs is characterized and compared with other types of FETs including
bulk/SOI FinFETs and MOSFETs. The ESD performance is specified in terms of
the figures of merit such as the failure current, trigger voltage, on-state resistance,
leakage current, and failure current density, etc. By using these figures of merits,
the ESD performance of nanowire FETs is characterized as a function of gate
length, channel shape and material, operation modes (bipolar or diode), process
variation, and layout topologies. Moreover, the failure mechanism of nanowire
FETs subject to ESD stresses is investigated by means of electrical characteriza-
tion, optical microscopic observation, and failure analysis. Finally, the optimal
nanowire structure and design window are proposed in the light of the ESD
performance evaluations presented.
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ESD Electrostatic discharge
IC Integrated circuits
SOI Silicon-on-insulator
HBM Human body model
TLP Transmission line pulsing
NWTFT Nanowire thin-film transistor
NW Nanowire
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GAA NWFET Gate-all-around silicon nanowire field-effect transistor
FOM Figure of merit
SCS Semiconductor characterization system

6.1 Introduction

Electrostatic discharge (ESD) is one of the most prevalent threats to electronic
components. It is an event that transfers a large amount of charges between two
objects with different potentials. ESD occurs throughout the lifespan of integrated
circuits (IC), from fabrication, package, to assembly operation, and finally ending
at the user’s sites. According to several studies conducted in the past two decades,
ESD failure percentages as total failure modes range from 10 to 90 % depending
on the various device structures and materials [1–5]. As a result, the ability of
developing effective on- and off-chip ESD protection structures is a must-have in
the design and manufacturing of modern and emerging ICs.

There is no ‘‘one size fits all’’ strategy for the realization of ESD protection
solutions. Every technology or each circuit application requires a customized ESD
consideration that includes the devices’ operating voltage, trigger voltage, leakage
current, breakdown voltage, and footprint. The clamping and shunting capabilities
of ESD protection elements depend significantly on fabrication processes, circuit
topologies, and layout parameters. At the same time, considerable efforts are also
needed to meet the ESD turn-on speed requirement while minimizing the layout
area and possible adverse impact of protection elements on the core circuit’s
performance. Designs of ESD protection solutions become increasingly chal-
lenging as the CMOS technology continues to scale toward the 32 nm node and
beyond, and the thinner gate oxides, shallower junction depths, and smaller
channel lengths all make the next-generation IC even more vulnerable to the ESD
stresses.

The Si nanowire transistor has been deemed as a promising alternative CMOS
technology in the beyond-Moore era due to its superior electrostatic channel
control, low standby leakage current, higher carrier mobility, better noise per-
formance, and ease of fabrication in the existing Si processing. However, the
extremely scaled dimension, silicon-on-insulator (SOI) structure, and silicided
diffusion also lead to localized high current density, high electric field, and heat
generation in such a device, making the device highly susceptible to ESD stress.
Moreover, multiple parallel nanowires may be needed to achieve a satisfactory on-
current level, and unevenly distributed currents among nanowires may further
degrade the device’s ESD tolerance and raise challenges to the design and com-
mercialization of the nanowire-based electronics.

130 W. Liu and J. J. Liou



Recently, the Human Body Model (HBM) ESD robustness of two promising Si
nanowire transistors has been investigated for the first time [6–8]. The ESD figures
of merit, including failure current (It2), leakage current (Ileakage), trigger voltage
(Vt1), and on-state resistance (Ron) were characterized as a function of major
design parameters, such as gate length, nanowire diameter, and nanowire counts,
by transmission line pulsing (TLP) system. Failure analysis was performed to
investigate the failure mechanism subject to ESD. The ESD robustness of nano-
wire transistors was compared with that of other advanced CMOS devices
including sub-90 nm bulk/SOI MOSFETs and FinFETs. The main findings of
these works will be presented and summarized in this chapter.

6.2 ESD Performance of Poly-Si Nanowire Thin-Film
Transistor

6.2.1 Device Structure and DC Characteristic

The first device under study is called the poly-Si nanowire thin-film transistor
(NWTFT) fabricated by National ChiaoTung University, Taiwan [9]. Such a
device offers advantages of simple fabrication flow, reliable contact, low cost, and
precise alignment of nanowires [10]. The 3D structure schematics of pre- and post-
top gate formation are illustrated in Fig. 6.1. The simplified layout top view and
cross-section views along two different nanowire (NW) positions are presented in
Fig. 6.2.

The steady-state (DC) transfer characteristics in the logarithm and linear scales
of three N-type NWTFTs with the following makeups are shown in Fig. 6.3:
nanowires with a rectangular cross section of 60 9 18 nm, three channel lengths
of 0.4, 1.0, and 2.0 lm, and a gate oxide thickness of 20 nm.

Fig. 6.1 NWTFT before and after top gate (gate II) formation

6 Characterization of Nanowire Devices Under Electrostatic Discharge 131



6.2.2 ESD Performance at a Glance

N-type NWTFTs having various channel numbers (1, 9, 25, 50, 100), channel
lengths (0.4, 0.7, 1, 4 lm), nanowire widths (43 and 18 nm), and a fixed nanowire
spacing of 500 nm in both the bipolar mode (gate grounded) and diode mode
(gate-drain connected) were characterized under the HBM ESD condition. HBM
pulses with a 100 ns pulse width and 10 ns rise time were generated using the TLP
system. Increasing pulse magnitudes were applied to the devices until hard failure
occurs. The TLP I–V curve provides important information for ESD performance
evaluation. Such information includes the failure current (It2) defined as the current
at which the device fails, the trigger voltage (Vt1) defined as the voltage at which
the device starts to conduct considerable current, and the on-state resistance (Ron)
that is related to the TLP I–V slope after the device is turned on. The TLP I–V
results shown in Fig. 6.4 can be summarized as follows:

1. In the bipolar mode, the NWTFTs turn on around 10 to 15 V without snapback;
2. In the diode mode, the NWTFTs trigger at around 0.6 V and exhibit a linear I–

V behavior after triggering. Its failure current is about four times higher than
that of the bipolar mode;

Fig. 6.2 (a) Layout top view and cross-section views along black dashed line A–B (b) and red
dashed line C–D (c)
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3. In both the bipolar and diode modes, shorter channel devices possess better
ESD performance. Also, It2 and Ron increase and decrease with increasing
channel number, respectively, but they do not scale linearly with the number of
channels.

The above-mentioned characteristics stem from the floating body effect in SOI and
grain structures in poly-Si material [6]. More discussions will be given later.
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6.2.3 Effect of Nanowire Dimension

To further investigate the ESD robustness’s dependency on nanowire dimensions,
N-type NWTFTs having wide and narrow nanowires (W = 43 nm and
W = 18 nm) were measured and compared in terms of It2 and failure current
density Jt2 as a function of channel length, as shown in Fig. 6.5, where Jt2 is
calculated using the following equation:

Jt2 ¼
It2

nanowire width � number of nanowires
ð6:1Þ

According to Fig. 6.5, a shorter channel length leads to higher It2 and Jt2.
Thanks to the reduced numbers of grains within the shorter nanowires, current
conduction takes place deeper in the junction at a lowered source barrier potential
[11], thus giving rise to a higher It2. NWTFT with narrower nanowires exhibits a
higher Jt2 due to the presence of the relatively high resistivity in these narrow
channels, a mechanism similar to that of planar GGNMOS imbedded with ballast
resistors [12], in which the increased voltage drop across the spreading resistance
minimizes the likelihood of filamentation.

The total width of NWTFT does not only depend on the nanowire width, but
also on the number of nanowire channels in parallel. As illustrated in Fig. 6.6, a
larger number of channels increases the overall It2 but to a lesser extent decreases
Jt2, a trend confirming that It2 does not scale linearly with the channel number.
Devices having narrow nanowires offer a higher Jt2 as shown in Fig. 6.6b, further
demonstrating that a higher percentage of nanowires are conducting current in a
narrow nanowire device than that of the wide counterpart. However, as shown in
Fig. 6.6c, the narrow nanowire device with 100 channels has a leakage current that
is too high for practical ESD protection applications.
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6.2.4 Effect of Plasma Treatment

Plasma treatment is typically used to passivate the inherent inter-intra-grain-
boundary defects located in the poly-Si to reduce performance fluctuation, DC
leakage current, and threshold voltage [13]. Therefore, 3 hours’ NH3 plasma
treatment at 300 �C was applied to all the NWTFTs [14]. However, ESD failure
current of N-type NWTFT does not benefit from the plasma treatment, except for
the reduced leakage current. It is believed that the nanowires become more fragile
after the plasma treatment, because the hot-carrier endurance and thermal stability
degrade after passivation [13]. As the avalanche breakdown and impact ionization
are main mechanisms underlying the ESD performance, the plasma-induced
degradation reduces the ESD robustness of plasma-treated NWTFTs.

6.2.5 Layout Optimization

The decreasing Jt2 versus increasing channel number (Fig. 6.6b) suggests that
there is a non-uniform current distribution among the multiple channels of
NWTFTs. This undesirable effect can be minimized by optimizing the drain and
source layout topologies. Figure 6.7 presents NWTFTs having three different drain
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and source layouts but the same total channel number of 50, and their TLP
measurement results are compared in Table 6.1. In the direction from (a) to (c) in
Fig. 6.7, while the drain and source finger number is increased from 5, 7 to 10, the
channel number for each drain and source pair is decreased from 10, 7 to 5. Note
that the black lines denote the nanowire channels, and the effective layout area is
calculated by X 9 Y.

It is evident that the layout in Fig. 6.7c yields the highest It2, lowest leakage
current, and smallest effective layout area, followed by the layout in Fig. 6.7b, and
the layout in Fig. 6.7a renders the worst ESD performance. The layout topology
shown in Fig. 6.7c has least number of channels in parallel for each pair of drain
and source. Therefore, uneven distribution of current is less likely to occur in such
a layout. Moreover, the higher It2 in Fig. 6.7c can be attributed to the longer and
less nanowires in parallel that offers a better heat dissipation than other topologies.

Fig. 6.7 Layout topologies of N-type NWTFTs having total channel numbers of 50 but different
drain/source fingers and nanowires in parallel

Table 6.1 Comparison of multiple channel NWTFTs having the different layouts shown in
Fig. 6.7

Layout topology (a) (b) (c)

Channel number 50 49 50
Drain/source fingers 5 7 10
Number of nanowire in parallel 10 7 5
Failure current It2 (mA) 12.5 13.3 16.9
Effective layout area (X 9 Y) (lm2) 653 606 589
Leakage current (at 1 V) (nA) 3.84 1.81 0.71
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Compared to the conventional planar MOSFET, the NWTFT allows for a larger
degree of freedom to design the layout for performance optimization and size
reduction. In addition to raising the total channel number, increasing the drain and
source finger numbers with reduced numbers of nanowires on each drain/source
finger is an effective approach to enhance the ESD robustness of multi-channel
NWTFTs.

6.3 ESD Performance of Gate-All-Around Silicon
Nanowire Field-Effect Transistors

6.3.1 Device Structure and DC Performance

The second type of nanowire FET under study is called the gate-all-around silicon
nanowire field-effect transistors (GAA NWFET), fabricated by the Institute of
Microelectronics, Singapore. Top-down approach synthesis was implemented to
obtain a precise control over the nanowire dimension and spacing. The process
starts from nanowire patterning and etching from SOI wafers and further trimmed
by thermal oxidation. Poly-Si gate is then deposited and trimmed before drain/
source implantation and activation. Both gate and drain/source extension regions
went through salicidation process to optimize threshold voltage and reduce contact
resistance. More detailed process information can be found in [15, 16].

Off-scale 3D and 2D schematics of the NWFET are shown in Fig. 6.8. The
cylinder-shaped nanowires are surrounded by a SiO2 layer of 5 nm thickness and a
NiSi fully silicide metal gate. The number of parallel nanowires in a single tran-
sistor ranges from 1 to 1,000 with a fixed spacing of 400 nm. Figure 6.9 shows the
DC transfer characteristics (drain voltage = 1.2 V) of the single-nanowire
NWFETs having NW diameters (D) of 5 and 10 nm, and gate lengths of 250, 750,
and 1,750 nm, in both logarithmic scale (left Y-axis) and linear scale (right Y-axis).

Gate

Diameter

Spacing

Si

SiO2

NW

(a) (b)

Fig. 6.8 a 3D schematic and b cross section of a multi-channel NWFET
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6.3.2 ESD Performance Evaluation

The TLP I–V characteristics of N-type and P-type NWFETs, having various gate
lengths, 1,000 nanowires in parallel with diameters of 10 and 5 nm, and operating
in the bipolar and diode modes are shown in Fig. 6.10. To provide a fair com-
parison between the different types of devices, the same TLP system and stressing
setup applied to the NWTFT were used for NWFET.

As illustrated in Fig. 6.10, snapback behavior is also absent in the NWFETs due
to the floating base of parasitic BJT. The devices turn on at around 3–10 V in the
bipolar mode and 0.6 V in the diode mode. Highest It2 is observed at a gate length
of 750 nm.

Based on the TLP and DC results, the ESD design window of NWFET can be
determined and is shown in Fig. 6.11. The DC operation voltage of NWFET is
typically below 1.5 V. A gate oxide of 5 nm should have a transient gate oxide
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breakdown voltage of about 10 V under the HBM ESD stress [1, 17, 18]. These
two voltages constitute the low and upper bounds, respectively, of the ESD win-
dow. The bipolar-mode NWFET triggers within the ESD design window, whereas
several diode-mode NWFET may need to be connected in series to achieve a
higher trigger voltage needed in certain applications. Further improvements are
desired to enhance the failure current and reduce the on-state resistance of
NWFET.

6.3.3 Effect of Gate Length

Gate length is one of the major parameters that significantly impact the NWFET’s
ESD performances, including trigger voltage (Vt1), failure current (It2), on-state
resistance (Ron), and leakage current (Ileakage). In this section, such ESD figures of
merit are extracted from TLP I–V curves and post-stress leakage currents for both
N-type and P-type NWFETs having nanowire diameters (D) of 5 and 10 nm. The
results are summarized and explained as follows.

As shown in Fig. 6.12a, Vt1 increases with increasing gate length, and N-type
devices possess a smaller trigger voltage than P-type ones. The trigger mechanism
is determined by the turn on of the parasitic BJT by impact ionization [19]:

b� ðM � 1Þ� 1 ð6:2Þ

where b is the common-emitter current gain and M is the multiplication factor.
Since the gate length governs the base width of parasitic BJT, increasing the gate
length reduces b. The lower carrier mobility of P-type NWFET also gives rise to a
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lower b, which in turn requires a larger avalanche multiplication factor M, and thus
a larger drain voltage, to turn on the BJT.

As can be seen in Fig. 6.12b, It2 increases with increasing gate length initially
but drops when the gate length exceeds 750 nm, a trend similar to that of the
FinFETs [20]. As explained in Table 6.2, a longer gate can impose both positive
and negative impacts on It2, and the best tradeoff is achieved by using medium gate
length so that there is a balance between the heat dissipation and power con-
sumption. As expected, a smaller D gives rise to a lower failure current because a
narrow nanowire is more likely to be impaired by localized heating generated from
the ESD stress.
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Table 6.2 Impacts of gate length on failure current It2

Why a larger gate length improves It2? Why a larger gate length reduces It2?

Harder to induce drain-to-source filamentation
[39]

Higher voltage drop and larger energy
consumption [18, 20, 31]

Higher ballistic resistance and better current
distribution [31]

Higher degree of dimension fluctuation of the
nanowire cross-section [20]

Larger volume associated with the gate
improves heat dissipation [18, 20]

More defects [40]
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The on-state resistance Ron and leakage current Ileakage (measured at 1 V for N-
type and -1 V for P-type devices) of the same devices are compared in Fig. 6.12c
and d, respectively. Narrower nanowire (D = 5 nm) and longer gate length lead to
a higher Ron, but lower Ileakage, because the resistance of a nanowire is directly
proportional to its length and inversely proportional to its cross-section area. For
devices having the same gate length and nanowire diameter, N-type NWFETs
have a lower Ileakage than its P-type counterpart. The P-type devices with a
diameter of 10 nm are unsuitable for ESD protection applications due to the
relatively high Ileakage.

The best candidacies for ESD protection applications should possess a high It2,
small Ron, and low leakage current. This can be represented by the following figure
of merit (FOM):

FOM ¼ It2

Ron � Ileakage

ð6:3Þ

As indicated in Fig. 6.13, based on the measured data, an N-type NWFET with a
medium gate length and narrow nanowire has the highest FOM. Note that the FOM
is a simplified evaluation and dominated by high values of 1/Ileakage. A thorough
consideration of each ESD parameter is suggested for any specific ESD protection
application where a certain parameter may have a higher priority than others.

6.3.4 Channel Number Scaling Effect

Multi-channel NWFETs are often fabricated to offer scalable on-state current
without changing the dimension of nanowire. The simplified multi-channel layout
is shown in Fig. 6.14, and N-type devices with a 5 nm diameter and 500 nm gate
length, 100, 500, and 1,000 nanowires were characterized and shown in Fig. 6.15.
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Here the curves on the right-hand side (top abscissa) are the leakage currents
measured after each corresponding I–V points plotted on the left-hand side (bot-
tom abscissa). The results suggest that It2 of these devices scales almost linearly
with the number of nanowires, at the cost of increasing the leakage current when
the nanowire number goes up. The linearity relationship of nanowire number
(N) and It2 can be fitted using

It2 ¼ 0:166� N þ 4:9 ð6:4Þ

Fig. 6.14 Simplified layout of multi-channel NWFET
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The dependency of FOM (calculated by Eq. 6.3) on channel number indicates that
adding nanowires provides an alternative solution to enhance the FOM of the
NWFETs.

6.3.5 Failure Analysis

Different ESD-induced failure mechanisms occurring in conventional MOSFET
devices, such as interconnect burn-out [21], metal-contact rupture [21], and
junction melting [22], have been studied and are well known. Recent research
work on FinFETs revealed a new failure mechanism of crystal structure change/
fusing due to the ESD stress [23]. Hence a thorough study and understanding of
ESD-induced failures in NWFETs is needed.

P-type NWFETs fabricated at the Institute of Microelectronics, Singapore, were
considered in this study [15]. The devices consist of 1,000 nanowires in parallel,
each with a diameter of 5 nm and gate length of 250 nm. The devices were
stressed with HBM equivalent pulses generated by the Barth 4002 TLP tester with
the gate of NWFET floating, a configuration frequently used for ESD protection
applications [24, 25]. Keithley semiconductor characterization system (SCS) was
also used for measuring the pre- and post-stress DC current–voltage (I–V) char-
acteristics. Several identical NWFETs were characterized. While some variations
on the measured data were observed, quite consistent trends were obtained.

Figure 6.16a shows the pulsed I–V curve and DC leakage current (the curve on
the left) of a P-type NWFET. The four stressing conditions undertaken, with
increasing stress level, are indicated by the N1, N2, N3, and N4 points. N1 is the
pre-stress condition, N2 and N3 are the post-stress conditions where the device is
still functional, and N4 is the post-stress condition where the pulsed I–V curve
ends and device is completely damaged. The device failure is evidenced by the
increase in the leakage current by 5 orders of magnitude after N3. For easier
description of the experimental procedure, It2 was taken as the current causing the
device to fail.

The complete experimental procedure is as follows: (1) at N1, a fresh device
was first measured using Keithley 4200-SCS to obtain the pre-stress DC I–V
curves; (2) TLP stresses were then applied to the device and gradually increased
until the pulsed current reached about 1/3 of It2 (i.e., N2); (3) conducted post-stress
DC I–V measurements at N2; (4) applied TLP pulses until the pulsed current
reached around 2/3 of It2 (i.e., N3); (5) conducted post-stress DC I–V measure-
ments at N3; (6) applied TLP pulsing again until hard failure occurred (i.e., N4);
and (7) conducted post-damage I–V measurements at N4.

According to Fig. 6.16c and d, the saturation current at N2, Idsat(N2), can be up
to 11 % higher than that at N1, Idsat(N1), while the gate at N2 still exerts an
effective control on the channel conduction. The relatively weak ESD stress at N2
induces avalanche breakdown that leads to electron trapping in the oxide–Si
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interface and a decrease in the threshold voltage |Vth| [26]. Therefore, under the
same bias conditions, drain current is increased after the device is stressed mod-
estly. The difference in the post-stress Ig–Vg curves at N1 and N2 (Fig. 6.16b)
stems from the charge trapping/detrapping in association with the gate oxide
defect accumulation and trap-assisted tunneling [27]. At N3, Idsat(N3) reduces to
43 % of Idsat(N1) (Fig. 6.16c and d), after the device is subjected to the relatively
severe stress. Minor gate oxide degradation is observed from the Ig–Vg charac-
teristics in the inset of Fig. 6.16b. This observation, together with the increased
threshold voltage |Vth| and reduced transconductance, suggest the occurrence of
partial nanowire damage and modest gate oxide degradation [28–30]. At N4 where
the catastrophic failure takes place, the device behaves like a resistor, having linear
Ig versus Vg and linear output characteristic as shown in Fig. 6.16b and d. This
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Fig. 6.16 Measured results of a P-type NWFET subject to the TLP stress: a I–V (bottom x-axis)
and the corresponding leakage current (top x-axis) curves, b gate leakage Ig vs. Vg (drain and
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implies that the current in the NWFET is conducted through the impaired drain–
nanowire–source junction and gate oxide.

Calculating the slopes of the Ig–Vg curve (Fig. 6.16b) and the linear region of
Id–Vd curve (Fig. 6.16d) yields the gate resistance Rg and drain–source resistance
Rds, and the resulting Rds and Rg values at N1, N2, N3, and N4 are plotted in
Fig. 6.17.

SEM and TEM were used to analyze the destructive failure at N4. Fig. 6.18
illustrates the TEM cross-section image and SEM surface image of the damaged
device, respectively, indicating that the fusing of a large percentage of nanowires
as well as the surrounding gate oxide is the main mechanism underlying the ESD-
induced failure of the NWFET. The severity of the fusing varies considerably
among the damaged areas (see circled areas in Fig. 6.18a and arrow pointing
regions in Fig. 6.18b). This is due to the non-uniform distribution of ESD current
among the multiple nanowires. It is worth mentioning that no physical defects
could be observed at the N2 and N3 status.
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Fig. 6.18 a TEM cross-
section image and b SEM
surface image at N4
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6.4 Comparison of ESD Performances of CMOS, FinFET,
and Nanowire Technologies

6.4.1 GAA Si NWFET versus Poly-Si NWTFT

First of all, the ESD performances of the two different types of nanowire FETs
under study are compared. To obtain a consistent assessment, the devices con-
sidered have similar dimensions. Because of the different nanowire sizes and
geometries, the failure current densities Jt2, Jt2

0, and Jt2
00 normalized by the

effective channel width, effective silicon area, and total width, respectively, are
also examined (see Table 6.3). The definitions of Jt2, Jt2

0, and Jt2
00 are given below:

Jt2 ¼
It2

nanowire width � number of nanowires
ð6:5Þ

J
0

t2 ¼
It2

nanowire cross� section area � number of nanowires
ð6:6Þ

J
00

t2 ¼
It2

total layout width
ð6:7Þ

As summarized in Table 6.3, the GAA Si NWFET possesses a higher failure
current as well as failure current densities than the poly-Si NWTFT, owing in part
to the circular nanowire cross section. Higher electric field and current density
exist in the corner regions of the rectangular nanowires within the poly-Si
NWTFT, making such a device more susceptible to the ESD stress. The different
trigger voltages found in poly-Si NWTFT and Si NWFET result from the different
nanowire materials (poly-silicon vs. silicon), gate structures (GAA vs. two-sided
gates), and nanowire geometries. Overall, the GAA Si NWFET is a better can-
didate for ESD protection application thanks to its lower trigger voltage and
leakage current, higher failure current, and smaller area.

Table 6.3 ESD performances of N-type GAA Si NWFET and poly-Si NWTFT having similar
gate lengths and channel numbers

Devices GAA Si NWFET Poly-Si NWTFT

NW Dimension (nm) D = 5 D = 10 W = 18
Gate length (nm) 750 700
Channel numbers 100
It2 (mA) 25.2 37.8 14.3
Jt2 (mA/lm) 50.4 37.8 7.9
Jt2
0 (A/lm2) 3.21 1.20 0.13

Jt2
0 0 (mA/lm) 0.634 0.951 0.73

Trigger voltage (V) 6.2 5.28 12.9
Ileakage (at 1 V) (nA) 0.014 2.19 1,040
Layout size (lm2) 121.8 1,209
Ron (X) 689.4 377.6 720.2
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6.4.2 GAA Si NWFET versus FinFETs and Planar
MOSFETs

We now compare the ESD performances of the NWFETs with those of the devices
fabricated using other modern technology nodes, such as FinFET, 32, 45, and
65 nm SOI/bulk CMOS technologies [20, 31–38], and the results are summarized
in Table 6.4. To maintain a consistent assessment, the devices considered have
similar makeups. Moreover, because of the different device sizes and geometries,
the failure current densities Jt2, Jt2

0, and Jt2
00 are normalized by the effective silicon

width, total layout width, and layout area, respectively. For NWFET and FinFET:

Jt2 ¼
It2

D� N
ð6:8Þ

J
0

t2 ¼
It2

D� N þ N � 1ð Þ � S
ð6:9Þ

For planar MOSFET:

Jt2 ¼ J
0

t2 ¼
It2

W
ð6:10Þ

where N is the number of nanowires or fins, S is the spacing between adjacent
nanowires or fins, and W is the width of planar MOSFET.

The data in Table 6.4 suggest that the NWFETs possess a higher Jt2 than all
other devices due to the miniature size and circular cross section of conduction
channels. However, Jt2

0 and Jt2
00of the NWFETs are smaller than that of the planar

MOSFETs. This can be ascribed to the relatively large nanowire spacing (400 nm),
which gives rise to a larger NWFET layout width and area. Area efficiency of
NWFET can be improved by multi-finger-multi-channel layout shown in Fig. 6.19.

Table 6.4 Comparison of failure current densities in various technologies

Technology node Gate length D or W Jt2 Jt2
0 Jt2

00

(nm) (lm) (mA/lm) (mA/lm) (mA/lm2)

NWFET 750 0.01 29 0.73 0.24
250 0.005 33.2 0.42 0.17
250 0.01 26.2 0.66 0.26

32 nm bulk MOSFET 150 [32] NA 7*10 2.9*5.4
45 nm bulk MOSFET 260 [33] 240 7.2*11.8 3.7

240 [34] 240 6.5*11 2.7*4.9 [32, 34]
45 nm SOI MOSFET 40 [35] 468 1.88*4.91 1.4*1.76
65 nm bulk MOSFET 260 [36] 100*400 4*11.8 1.27*3.76

270 [37] 20 8*15 2.36*3.75
SOI FinFET 250 [20] 0.03 7.5 1.2 0.054*0.108 [38]

250 [31] 0.02 11.5 1.15 0.938
Bulk FinFET 250 [31] 0.02 6.5*26 0.65*2.61 0.056*0.224
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For instance, NWFET with 100 nanowires, 750 nm gate length, and 5 nm diameter
is capable of reducing more than 21 % of effective layout area and facilitating a
uniform turn on of the multiple channels. The ESD performances of the NWFET
and SOI FinFET, on the other hand, are quite comparable to each other.

6.5 Conclusion

This chapter presented experimental study pertinent to the ESD robustness of two
promising nanowire devices called the poly-Si NWTFT and gate-all-around Si
nanowire field-effect transistor (GAA NWFET).

For the NWTFT, a higher ESD robustness can be obtained by decreasing the
channel length and increasing the number of channels. Plasma treatment com-
monly used to enhance the electrical performance of poly-Si-based devices does
not seem to improve the NWTFT’s ESD current-handling capability. Nonetheless,
since the NWTFT-based integrated circuits typically operate at relatively low
operating voltages (i.e., around or below 1–3 V), the high trigger voltage and low
robustness of the gate-grounded (bipolar-mode) NWTFT can impose a great dif-
ficulty in implementing ESD protection for these nanowire-based integrated cir-
cuits. More research work is definitely needed to address these issues, and the
diode-mode NWTFT having a trigger voltage of about 0.6 V appears to be more
attractive for ESD applications.

The measurement results of the GAA NWFETs suggested that these devices are
in general suitable for serving as ESD protection elements. It was found that
adjusting the gate length, nanowire diameter, and nanowire number is an efficient
and simple way to design NWFET with optimal ESD performances to meet the
ESD design constrains and targets. By experimentally investigating the reliability
and failure mechanisms of NWFETs subject to the HBM ESD event, it was found
that nondestructive nanowire burn-out and gate oxide degradation occurred under
a modest ESD stress, and destructive fusing of nanowires and surrounding gate
oxides gave rise to the catastrophic failure under a severe ESD stress.

Drain

Source

W

Source

Drain

D
S

Gate Lg

Fig. 6.19 Multi-finger–
multi-channel layout of
NWFET
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The comparison between NWTFT and GAA NWFET indicated that the latter is
a better candidate for ESD protection applications with regard to the overall ESD
performance per effective area. Compared with the FinFET and planar MOSFET,
NWFET offered the highest failure current density normalized by the effective
silicon width, thanks to the circular cross section and miniature size of the
nanowire channels. Among all the NWFETs characterized, the one with 1,000
nanowires, 10 nm diameter, and 750 nm gate length was the most robust with a
failure current of 0.29 A under the bipolar mode. This corresponds to an HBM
ESD tolerance of 435 V, a figure lower than the typical industry standard of
500–2,000 V for consumer ICs. Multi-finger and multi-channel layout topology
was found to be an effective solution to improve the area efficiency and ESD
robustness without process changes.

In summary, the nanowire devices possess several favorable features for ESD
protection applications: (1) the floating body under the gate-grounded configura-
tion enables no-snapback I–V characteristic; (2) the multi-finger (drain and source)
and multi-nanowire layout improves area efficiency; and (3) the ESD perfor-
mances of gate-all-round nanowire FETs are superior to the SOI FinFETs in terms
of the failure current density and trigger voltage. With the continuous development
of nanowire technology and deeper understanding of its physical mechanism, it is
to be expected that effective and robust ESD protection solutions for such an
emerging technology will be developed and become available in the near future.
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Chapter 7
Green Energy Devices

Byung-Gook Park

Abstract This chapter treats nanowire FETs as applied to the green energy. The
discussion is carried out from two perspectives, namely the renewable energy and
the efficiency of energy consumption. In this context, the nanowire tunneling field
effect transistor (NTFET) is considered as the low power device and its ON and
OFF states are elaborated, based upon the voltage controlled energy band.
Moreover, the operation of NTFETs is analyzed in terms of the size and shape of
the nanowire, doping, multi-junction structure, and the materials used. In addition,
nanowire solar cell is elaborated based upon the photo-generation, separation, and
collection of e-h pairs. In particular, the enhanced absorption of solar radiation is
highlighted via decreased reflectance, light trapping, and the resonance effect.
Additional, the collection efficiency of photo-generated e-h pairs in nanowires is
discussed based upon the cell structure, decoupling of the absorption and collec-
tion processes, and the types of junctions. Finally the process flows for producing
vertical nanowires are presented, together with the fabrication of the nanowire
photo-cells therein.

Abbreviation

CMOS Complementary MOS
FET Field-effect transistor
SS Subthreshold swing
IMOS Impact-ionization MOS
TFET Tunneling field-effect transistor
SOI Silicon-on-insulator
SON Silicon-on-nothing
LMR Leaky-mode resonance
VLS Vapor–liquid–solid
AAO Anodic aluminum oxide
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CIGS Copper indium gallium selenide
VSS Vapor–solid–solid
PECVD Plasma-enhanced chemical vapor deposition
ITO Indium tin oxide
EQE External quantum efficiency
MOCVD Metal–organic chemical vapor deposition
MBE Molecular beam epitaxy
CBE Chemical beam epitaxy
CVD Chemical vapor deposition
PCBM Phenyl-C61-butyric acid methyl ester

7.1 Introduction

The global climate change is one of the most imminent challenges to the human
race. Figure 7.1 shows temperature changes during the last 2,000 years in various
reconstructions and actual measurement [1]. The single value for year 2004 is also
shown for comparison. What is clear in this graph is that the mean surface tem-
perature of the earth is increasing rapidly in a very short time period
(*100 years). Scientists are almost certain that the global warming is mainly
caused by increasing concentrations of greenhouse gases, such as carbon dioxide
(CO2), methane (CH4), and ozone (O3), that are generated by human activities. In
order to reduce climate change, we have to reduce greenhouse gas emissions.
Policies for reduced emissions include increased use of renewable energy and
increased energy efficiency.

Fig. 7.1 2,000 years of
mean surface temperatures
according to different
reconstructions from climate
proxies, each smoothed on a
decadal scale. The
instrumental temperature
record is overlaid in black.
From Wikipedia, ‘‘Global
warming,’’ http://
en.wikipedia.org/wiki/
Global_warming
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In this chapter, we discuss two approaches for reducing the power consumption
and the climate change. The first approach is related to the efficient use of energy.
By making electronic devices use less power, we can save electricity which is one
of the major sources of carbon emission due to the use of fossil fuels. Thus, as an
ultralow-power nanowire device, tunneling field-effect transistors (TFETs) are
discussed in depth. The second approach is related to the use of renewable energy.
Converting solar energy into electricity is one of the most attractive solutions to
modern energy issues because the solar energy is produced with almost zero
carbon emission. Nanowire solar cells will be on the focus of discussion in the last
section.

7.2 Nanowire Tunneling Field-Effect Transistors

7.2.1 Low-Power Operation and Subthreshold Swing

Let us consider the power consumption in a complementary MOS (CMOS)
inverter composed of an n-channel MOSFET and a p-channel MOSFET (Fig. 7.2).
Assuming that the input of the CMOS inverter is a pulse train (called a clock) with
a frequency f, we first evaluate the energy consumed during one complete clock
cycle. Multiplying it by the clock frequency, we can obtain the power consumption
for the switching operation. Let us first consider a high–low transition (discharging
process) at the output node. During this transition, the capacitance, C, which
represents the total parasitic capacitance connected to the output node, will be
discharged from VDD to 0. The instantaneous power, p, that the n-channel MOS-
FET consumes is given by

p ¼ vOiD ¼ �vOC
dvO

dt
ð7:1Þ

The energy loss during the high–low transition can be obtained by integrating
p with respect to time for the complete transition.

0

VDD

+VDD

iD C
ΔV=VDD

vI vO

Fig. 7.2 CMOS inverter
circuit for the calculation of
power consumption: vI is the
input voltage, vO is the output
voltage, VDD is the power
supply voltage, and iD is the
drain current of a MOSFET
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WHL ¼
1
2

CV2
DD ð7:2Þ

The instantaneous power that the p-channel MOSFET consumes during the
low–high transition (charging process) is given as

p ¼ VDD � vO

� �
iD ¼ VDD � vO

� �
C

dvO

dt
ð7:3Þ

The energy loss during the low–high transition is

WLH ¼
1
2

CV2
DD ð7:4Þ

One clock cycle includes both the high–low and low–high transitions, so that
we need to add up Eqs. (7.2) and (7.4) for the total energy loss per clock. Now, if
we multiply it by the clock frequency f, we obtain the switching power
consumption.

Pswitching ¼ fCV2
DD ð7:5Þ

In this equation, we can see that the power supply voltage (VDD) plays an
important role in power consumption. Thus, for low-power operation, VDD

reduction is essential. But if we want to reduce VDD, the threshold voltage of
MOSFETs should also be reduced. Otherwise, the performance of the circuit will
be degraded significantly. The reduced threshold voltage, however, brings in the
exponential increase in the OFF current as shown in Fig. 7.2. The large OFF
current is responsible for the high leakage power consumption, since the leakage
power is given by the product of the supply voltage and the OFF current, IOFF, i.e.,

Pleakage ¼ VDDIOFF ð7:6Þ

This leakage power is consumed not only during the period of switching but also
during the standby time. For the applications in which the equipment stays mostly
in the standby mode, high leakage power consumption can be fatal.

Figure 7.3 shows the tight linkage between the threshold voltage and the OFF
current in field-effect transistors (FETs). Since log ID is linearly dependent on the
gate bias voltage in the subthreshold region, the OFF current increases exponen-
tially as the threshold voltage decreases linearly. The subthreshold swing (SS) is
defined as the inverse of the slope of the log ID versus VG curve in the subthreshold
region. The SS means the amount of gate voltage required for the one-decade
change in the drain current. At room temperature, the typical value of SS is
70–90 mV/decade in MOSFETs and 60 mV/decade in bipolar transistors. For the
ON/OFF current ratio (ION/IOFF) of 105, the threshold voltage of a MOSFET
should be at least 0.3 V. This is the reason why it is difficult to reduce the power
supply voltage of MOSFETs below 1 V.

In order to reduce the switching power of CMOS circuits, the SS of MOSFETs
should be reduced. Unfortunately, there has been a strict limit in reducing the SS
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of conventional FETs. The lowest value of the SS achievable in a conventional
FET at room temperature is 60 mV/decade. The origin of such an SS limit lies in
the thermal carrier injection from the source to the channel as shown in Fig. 7.4.
Here, the gate bias controls the energy barrier height between the source and the
channel, and carriers in the source have energy distributed by the Boltzmann law.
Since the carriers can be injected into the channel only when they have a kinetic
energy higher than the barrier height, the current injected into the channel is
proportional to the Boltzmann factor, e�qðV0�VÞ=kBT , i.e.,

I ¼ Ae�qðV0�VÞ=kBT ð7:7Þ

where V0 is the barrier height without the bias, V. If we take the logarithm from
both sides and differentiate, we obtain

dV

dðlog IÞ ¼
kBT

q log e
ð7:9Þ

OFFIlog

DIlog

GV

SS/1

Fig. 7.3 Correlation of the threshold voltage with ON, OFF, and subthreshold currents. Shown
are the exponential increase in the subthreshold current with the gate voltage, the subthreshold
swing (SS, the inverse of the slope of the log ID versus VG curve in the subthreshold region), and
the tight correlation of the threshold voltage with the exponential increase in OFF current

q(V0 − V) 

q(V0 − V) 

(a)

(b)

Fig. 7.4 Origin of the
60 mV/decade subthreshold
swing limit in (a) a p–n
junction and (b) a Schottky
junction. The bias voltage
across these junctions is
shown to decrease the energy
barrier height, inducing the
exponential injection of
carriers into the channel
following the Boltzmann
probability factor,
exp(-qV/kBT)
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At room temperature (300 K), this value is about 60 mV/decade. Due to the
voltage drop in the gate oxide, only a portion of the gate voltage can be used to
lower the barrier between the source and the channel. Considering the voltage
division between the channel and the gate oxide in a field-effect transistor, we
obtain

SS ¼ dVG

dðlog IÞ ¼
kBT

q log e
1þ

Cch
Cox

� �
ð7:10Þ

where Cch is the channel capacitance per unit area and Cox is the oxide capacitance
per unit area. Thus, the SS of conventional FETs is larger than 60 mV/decade at
room temperature. The only way of reducing the SS below 60 mV/decade in
conventional FETs is to reduce the temperature, but the power required for cooling
exceeds the power saving from the lower supply voltage.

To overcome the 60 mV/decade limit in the SS, a few mechanisms that do not
depend on thermal carrier injection have been proposed. One of such mechanisms
is injection by impact ionization, which was proposed by Gopalakrishnan [2].
Impact-ionization MOS (IMOS) devices based on this mechanism use modulation
of avalanche breakdown voltage of a gated p-i-n diode. Another mechanism is
injection by inter-band tunneling [3], and the device that utilizes such a mechanism
is called a TFET. The third mechanism is injection by mechanical contact, which
is implemented by a mechanical switch. In this section, we will discuss the TFETs,
since they appear to be the most promising and CMOS-compatible devices.

7.2.2 Concept of Tunneling Field-Effect Transistor

Let us consider a reverse-biased p+–n+ junction shown in Fig. 7.5. With the Fermi
level pinned within the valence band in the p+-source electrode, the number of
electrons in the conduction band is negligible. Thus, we may consider only the
tunneling of valence band electrons into the n+-channel region.

The injection of electrons into the channel via tunneling is a non-thermal
process for the reasons as follows. First, the Fermi occupation factor for electrons
in the valence band of the p+-source is practically equal to unity. Also, the current
density of inter-band tunneling is given by the following equation [4],

Fig. 7.5 Inter-band
tunneling in a p+–n+ junction.
The valence band electrons
tunnel through the triangular
barrier formed by the
bandgap in the depletion
region of a p+–n+ junction
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JIB ¼
ffiffiffiffiffiffiffiffi
2m�
p

q3EVd

4p3�h2E1=2
g

exp �
4
ffiffiffiffiffiffiffiffi
2m�
p

E3=2
g

3qE�h

 !
ð7:11Þ

where the electric field, E, in the junction region is given by

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qNaðVd þ V0Þ

esi

s
ð7:12Þ

and Eg denotes the bandgap. Clearly, the overall expression of the current is
independent of T, confirming that the injection process is non-thermal.

If we replace the n+-source with a p+-source in an n-channel MOSFET as in
Fig. 7.6, we obtain a TFET. In this device, the electron injection from the source
occurs through a tunnel junction between the source and the channel. Unlike
normal MOSFETs, this structure has an asymmetric structure.

Figure 7.7 shows the band diagrams of a TFET for its OFF and ON states.
When the gate bias voltage is below the threshold voltage, electron tunneling from
the valence band of the source to the conduction band of the channel is blocked.
Holes can be injected into the channel because of the lowered barrier, but they are
blocked by the large potential barrier formed at the reverse-biased channel–drain
junction. If the gate bias voltage is above the threshold voltage, electrons tunnel
from the valence band of the source to the conduction band of the channel. Once
injected into the channel, the electrons are transported to the drain as in a con-
ventional MOSFET.

The advantage of the TFET lies in its carrier injection mechanism. Since the
tunneling rate is independent of temperature, that is, the carrier injection mecha-
nism is non-thermal, the SS can be smaller than the thermal injection limit
(60 mV/decade at room temperature). Figure 7.8 shows such an example in a
fabricated TFET [3]. The TFET is fabricated on a silicon-on-insulator (SOI)
structure, and both the gate oxide and the body are relatively thin. Such a structure
enhances the gate control over the channel, so that the intensity of the electric field
in the tunneling region is maintained high. In addition, the buried oxide in the SOI
structure cuts off the possible leakage path from the source to the body. Such a
blockage is automatically provided in most of the three-dimensional device
structures with a floating body.

VD
VG

VG

p+ n+

Fig. 7.6 Tunneling field-
effect transistor (TFET). A
p+-source is used instead of
the n+-source in order to form
a tunnel junction between the
source and the channel
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7.2.3 Silicon Nanowire Tunneling Field-Effect Transistors

One major issue with silicon (Si) TFETs is the relatively low current density
compared with that of MOSFETs. As can be seen in Fig. 7.7, the typical current
density of a TFET is more than an order of magnitude smaller than that of a typical
MOSFET. The reason behind such a low current is the relatively large bandgap of
silicon. The bandgap of silicon is about 1.1 eV, and this value is significantly
larger than that of germanium (0.67 eV). This is the reason why germanium has
been used for tunnel diodes, instead of silicon.

A possible way to increase the current density of Si TFETs is to enhance the
electric field, in which case the effect of large bandgap can be compensated. In Eq.
(7.11), it is clear that the ratio of E3=2

g to the electric field determines the expo-
nential factor and we can increase this factor by increasing the electric field. In
order to increase the electric field at the source–channel junction, the gate should
maintain a tighter control over the channel. The nanowires offer a most efficient
structure for enhancing the gate control over the channel, since the gate surrounds
the channel and the electric field is concentrated around and inside the channel.

Figure 7.9 shows the schematic diagram of a nanowire TFET and its cross-
section at the channel region. The cross-sectional shape of the channel is chosen to
be circular, not rectangular, because the channel with a rectangular cross-section
suffers from the corner effect. In rectangular channels, the field is crowded in the
corners, while, in cylindrical channels, the field is uniformly distributed around the
circle. Thus, cylindrical channels do not suffer from corner effect.

The circular cross-section of a cylindrical channel is shown in Fig. 7.9b. The
gate oxide thickness is tox, and the radius of the channel is Rch. The capacitance per
unit area of the channel surface is given as

Cox ¼
eox

R ln 1þ tox
R

� � ð7:13Þ

Source Channel Drain Source Channel Drain

(a) (b)

Fig. 7.7 Band diagram of a TFET: a OFF-state: electron tunneling from the valence band of the
source to the conduction band of the channel is blocked. b ON-state: electrons tunnel from the
valence band of the source to the conduction band of the channel
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In this equation, the equivalent oxide thickness is R ln 1þ tox=Rð Þ. Let us divide
it by tox to normalize it and define x = R/tox. We can easily show that the nor-
malized equivalent oxide thickness is smaller than 1 for all x [ 0. Thus, the
equivalent oxide thickness is always smaller than tox. Such a small effective oxide
thickness reflects the effects of enhanced field in the cylindrical channel and also
results in increased capacitance. Using a high dielectric constant material, we can
further decrease the equivalent oxide thickness and increase the gate capacitance.

The increased capacitance tightens the gate control over the channel, and the
tighter gate control enhances the electric field at the junction between the source
and the channel. In addition to the increased gate capacitance, the cylindrical
channel structure further enhances the electric field at the junction between the
source and the channel because of the three-dimensional field enhancement effect
within the channel. Figure 7.10 shows the comparison of a double-gate structure
with a cylindrical channel structure, in terms of the electric field in the channel. In
the comparison, the effect of the smaller equivalent oxide thickness on the
cylindrical channel has been compensated by introducing thicker oxide, so that
both oxides have the same equivalent thickness. As can be seen in this figure, the
high-field region in the cylindrical channel is extended toward the center (y = 0)
further than that in the double-gate structure.

Rch
ox

Channel

Gate

Oxide

(a) (b)Fig. 7.9 Nanowire tunneling
field-effect transistor:
a schematic diagram and
b the cross-section of the
channel. The gate oxide
thickness is tox, and the radius
of the channel is Rch

Fig. 7.8 Subthreshold
characteristics of a TFET.
The subthreshold swing of
this device is less than
60 mV/decade at room
temperature. Reproduced
with permission from [3].
�2007 IEEE
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Even though the difference in the electric field of double-gate and cylindrical
channel structures is not drastic, the respective carrier injection rates by tunneling
can be drastically different due to the exponential dependence of the tunneling rate
on the electric field. The comparison of carrier injection rate via tunneling in these
two structures is shown in Fig. 7.11. As expected, the region of high carrier
injection is confined to the small area near the oxide–silicon interface in the case of
the double-gate TFET, whereas the region of high carrier injection in the cylin-
drical channel TFET is much larger and extended toward the center (y = 0) of the
cylinder. Thus, the cylindrical channel is shown to be a superior structure for
TFETs.

Another method of enhancing the electric field is to insert a thin n(p)-layer
between the p+(n+)-source and the channel in an n(p)-channel TFET. Such a

Fig. 7.10 Comparison of electric field in the channel: a double-gate structure and b cylindrical
channel structure. To eliminate the effect of the smaller equivalent oxide thickness in the
cylindrical channel device, a thicker oxide with the same equivalent oxide thickness (1 nm) is
used. In addition, the channel diameter (10 nm) of the cylindrical channel structure is the same as
the channel thickness of the double-gate structure

Fig. 7.11 Comparison of carrier generation rate (GIB) by tunneling in the channel: a double-gate
structure and b cylindrical channel structure. All the dimensions of the devices are maintained the
same as those in Fig. 7.10
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structure is depicted in Fig. 7.12. Figure 7.12a shows source, channel, and drain
doping in a conventional n-channel TFET. If we incorporate a thin n-doped layer
between p+-region and i-region, we obtain a cylindrical channel with an n-doped
layer. This n-doped layer enhances the electric field by providing the space charge
in the depletion region.

We can understand such a field enhancement effect by considering a simplified
model. To illustrate the basic principle of field enhancement, we just consider the
one-dimensional effect in this model. We further assume that the source/drain
doping is high enough to be treated as infinite concentration. In addition, the
n-doped layer is assumed to be completely depleted. The same bias voltage is
applied to both structures under comparison. Such a model is illustrated in
Fig. 7.13. If we consider the charge densities in the entire device structure, the
respective charge profiles are shown in Fig. 7.13a and b. Due to the infinite doping
concentration, there should be delta function charge densities at the source/drain
edge of the channel. In the n-channel TFET without an n-doped layer, there should
be no charge in the channel region. In the n-channel TFET with an n-doped layer,
there should be depletion charge in the n-doped layer. The electric fields for the
n-channel TFETs without and with the n-doped layer are shown in Fig. 7.13c and
d, respectively. Since the integration of electric field gives the potential difference
across the channel, the area marked by slanting lines in the electric field plots
should be the same, for given bias. This condition leads to the following rela-
tionship between the applied reverse bias, VR, and the maximum electric field,
Emax.

VR þ Vbi ¼
qNDxn

2esi
þ Emax �

qn

esi

� �
xch ð7:14Þ

Hence, we can obtain the maximum electric field as

Emax ¼
VR þ Vbi

xch
þ qND

esi
1� xn

2xch

� �
ð7:15Þ

Since xn \ xch and the electric field in the structure without the n-doped layer is
ðVR þ VbiÞ

�
xch; the maximum electric field with the n-doped layer is higher than

that without the n-doped layer.

np+ n i np+ + +i 

(a) (b)

Fig. 7.12 Insertion of n-doped layer between the p+-source and the channel in an n-channel
TFET: a without an n-doped layer and b with an n-doped layer. The purpose of the n-doped layer
is to enhance the electric field at the junction between the source and the channel
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In order to confirm the effect of the n-doped layer on the drain current in a
cylindrical channel TFET, device simulation has been carried out and the results
are shown in Fig. 7.14. In this device, the channel diameter (dch) is 10 nm, the
oxide thickness is 1.1 nm, and the channel length is 22 nm. The doping concen-
tration of the n-doped layer (ND) is 3 9 1019 cm-3, and its thickness (xn) is 4 nm.
The device with the n-doped layer shows a dramatic improvement in the transfer
characteristics. The average SS decreases significantly, and the ON current is
improved at least by an order of magnitude. The I–V characteristics can be
improved further by decreasing the channel diameter.

−Emax

xn xch

0 x

E 

xch

0 x

E 

ρ

qND

xn xch0 xxxch

ρ

0

(a) (b)

(c) (d)

Fig. 7.13 Space charge and electric fields in the TFET structures shown in Fig. 7.12: a charge
density in the device without n-doped layer, b charge density in the device with n-doped layer,
c electric field in the device without n-doped layer, and d electric field in the device with n-doped
layer

Gate Bias (V)

D
ra

in
 C

ur
re

nt
 (

A
/

m
)

μ

Fig. 7.14 Effect of a thin n-
doped layer on the drain
current in a cylindrical
channel TFET. The channel
diameter (dch) is 10 nm, the
oxide thickness is 1.1 nm,
and the channel length is
22 nm. The doping
concentration of the n-doped
layer (ND) is 3 9 1019 cm-3,
and its thickness (xn) is 4 nm
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Experimentally, both vertical and horizontal channel nanowire TFETs can be
fabricated. The vertical channel TFETs are relatively easy to fabricate. Vertical
nanowires with a cylindrical shape can be grown with a metal nanoparticle as a
catalyst [5], or etched (and oxidized) by using a patterned mask [6, 7]. Figure 7.15
shows vertical nanowire arrays formed by etching silicon with resist mask and
converting silicon pillars into nanowires by oxidation [8]. The array has a pitch of
500 nm, the diameter of nanowires is about 20 nm, and their height is 1 lm. The
vertical nanowires can be turned into nanowire TFETs by forming the drain, gate
electrode, and source. Figure 7.16 shows a schematic cross-section of a TFET
structure. The gate is formed around the nanowire, and the drain, the channel, and
the source are formed in sequence vertically. In order to implement a steep doping
profile at the source junction, they have used the dopant-segregated silicidation
process that causes dopants to pile up at the silicide edge.

Horizontal channel formation is usually more difficult than vertical channel
formation. To form a horizontal channel, a nanowire should be patterned by
lithography and etch [9]. For the isolation of channel from the substrate, a SOI or
silicon-on-nothing (SON) structure is often used. Figure 7.17 shows a typical
shape of a horizontal channel nanowire TFET. The main advantage of horizontal
channel devices over vertical channel devices is the ease of gate and contact
formation. As can be seen in Fig. 7.17, the arrangement of source, channel, and
drain in the horizontal nanowire device is the same as that of a planar device,
facilitating the gate and contact formation.

Fig. 7.15 Vertical nanowire
arrays with pitch of 500 nm.
The diameter of nanowires is
about 20 nm, and their height
is 1 lm. Reproduced with
permission from [8]. �2008
IEEE
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7.2.4 Bandgap Engineering for Nanowire Tunneling
Field-Effect Transistors

We can boost the current density in a silicon-based TFET by changing the source
material with a narrow bandgap material such as germanium. The advantage of
using a narrow bandgap material can be easily seen by examining the inter-band
tunneling current density given in Eq. (7.11). As clear from the equation, the
dominant factor for tunneling is the exponential function whose argument is
proportional to the 3/2 power of the bandgap. Hence, the current density should be
a sensitive function of the bandgap and should in fact increase exponentially with
decreasing bandgap. Thus, using a narrow bandgap material as the channel
material is an efficient method of boosting the current density.

There is, however, a problem associated with the small bandgap channel
material, i.e., the ambipolar behavior due to inter-band tunneling under the con-
dition of low gate and high drain bias. The ambipolar behavior is originated from
the tunneling current at the drain junction. When the bandgap of the channel
material is small, the normal ON current under the condition of high gate and drain
bias voltage is increased as shown in Fig. 7.18a, since both the width and the
height of the tunnel barrier are reduced, compared with those of the large bandgap
material. On the other hand, the narrow bandgap material increases the OFF

p+

n+

Source

Silicide

GateGate

Drain

Fig. 7.16 Schematic cross-
section of a vertical nanowire
TFET structure

n+p+

Source Drain
Gate

Fig. 7.17 Schematic
diagram of a horizontal
nanowire TFET structure
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current under the condition of low gate and high drain bias. As shown in
Fig. 7.18b, the narrow bandgap in the drain edge of the channel may form a low
and thin tunnel barrier, so that the tunneling current at the drain junction would not
be negligible. This current will increase exponentially, as the gate bias voltage
decreases.

One can mitigate the ambipolar behavior by using the narrow bandgap material
only at the source region while maintaining a large bandgap material near the drain
region. Figure 7.19 shows a bandgap-engineered TFET structure which is
designed to have a large ON current, while the ambipolar behavior is suppressed.
Under the high gate and high drain bias voltage (Fig. 7.19a), the source junction is
reverse-biased and the current density increases due to the narrow bandgap of the
source material. Under the low gate and high drain bias voltage (Fig. 7.19b), the
drain junction is reverse-biased, but not much current can flow due to the thick
tunnel barrier formed by the wide bandgap material.

Incorporation of a narrow bandgap material near the source region is relatively
easy in a vertical channel nanowire TFETs, since the lattice mismatch between two
materials does not matter much in the vertical nanowire structure due to the small
cross-sectional area. Nanowire TFETs with a germanium source have been the
most sought-after structure up to now [10, 11]. Germanium (Ge) is a group IV
material just like silicon (Si), so that the material compatibility with silicon is good

Source Channel DrainSource Channel Drain

(a) (b)

Fig. 7.18 Ambipolar behavior of a nanowire TFET with a narrow bandgap channel material:
a under high gate and high drain bias voltage and b under low gate and high drain bias voltage

Source Channel Drain Source Channel Drain

(a) (b)

Fig. 7.19 Bandgap-engineered n-channel TFET with a narrow bandgap channel material at the
source region and a wide bandgap material in the channel and the drain region: a under high gate
and high drain bias voltage and b under low gate and high drain bias voltage
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except for the lattice mismatch. In a vertical nanowire structure grown with a
metal nanoparticle as a catalyst, the formation of germanium source on top of
silicon can be easily done by switching the source gas. Simulated subthreshold
characteristics for all-Si, all-Ge, and Ge-source Si TFETs are shown in Fig. 7.20
[10]. The all-Si TFET shows about two orders of magnitude lower current than the
all-Ge and Ge-source Si TFET. In the all-Ge TFET, however, ambipolar behavior
is clearly observed. The Ge-source Si TFET exhibits the highest ON current for the
same OFF current.

What is important in determining the current density is not only the bandgap but
also the band offset of the heterojunction. In Fig. 7.19, the band offset occurs only
in the valence band, and the conduction band has no offset at the heterointerface.
This type of band alignment is not favorable to the p-channel TFET. As shown in
Fig. 7.21a, there would be an additional potential barrier caused by the band offset.
The effect of the narrow bandgap on the source is compensated by the additional
potential barrier. In order to utilize the advantage of the narrow bandgap in the
source, the band offset should occur only in the conduction band as shown in
Fig. 7.21b. Note that the band diagram in Fig. 7.21b is the mirror image of that in
Fig. 7.19a. Thus, by considering hole injection from the source to the channel, we
can easily explain how the ON current is increased and the ambipolar behavior is
suppressed in this bandgap-engineered device.

To implement the band diagram in Fig. 7.21b, indium arsenide (InAs) is often
used as a source material [11, 12]. InAs has a bandgap of 0.36 eV and an electron
affinity of 4.9 eV. Thus, InAs forms a staggered gap heterojunction with Si as
shown in Fig. 7.22. The conduction band offset is 0.85 eV, and the valence band
offset is -0.11 eV. The staggered gap heterojunction can provide a very low and
thin tunnel barrier near the heterojunction. Such a band profile is very useful in
boosting current. In addition to the small bandgap of InAs, the favorable band

Fig. 7.20 Comparison between the homostructure and heterostructure TFETs by simulation. The
dashed lines represent the ON current (10-3 A/lm) and OFF current (10-9 A/lm) of the ITRS
2003 device specifications. The subthreshold characteristics are shifted horizontally to achieve
the required off current at Vgs = 0 V. Reproduced with permission from [10]. �2008 AIP
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offset in the InAs–Si heterojunction can enable a large ON current in the p-channel
TFET.

7.3 Nanowire Solar Cells

7.3.1 Backgrounds

A tremendous amount of energy is pouring down on the earth during the day.
Figure 7.23 shows the solar radiation spectrum [13]. Even though various gases
(O3, O2, H2O, CO2) in the atmosphere absorb photons with certain wavelengths,
the wavelength of photons at the sea level is still distributed in a wide range
including the infrared region. As shown in Fig. 7.24, however, the absorption
coefficient of light in silicon is high only for short wavelengths [14]. Thus, on the
average, photons should travel quite a long distance through silicon without
absorption, and many carriers are generated deep within a silicon solar cell.

In order to increase the amount of carrier generation in a solar cell, the cell
thickness should be increased. In planar solar cells, however, a thicker absorbing

Source Channel Drain Source Channel Drain

(a) (b)

Fig. 7.21 Effect of band alignment on the tunneling current of p-channel TFETs: a when the
band offset occurs in the valence band and b when the band offset occurs in the conduction band

Source Channel DrainSource Channel Drain

(a) (b)

Fig. 7.22 Bandgap-engineered p-channel TFET with a narrow bandgap channel material (InAs)
at the source region and a wide bandgap material (Si) at the channel and the drain regions:
a under high gate and high drain bias voltage and b under low gate and high drain bias voltage
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layer suffers from the reduced carrier collection efficiency. Such a trade-off is
related to the coupling of photon absorption and carrier collection in a planar solar
cell, as shown in Fig. 7.25. Figure 7.25b shows various events that can occur in the
generated carriers. The carriers generated within the depletion region are effi-
ciently collected. The minority carriers generated outside of the depletion region
should diffuse to the depletion region to be collected. During diffusion, however,
the minority carriers can recombine with the majority carriers, especially in a thick
solar cell. In this case, the minority carrier cannot be collected efficiently to
generate electric power. Since the recombination process is mediated by traps,
high-quality (low trap density) material should be used in a thick solar cell. A
thicker and higher-quality material unavoidably results in higher cost.

The efficiency of a solar cell can be improved significantly by using a multi-
junction cell where a few p–n junctions made of materials with different bandgaps
are stacked. In a multi-junction cell shown in Fig. 7.26, three materials (InGaP,

Fig. 7.23 Solar radiation
spectra at the top of
atmosphere and at sea level.
The difference between the
two is due to the absorption
occurring in the atmosphere.
Also shown is the blackbody
spectrum at 5,250 �C. http://
en.wikipedia.org/wiki/
Sunlight
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Fig. 7.24 Absorption in
silicon. Many carriers should
be generated deep within a
silicon solar cell. Absorption
coefficient data are from [14]

170 B.-G. Park

http://en.wikipedia.org/wiki/Sunlight
http://en.wikipedia.org/wiki/Sunlight
http://en.wikipedia.org/wiki/Sunlight


GaAs, Ge) are stacked. The top layer made of InGaP absorbs photons with an
energy of 1.8 eV or higher, the middle layer made of GaAs absorbs photons with
an energy of 1.4 eV or higher, and the bottom layer made of Ge absorbs photons
with an energy of 0.67 eV or higher. Since all three junctions are connected in
series, the open-circuit voltage of the whole cell is the sum of the open-circuit
voltage of each cell. At the same time, photons with a wide range of energy can be
absorbed in a relatively thin cell by using a stack of materials with various
bandgaps.

In Fig. 7.26, the three materials used in the stack are chosen to have almost the
same lattice constant, so that the crystal growth of the heterostructure would not
suffer from lattice mismatch. Figure 7.27 shows the bandgap versus lattice con-
stant for various photovoltaic materials. We can see that the indium (In) compo-
sition, x, of InxGa1-xP. As should be chosen to match the lattice constant of GaAs.
In addition, the GaAs/Ge stack is used, because their lattice constants match
almost perfectly. Thus, in the planar multi-junction solar cells, there are severe
limitations in the selection of stack materials. As mentioned in Sect. 7.2.4,
nanowires can help overcome these limitations, since the small cross-section of
nanowires can accommodate the lattice mismatch to a certain extent.

n+

p+

p

n+

p+

p

(a) (b)

Fig. 7.25 Carrier generation and collection in a solar cell: a carrier generation by absorption of
light and b carrier collection. The carriers generated within the depletion region are efficiently
collected. The minority carriers generated outside of the depletion region should diffuse to the
depletion region to be collected

GaAs   (1.4 eV)

Ge       (0.67 eV)

InGaP     (1.8 eV)

Fig. 7.26 Multi-junction solar cell. The top layer made of InGaP absorbs photons with an energy
of 1.8 eV or higher, the middle layer made of GaAs absorbs photons with an energy of 1.4 eV or
higher, and the bottom layer made of Ge absorbs photons with an energy of 0.67 eV or higher
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7.3.2 Advantages of Nanowire Solar Cells

Nanowire solar cells have several advantages over traditional wafer-based or thin-
film planar devices in terms of optical, electrical, and material properties, and cost.
Optically, nanowire solar cells can have a decreased reflectance by light trapping,
and the resonance effects in the nanowire structure can enhance the light
absorption. Electrically, core–shell nanowire structures can increase the junction
area and decrease the distance between carrier generation and collection. Due to
the strain relaxation effect of nanowires, wider materials, and heterostructures can
be used. There are also cost benefits in using nanowires, since less material can be
used and material quality standard can be relaxed.

Figure 7.28 shows one advantage of nanowires in optical characteristics.
Multiple reflections of photons in an array of nanowires can reduce reflectance
and, at the same time, enhance light trapping. This effect, however, can be quite
sensitive to the angle of the incident photon in a vertical nanowire array
(Fig. 7.28a). For example, the photons incident parallel to nanowires would suffer
from low absorption. If we introduce scattering centers between nanowires
(Fig. 7.28b) [15] or use randomly aligned nanowires (Fig. 7.28c) [16], the sensi-
tivity to the angle of incidence can be reduced significantly.

Optical resonance effects help enhancing absorption in nanowires. Figure 7.29
shows the leaky-mode resonances (LMRs) in individual nanowire devices and the
absorption peaks related to the resonances. As shown in Fig. 7.29a, the electro-
magnetic wave function is spread out beyond the boundary of nanowire, so that the
resonance is called a leaky-mode resonance. The resonance occurs as a result of
constructive interference between partial waves that are reflected many times at
the nanowire surface. Each resonant mode satisfies the condition of a standing
wave and the resonant wavelength at the absorption peak increases as the diameter
of the nanowire increases. For a nanowire with a large diameter, multiple
absorption peaks can be obtained due to multiple resonance modes.

Fig. 7.27 Bandgap versus
lattice constant for
photovoltaic materials. The
characteristics of alloys
between two materials are
marked by lines. The three
circles indicate three
materials used in the solar
cell shown in Fig. 7.26

172 B.-G. Park



transparent electrode

(a)

(b) (c)

Fig. 7.28 Reduction in reflectance by light trapping: a multiple reflections of photons by
nanowires, b enhancement of light trapping by scattering centers, and c enhancement of light
trapping by random alignment of nanowires
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Fig. 7.29 Enhancement of light absorption by optical resonance effects: a leaky-mode
resonances in nanowires and b the related absorption peaks
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Vertical core–shell nanowire structures can increase the p–n junction area
without increasing the footprint and decrease the distance between the locations of
carrier generation and collection. As shown in Fig. 7.30, absorption of photons and
collection of carriers are decoupled in the vertical core–shell nanowire structure.
Photons are moving mainly in the vertical direction and generate carriers when
absorbed in the nanowire. The electron–hole pairs generated by photons are
accelerated in the horizontal direction by the horizontal electric field formed
between the p-type and n-type regions. Since the directions of movement for
photons and carriers are perpendicular to each other, the distance of absorption and
collection can be optimized separately. That is, the length of nanowires can be
maintained long to provide photons with a sufficient distance for absorption, while
the radius of nanowires is maintained small to facilitate the collection of carriers in
the p-i-n junction.

As discussed in Sect. 7.3.1, multi-junction heterostructures are very useful in
increasing the efficiency of solar cells. Since it is not easy to find a lattice-matched
combination of materials that have appropriate bandgaps, the growth of lattice-
mismatched heterostructure is often necessary. Due to their small cross-section,
nanowires are very useful for growing the lattice-mismatched heterostructure.
Heterojunctions between a nanowire and a substrate are possible. Many high-
quality direct bandgap materials have been epitaxially grown on a silicon sub-
strate. The use of less expensive substrate is quite effective for the cost reduction.
Heterojunctions within a nanowire can also be grown. Both axial and radial (core–
shell) heterostructures have been successfully grown in spite of lattice mismatch.

The use of nanowires as an active layer can also contribute to cost reduction. By
improving the efficiency of the solar cell and reducing the density of active
material, less material with somewhat lower quality can be used. The reuse of
substrate is also useful in cost reduction. For example, nanowires are grown on a
silicon substrate and a polymer material is filled between nanowires. Then, the
layer of nanowire and polymer is detached from the substrate, so that the substrate
can be reused for the next nanowire growth.

p pn p pn

(a) (b)

Fig. 7.30 Decoupling of absorption and collection: a increased p–n junction area and
b decreased distance between the locations of carrier generation and collection
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7.3.3 Types of Junctions

Figure 7.31 shows the two types of solar cell junctions. In the axial junction
structure (Fig. 7.31a), the p–n junction and/or heterojunction are formed in the
direction of the nanowire axis. In an array of vertical axial junction nanowires, the
absorption length of light can be increased significantly by growing long nano-
wires and the reflectance can be reduced by light trapping. Resonance effect can
further enhance the absorption of light in this array. In the radial (core–shell)
junction structure (Fig. 7.31b), the p–n junction and/or heterojunction are formed
in the radial direction. In this case, in addition to the enhancement of absorption in
an array of vertical nanowires, the radial junction structure enables the decoupling
of carrier generation and collection.

For nanowire arrays, a large number of growth or formation techniques have
been developed. We will focus on two techniques commonly used in nanowire
solar cells: (1) chemical vapor deposition and (2) patterned etch.

In chemical vapor deposition, nanowires are formed by flowing precursor gases
into a substrate, often with the assistance of a metal catalyst nanoparticle. There
are a number of mechanisms that promote nanowire growth instead of uniform
thin-film deposition. The most commonly used is the vapor–liquid–solid (VLS)
mechanism, which utilizes a metal catalyst that forms a eutectic liquid with the
desired nanowire material (Fig. 7.32) [17, 18]. After chemical decomposition and
dissolution into the eutectic liquid, the solution becomes supersaturated and
overcomes the nucleation barrier to begin precipitation. Additional flux of dis-
solved species leads to nanowire growth. With the proper conditions, vertical
nanowire growth is obtained, which is advantageous for solar cells. The ordered
nanowire array fabrication can be realized by using the catalyst patterning tech-
nique. Dopants can be introduced during growth (in situ) or in a separate diffusion
step (ex situ).

Patterned etch involves a patterning step followed by an etch step. Figure 7.32
shows the fabrication procedure. The mask patterning step is based either on a top-
down approach such as e-beam and nanoimprint or a bottom-up approach such as

(a) (b)

Fig. 7.31 Two types of junctions: a axial junction and b radial (core–shell) junction
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anodic aluminum oxide (AAO) and block copolymer formation. The unmasked
regions of the substrate are removed by an anisotropic etch, so that nanowires
would stand out. The patterned etch technique has an advantage in that the starting
wafer sets the doping level and material composition, which allows precise control
over the material parameters (Fig. 7.33).

Once nanowires are formed, a p–n junction must be introduced to enable carrier
separation and collection. As shown in Fig. 7.31, there are two types of junctions
in nanowires: axial junction and radial junction. Let us consider the case of axial
junction first. If the VLS method is used for the nanowire growth, the p–n junction
or heterojunction can be formed by switching the gas during the growth. For the
patterned etch method, the junction should be formed before the patterned etch
process (Fig. 7.34).

A radial junction should be introduced after nanowires are completely formed.
Nanowires can be formed by a variety of methods. Usually, an epitaxial shell is
grown conformally on the nanowire core. The isotropic nature of the shell growth
is important in this case. If the shell growth has directionality, the uniformity of
shell thickness cannot be guaranteed. Sometimes, amorphous material is deposited
as a shell and crystallized by annealing (Fig. 7.35).

(a) (b) (c)

Fig. 7.32 Growth of nanowire array by vapor–liquid–solid (VLS) method: a formation of metal
catalyst nanodots, b vertical nanowire growth by VLS method, and c grown nanowires after metal
catalyst removal

(a) (b) (c)

Fig. 7.33 Formation of nanowire array by patterned etch method: a nanodot mask patterning on
a substrate, b anisotropic etch, and c nanowires after nanodot mask removal
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Sometimes, a heterojunction is used to separate charge carriers. For this case, a
staggered bandgap heterojunction in which one material has higher conduction and
valence bands than the other is used to separate the photogenerated electron–hole
pairs. The staggered bandgap heterojunction is preferred over a straddled bandgap
heterojunction in which one material straddles both bands of the other material,
because the former helps ensure that electron–hole transfer occurs in the desired
direction. Many solar cell materials, including cadmium telluride, copper indium
gallium selenide (CIGS), and organic materials, use heterojunctions to separate
carriers.

7.3.4 Fabricated Nanowire Solar Cells

For the growth of silicon nanowires, silane (SiH4), disilane (Si2H6), dichlorosilane
(SiH2Cl2), and silicon tetrachloride (SiCl4) can be used as precursors. The growth
temperature ranges from 400 to 1,000 �C. For vertical alignment of nanowires,
(111) silicon substrates are used. We can detach nanowires from the substrate and
place them on another substrate. The benefits of using nanowire transfer technique
include decoupling of high-temperature growth from substrate. It allows the use of
low-temperature substrates such as glasses.

(a) (b)Fig. 7.34 Formation of axial
junction: a junction formation
by switching the gas during
the VLS growth and
b junction formation before
the patterned etch process

(a) (b)Fig. 7.35 Formation of
radial junction: a preparation
of nanowire array and b shell
formation by epitaxy or
chemical vapor deposition
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The most popular growth method of Si nanowires is metal-catalyzed VLS or
vapor–solid–solid (VSS) technique. Gold (Au) and titanium (Ti) are used as
typical metal catalysts. Gold makes a liquid eutectic with silicon at about 360 �C
and the growth temperature ranges from 400 to 1,000 �C, so that gold nanopar-
ticles stay in liquid state during growth. Thus, with gold as a catalyst, the growth
relies on VLS mechanism. The eutectic temperature of titanium and silicon is
1,330 �C, but the growth temperature remains around 600 �C. Thus, VSS must be
the growth mechanism for the titanium-catalyzed silicon nanowires.

Figure 7.36a shows a schematic diagram of a Si nanowire solar cell design, and
Fig. 7.36b shows typical plan-view and cross-sectional scanning electron micro-
graphs of a Si nanowire solar cell fabricated on a stainless steel foil [16]. The Ta2N
thin film serves as an electrical back contact for the nanowire arrays as well as a
diffusion barrier during nanowire growth. Following deposition of a 5-nm-thick
Au film, catalytic CVD employing the VLS growth mechanism is used to grow p-
type Si nanowires. The array is subsequently coated with a plasma-enhanced
chemical vapor deposited (PECVD), conformal n-type amorphous silicon (a-Si:H)
layer to create the photoactive p–n junction. After a-Si:H deposition, the array is
sputter-coated with a 200-nm-thick transparent conducting indium tin oxide (ITO)
layer. Top contacts are created by evaporation of Ti (50 nm)/Al (2,000 nm). The
fabricated solar cell shows a significantly reduced reflectance (\1 %), confirming
the advantage of nanowire structure. A current density of *1.6 mA/cm2 is
obtained, and the maximum external quantum efficiency (EQE) of *12 % is
measured at the wavelength of 690 nm. The power conversion efficiency was low
(*0.1 %), which may be attributed to the high series and low shunt resistances.

The ordered arrays of silicon nanowires can be formed with the use of patterned
etch. It is shown that the ordered arrays of silicon nanowires can increase the path
length of incident solar radiation by up to a factor of 73 [19]. This extraordinary

ITO

Top Contact

Ta2N

Metal Foil
p-type Si
Nanowire

n-type a-Si
(40 nm)

(a) (b)

Fig. 7.36 Si nanowire solar cell: a schematic cross-section of the Si nanowire solar cell. The
nanowire array is coated with a conformal a-Si:H thin-film layer. b Scanning electron micrograph
(plan-view) of a typical Si nanowire solar cell on a stainless steel foil, including a-Si and ITO
layers with insets showing a cross-sectional view of the device and a higher magnification of Si
nanowires coated with a-Si and ITO. Reproduced with permission from [16]. �2007 AIP
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light-trapping path length enhancement factor is above the randomized scattering
limit, and the enhancement scheme is superior to other light-trapping methods. It
should be pointed out that, in nanowire solar cells, there is a competition between
improved absorption and increased surface recombination. For nanowire arrays
fabricated from 8-lm-thick silicon films, the enhanced absorption can dominate
over surface recombination. These nanowire devices are capable of attaining the
power conversion efficiencies above 5 %, with short-circuit photocurrents higher
than planar control samples.

Compound semiconductor nanowire solar cells have been comprehensively
reviewed by Sun et al. [20]. Various III–V compound materials, such as GaN,
GaAs, and InP, have been used for nanowire growth. The commonly used tech-
niques for III–V nanowire growth include metal–organic chemical vapor deposi-
tion (MOCVD), molecular beam epitaxy (MBE), chemical beam epitaxy (CBE),
and chemical vapor deposition (CVD). Various metals, such as Au, Pt, Ni, Ag, and
Al, have been used as catalysts for VLS nanowire growth of III/V compounds.
Tang et al. have reported the fabrication of p-type GaN nanowire arrays on n-type
Si substrates, and a maximum conversion efficiency of 2.73 % is achieved [21].
Colombo et al. have demonstrated the fabrication of GaAs core–shell nanowire p-
i-n junction solar cells that show a conversion efficiency of 4.5 % with a single
nanowire structure [22]. Goto et al. have fabricated high-quality core–shell InP
nanowire arrays with an overall conversion efficiency of 3.37 % [23].

The semiconductor nanowires of II–VI compounds, such as CdS, CdTe, and
ZnO, can be synthesized by low-cost solution-based methods. These materials
maintain the benefits of inorganic materials, such as high carrier mobility, robust
material stability, and large interfacial area. Unfortunately, however, II–VI
materials usually suffer from the high defect density, and controlled doping is
often challenging in II–VI semiconductors. Tak et al. have synthesized a ZnO/CdS
core–shell nanowire array and tuned the light absorption spectrum by altering the
thickness of the CdS shell, achieving a maximum power conversion efficiency of
3.53 % [24]. Fan et al. have fabricated CdS/CdTe core–shell nanowire solar cells
in AAO templates, demonstrating a power conversion efficiency of 6 % [25].

Finally, the nanowire–polymer hybrid solar cells employ the high electron
affinity of inorganic semiconductors and the low ionization energy of organic
polymers to promote efficient carrier collection. They also utilize large absorption
coefficients of polymers and high electron mobilities in inorganic II–VI semi-
conductors. Kwak et al. have fabricated CdS/polymer hybrid solar cells operated
with 1.73 % power conversion efficiency [26]. Hybrid systems based on metal
oxide, such as ZnO and TiO2 nanostructures, are under active investigation. Zhang
et al. have reported TiO2 nanotube-buffered solar cells covered by a (6,6)-phenyl-
C61-butyric acid methyl ester (PCBM) layer, which achieve a power conversion
efficiency of 3.32 % [27].
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7.4 Problems

7.1. Answer the following questions related to the calculation of power
consumption in a CMOS inverter circuit.

(a) Derive Eq. (7.2) by integrating Eq. (7.1).
(b) Before the high–low transition, how much energy was stored in the

capacitor C?
(c) Now, let us calculate the power consumption from the viewpoint of the

power supply. What is the energy that the power supply provides during
the low–high transition. What energy should the power supply provide
during the high–low transition? Calculate the total energy that the power
supply provides during one clock cycle and show that this energy is the
same as the energy consumed by the MOSFETs during the cycle.

7.2. Consider an n-channel MOSFET with 2-nm gate oxide and 1018 cm-3

channel doping. Assuming that the MOSFET has a planar structure, let us
calculate its subthreshold swing as follows.

(a) Calculate the oxide capacitance per unit area, Cox. The permittivity of
silicon dioxide is 3.45 9 10-13 F/cm.

(b) Calculate the channel capacitance per unit area, Cch. We assume that Cch

is the depletion capacitance per unit area for 1 V voltage drop across the
depletion region. The permittivity of silicon is 1.04 9 10-12 F/cm.

(c) Now calculate the subthreshold swing, SS.

7.3. Tunneling probability determines the exponential factor of tunneling current
given in Eq. 7.11. Let us calculate the tunneling probability and consider the
effect of bandgap on the current in a TFET.

(a) For the triangular potential given in Fig. P7.3, calculate the tunneling
probability as a function of the electric field, E, using Wentzel–Kramers–
Brillouin (WKB) approximation. According to the WKB approximation,

the wave function in a potential barrier can be approximated as wðxÞ ¼

wð0Þ exp �
Rx
0

jðxÞdx

� 	
; where j xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m� UðxÞ � E½ �

p
(U(x) is the

U(x)

E xo

Fig. P7.3 Triangular
potential approximation for
tunneling probability
calculation. Eg is the
bandgap, E is the electron
energy, U(x) is the potential
energy, and xo is the exit
point of electron
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potential energy and E is the energy of the tunneling electron). The
tunneling probability is given as T = |W(xo)/W(0)|2.

(b) Compare the tunneling probability obtained in (a) with Eq. 7.11 and
confirm that the tunneling probability is the exponential factor of the
tunneling current. Explain why the tunneling probability is a dominant
factor in determining the magnitude of the tunneling current.

(c) Now, plot the tunneling probability as a function of electric field,
E (1 kV/cm \ E \ 4 MV/cm), for silicon and germanium, on the same
semilogarithmic graph. The abscissa of the graph should be log T. The
bandgap of silicon is 1.1 eV, and the bandgap of germanium is 0.67 eV.
Assume that the effective mass is the same as the free electron mass
(9.1 9 10-31 kg), the electronic charge is 1.6 9 10-19 C, and the
reduced Planck’s constant is 1.06 9 10-34 Js.

7.4. Let us derive Eq. (7.13) as follows.

(a) Using Gauss’s law, find the electric field in the oxide as a function of
radius, x. Assume that the charge per unit length in the channel is Q.

(b) By integrating the electric field from Rch to Rch ? tox, calculate the
voltage across the oxide.

(c) Calculate the oxide capacitance per unit length. Dividing this value by the
perimeter of the channel cross-section, we can obtain Eq. (7.13).

7.5. The typical I–V characteristic of a solar cell is shown in Fig. P7.5. Solar cells
operate in the 4th quadrant of the I–V characteristic (i.e., forward voltage and
reverse current) such that power is extracted rather than consumed in the
device. Answer the following questions.

(a) Open-circuit voltage is defined as the voltage that appears at the output
terminals of the solar cell when no current flows through the external
circuit. Mark the open-circuit voltage as Voc on the graph.

(b) Short-circuit current is defined as the current that flows when the output
terminals of the solar cell are shorted. Mark the short-circuit current as
-Isc on the graph.

(c) In general, the load connected to the solar cell has a finite value, so that
the output voltage stays between 0 and Voc. If the voltage is V and the
current is I, the power extracted from the solar cell is P = -VI. By

V

I

0

Fig. P7.5 Typical I–V
characteristic of a solar cell.
Solar cells operate in the 4th
quadrant of the I–V
characteristic
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adjusting the load, we can extract the maximum power, Pmax, from the
solar cell. Now, we define the fill factor as FF = Pmax/(VocIsc). Explain
what the fill factor means graphically on the graph in Fig P7.5.

(d) Let us approximate the I–V characteristic of a solar cell with a piecewise
linear model, I = -Isc ? (V - Von)s(V - Von), where Von \ Voc and
s(x) is a step function defined as

sðxÞ ¼ 1; x� 0
0; x\0

:




Calculate the fill factor for this I–V characteristic.

7.6. Consider the methods of improving the conversion efficiency of a solar cell.
We will assume a simplified current–voltage characteristic and solar spectrum
as shown below. The open-circuit voltage of the solar cell is expressed as

Voc ¼
kT

q
ln

Iop

Io

� �
:

The unit of irradiance is [cm-2s-1], and Eph is the photon energy.

(a) If we assume the current–voltage characteristic shown above, what would
be the value of the fill factor, FF? In addition, calculate the maximum
output power, Pmax, that can be delivered by the solar cell.

(b) Let us first calculate the efficiency of the solar cell with one junction. If
we assume 100 % absorption of photons with energy above the bandgap,
what is the efficiency of the solar cell with a bandgap of 0.5 eV? For
simplicity, we assume that the solar cell is designed to have the rela-
tionship Io ¼ 107Iop exp �Eg=ðkBTÞ

� �
.

0 Eph(eV)

Irradiance

20 V

I

Isc

Voc

(a) (b)

Fig. P7.6 a I–V characteristic of a solar cell and b irradiance of sun
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(c) In (b), what is the value of the bandgap that maximizes the efficiency?
Calculate the maximum efficiency.

(d) Now let us consider a multi-junction case where we have m junctions.
Since all the junctions are connected in series, there should be a con-
straint on the value of the bandgaps. What should be the bandgaps for
each junction, if the smallest bandgap is fixed at 0.5 eV? Each junction is
designed in the same way as in (b). We assume that we can always find an
appropriate material (or alloy) as long as the bandgap is between 0.5 and
2 eV.

(e) Calculate the efficiency for m-junction solar cell, assuming that the
smallest usable bandgap is 0.5 eV.

(f) What is the maximum efficiency we can achieve, if there is no limit in the
number of junctions? What do you think is the major reason why there is a
limit in the number of junctions?

7.7. Consider a staggered bandgap heterojunction shown in Fig. P7.7.
Answer the following questions regarding solar cells with a staggered
bandgap heterojunction.

(a) How a staggered bandgap heterojunction can be used to separate charges
in a solar cell.

(b) If we want to use a p–n junction in addition to the band offset for charge
separation, which of the following combinations is preferable? Explain
why that is the case.

(I) n-type and (II) p-type
(I) p-type and (II) p-type
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Chapter 8
Nanowire Field Effect Transistors
in Optoelectronics

Mehrdad Shaygan, M. Meyyappan and Jeong-Soo Lee

Abstract The nanowire FETs are discussed in this chapter as key components for
optoelectronic circuits. The features of photonic devices are elaborated such as light
absorption, generation of e–h pairs and the carrier transport, and the parameters
dictating sensitivities, e.g., the wavelengths of light and the materials used are
examined. Moreover, the 1-D nanostructures as a platform for photodetectors are
highlighted, in conjunction with carbon nanotubes, nanobelts, nanoribbons,
nanorods and nanowires. Also, the issues are addressed to regarding the process
complexities, light absorption and adsorption, nanowire cross-section, quantum
efficiency, threshold voltage shifts, the surface to volume ratio, carrier collection,
etc. Moreover, the materials used for 1-D photodetector are examined, including
compound semiconductors, Sulfides, Selenides, Tellurides, Metal Oxides, Zinc
Oxide, Tin Oxide, Copper Oxide, Gallium Oxides and Indium Oxides, etc. These
materials are characterized in terms of Schottky and Ohmic contacts, photolumi-
nescence, photoconductivity, efficiency and speed of detection, etc.

Abbreviation

FET Field effect transistor
CVD Chemical vapor deposition
VLS Vapor–liquid–solid
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8.1 Introduction

Photonic devices function based on phenomena such as generation, emission,
transmission, modulation, signal processing, switching, amplification, and detec-
tion of light. They can be divided into three groups: light emitting diodes (LEDs)
and laser diode, photodetectors, and photovoltaic devices or solar cells. In LEDs,
electrical energy is converted into optical radiation, while in photodetectors light is
detected. The photovoltaic devices or solar cells generate electrical energy from the
incident optical radiation. Optoelectronics is a subfield of photonics that deal with
the application of electronic devices that generate, detect, and control light. Their
operation can cover invisible radiation such as gamma rays, X-rays, ultraviolet and
infrared, in addition to visible light. The devices include electrical-to-optical or
optical-to-electrical transducers, or instruments incorporating such devices in their
operation.

Photoconductivity of semiconductors is defined by the increase in conductivity
resulting from the incident light. A sequence of physical events leading to
conductivity change includes absorption of incident light, generation of electron–
hole pairs, and carrier transport. Hence, there are different physical parameters that
determine the magnitude of photoconductivity. The carrier generation quantum
yield is defined by the number of carriers generated per absorbed photon, and the
mobility of photogenerated carriers [1]. The mobility of the charge carriers
determines the response speed and the low dark current determines the sensitivity.
The following processes are involved in photodetection:

• Absorption of photons and generation of electron–hole pairs
• Drift of the charge carriers under the electric field
• Collection of charge carriers at the respective contacts providing an output

current

In the photoemission, the energy of light must satisfy the photoelectric
threshold condition (hv C E), while the threshold wavelength is defined as:

ks lm½ � ¼ hc=E ¼ 1:24=E eV½ � ð8:1Þ

where k is the wavelength, c is the speed of light, and E is the energy gap. For intrinsic
detectors, E = Eg in Eq. 8.1, where Eg is defined by the positions of the conduction
and valence bands of the material; for extrinsic detectors useful in far-infrared
applications, the energy level of the donor (or acceptor) El and conduction band
Ec (or valence band Ev) determine the energy gap as E = Ec-El (or E = El-Ev)
in Eq. 8.1.

The material choices for semiconductor detectors include elemental (Si, Ge, Se,
Te, etc.) and compound semiconductors such as binary (GaAs, CdSe, ZnTe, etc.),
ternary (GaAlAs, InGaP, HgCdTe, etc.), and quaternary (InGaAsP) materials. The
wide range of available energy gaps allows detectable wavelengths from ultravi-
olet (UV) to infrared (IR). The solid-state photodetectors exhibit advantages such
as:
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• suitable size, higher sensitive area due to reasonable aspect ratio
• low bias voltage
• wide range of wavelengths from UV to IR
• higher quantum efficiency
• wide range of operating temperatures
• significant mean time to failure (MTTF)
• low cost.

The photoconductivity effect was first observed in selenium by Smith [2] in
1873. In 1905, Einstein observed photoelectric effect in metals and Plank suc-
ceeded in finding a solution for the blackbody emission problem by quanta
hypothesis. The type of conversion effect (either optical or electrical) is one of the
criteria for the classification of photodetectors. In external photoelectric devices
including vacuum diodes, photomultipliers, and image-intensifier tubes, absorption
of a photon and generation of electron–hole pairs are followed by emission of
further photogenerated electrons, thus leading to multiplication. In internal pho-
toelectric devices such as semiconductor photodetectors, junction and avalanche
diodes, phototransistors etc., the generated electron–hole pair, without any emis-
sion, is available for current in the external circuit.

Thermal detectors—which constitute another class of photodetectors—operate
based on two main processes: dissipation of radiation in an absorber and mea-
surement of the increase in temperature. The sensitivity of thermal detectors is
much lower than the other two groups, but they can cover a wide range of spectra
from UV to far IR in a single unit. Their current applications include systems for
calibrating other detectors and hand-held infrared cameras [3].

8.2 Basic Concepts of Photodetection

Absorption of a photon with energy higher than the bandgap of the semiconductor
leads to the generation of electron and hole pairs, which results in an increase in
the conductivity of the material. The absorption coefficient determines the possi-
bility of photoexcitation as well as the position of absorption. Light will be
absorbed near the surface of its entrance if the absorption coefficient is high. A low
value of absorption coefficient implies that the light can penetrate deeper into the
semiconductor. For much lower values, photoexcitation does not happen, and thus,
light can be transparent for long wavelengths. Furthermore, the quantum efficiency
of the semiconductor is determined by the absorption coefficient. The sensitivity of
the photodetector can be defined by its quantum efficiency, which shows the
number of generated carriers per photon.

g ¼ Iph=q/ ¼ ðIph=qÞ � ðhv=PoptÞ ð8:2Þ

where Iph is the photocurrent, / is the photon flux, and Popt is the power, which
determines the photon flux (/ = Popt/hv). Some phenomena including
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recombination, incomplete absorption, reflection and etc., might result in a
reduction in efficiency by causing some current loss. The responsivity R (A/W) is
defined as follows:

R ¼ Iph

Popt

¼ gq

hv
¼ gkðlmÞ

1:24
ð8:3Þ

The key parameters defining the performance of photodetectors and photo-
conductors are the quantum efficiency and gain, response time, and sensitivity or
detectivity. A simple configuration of the photoconductor shown in Fig. 8.1
consists of a slab of semiconductor, either bulk or thin film, with ohmic contacts
on the two ends. Internal gain is the mechanism by which some photoconductors
increase the photocurrent signal.

In order to define photocurrent gain as a critical parameter, carrier generation
rate Ge at steady-state must be equal to the recombination rate, which can be given
by:

Ge ¼
n

s
¼ gðPopt=hvÞ

WLD
ð8:4Þ

where n is the excess carriers density, s is the carrier lifetime, g is the quantum
efficiency, Popt is the incident optical power, hv is the energy of photon. Incident
light on the surface of the photoconductors generates carriers thus causing an
increase in conductivity. As mentioned before, depending on the type of semi-
conductor (either intrinsic or extrinsic), carriers are generated by band-to-band
transition or photoexcitation between impurity level and band, respectively
(Fig. 8.2).

For an intrinsic photoconductor, the photocurrent between the two contacts can
be defined by:

Ip ¼ rnWD ¼ ðln þ lpÞnqnWD ð8:5Þ

where n is the applied electric field. By substituting n from Eq. 8.4, the photo-
current is given by:

Fig. 8.1 Schematic of a
photoconductor consisting of
a slab of semiconductor [4]
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Ip ¼ q l
Popt

hv

� � ðln þ lpÞsn
L

ð8:6Þ

By defining the new term as primary photocurrent Iph � q l Popt

hv

� �� �
, the

photocurrent gain Ga is:

Ga ¼
Ip

Iph

¼
ðln þ lpÞsn

L
¼ s

1
trn

þ 1
trp

� �
ð8:7Þ

where the electron and hole transit times across the electrodes are given by trnð¼
L=lnnÞ and trpð¼L

�
lpnÞ, respectively. The typical value of gain is 1,000 but

higher values up to 106 can be seen in Table 8.1. Long lifetime, short distance
between electrodes and high mobilities can help to obtain a high gain. Interest-
ingly, lifetime not only determines the gain value but also determines the response
time of a photoconductor. Generally, the response time of a photodiode is much
shorter than that of a photoconductor, which can reach high gain values but the
accompanying high noise may be a drawback.

As for signal-to-noise ratio, low noise has the same importance as large noise
while it could ascertain the minimum detectable signal. Parameters determining
the noise value are dark current (the leakage current of the photodetector under
bias without illumination), background radiation such as black-body radiation, and

Fig. 8.2 Different processes
for carrier generation in
intrinsic and extrinsic
semiconductors [4]

Table 8.1 Values of gain and response time for typical photodetectors [1, 4]

Photodetector Gain Response time (s)

Photoconductor Bulk 1–106 10-8–10-3

Nanowires 1–1010 10-11–102

Photodiodes p–n junction 1 10-11

p–i–n junction 1 10-10–10-8

Metal–semiconductor diode 1 10-11

CCD 1 10-11–10-4

Avalanche photodiode 102–104 10-10

Phototransistor *102 10-6

Photoemissive Diode 1 10-11

Photomultiplier 106 10-10–10-8
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internal device noise such as thermal noise (Johnson noise), shot noise (due to
some distinct phenomena of the photoelectric effect), flicker noise (because of
random effects related to surface traps), and the generation-recombination noise,
which can come from optical and thermal processes. The sum of all these noises is
given as a new term, namely the noise-equivalent power (NEP). It represents the
required optical power to generate one signal-to-noise ratio in a 1 Hz bandwidth,
which is the minimum optical power that can be detected.

The detectivity D* is defined as follows:

D� ¼
ffiffiffiffiffiffi
AB
p

NEP
ð8:8Þ

where A and B are the area and bandwidth, respectively. The unit of detectivity is
cm–Hz1/2/W. Several factors influence detectivity, namely the detector’s sensi-
tivity, spectral response, noise, wavelength, modulation frequency and bandwidth
[4].

8.3 Photodetection

Figure 8.3 depicts the electromagnetic spectrum covering the ultraviolet (UV),
visible and infrared (IR) regimes [4]. The visible portion is expanded at the top
exhibiting major color bands, and the human eye can detect only from about 0.4 to
0.7 lm. The UV region is divided into near UV (400–300 nm), mid UV
(300–200 nm), far UV (200–100 nm), and extreme UV (100–10 nm). UV

Fig. 8.3 Electromagnetic spectrum of light covering visible and near-visible range [4]
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photodetectors are widely used in medicine, space communication, high-temperature
plasma research, chemical and biological sensing, and in military as flame and
missile launching detection. They can also be utilized in monitoring the solar UV
radiation [5, 6]. A variety of materials have been employed in the fabrication of UV
photodetectors including GaN and ZnO. The visible light detectors attracted much
attention after the invention of the image sensor in 1964. The two major image
sensors are: area image sensors that include cameras, camcorders, machine vision;
and linear sensors in scanning applications [7].

The infrared sensors have been around since the 1940s to detect and image the
thermal radiation emitted from the target objects. The infrared region can be
divided into short wavelength infrared (1–3 lm), medium wavelength infrared
(*3–5 lm), and long wavelength infrared (8–14 lm). These detectors are widely
used in military applications; for example, HgCdTe photodetector arrays were first
produced in the 1970s [8]. Table 8.2 lists some important infrared materials, their
bandgaps, and cutoff wavelengths for photodetection at room temperature.

8.4 One-Dimensional Nanostructures for Photodetectors

One-dimensional (1-D) nanostructures have received much interest due to their
significant properties. They can be synthesized with controlled chemical compo-
sition, shape, diameter, and length. Reducing the size results in the improvement
of electrical properties such as carrier transport, thus making them ideal candidates
for nanoscale optoelectronics [10]. Various 1-D nanostructures have been inves-
tigated in optoelectronics including nanotubes, nanobelts, nanoribbons, nanorods,
and nanowires, which are discussed in detail below.

8.4.1 Carbon Nanotubes

Single-walled carbon nanotube (SWCNT) has been used as a conducting channel
for field effect transistors (FETs) [11, 12]. Freitag et al. [13] synthesized a 1.3 nm-

Table 8.2 The bandgap energies and cutoff wavelengths of promising photodetector materials
[9]

Type Bandgap energy (eV) Cutoff wavelength (nm) Band

Si 1.12 1,100 Visible
GaAs 1.42 875 Visible
Ge 0.66 1,800 Near-infrared
InGaAs 0.73–0.47 1,700–2,600 Near-infrared
InAs 0.36 3,400 Near-infrared
InSb 0.17 5,700 Medium-infrared
HgCd 0.7–0.1 1,700–12,500 Near-to-far-infrared
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diameter nanotube exhibiting 0.7 eV bandgap by laser ablation and fabricated
CNT-FETs on Si with a thermal oxide (150 nm), titanium contacts and a thin layer
of carbon serving as a barrier to prevent the diffusion of titanium atoms as seen in
Fig. 8.4a. The photocurrent depends on the polarization of incident infrared
radiation, with the maximum current occurring when the polarization of the light is
in the direction of the nanotube axis (Fig. 8.4b). The current due to polarization
parallel to the axis of the nanotube is twice that due to perpendicular polarization.
The photocurrent also depends on the drain voltage and the power of IR light
(Fig. 8.4c and d). The estimated quantum efficiency is 0.1, while polarization
angle of infrared light has a significant effect on the measured photocurrent.

Fig. 8.4 a SEM image of a nanotube-based field effect transistor, b measured photocurrent
versus polarization angle of incident infrared light (excitation energy of 1.28 eV, Vd = +1 V,
Vg = -1.5 V), c Drain-voltage dependence of the photocurrent (O) without light and filled
square (j) under illumination (Vg = -2 V, IR intensity 5.6 KW/cm2). Inset: The band
configuration in carbon nanotube and the contacts, d Photocurrent as a function of the laser power
density (Vg = -2 V, Vd = -0.6 V) [13]
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8.4.2 Nanobelts

Nanobelt structures with their rectangular cross-sections exhibit distinct geometries
and crystallinities, and their properties are different from nanotubes and nanowires.
Among semiconductor nanobelts, various materials have been investigated for
photodetectors such as CdS [14, 15], Nb2O5 [16], ZnO [17, 18], ZnS [19], ZnSe
[20], and ZrS2 [21]. Catalyzed chemical vapor deposition (CVD) has been used for
growing nanobelts. For example, CdS nanobelts were grown with gold nanoparti-
cles as catalyst (see Fig. 8.5). The growth temperature can change the type of
nanostructures from nanoribbons to nanowires at lower temperatures. The TEM
image of the single CdS nanobelt and the corresponding SAED in Fig. 8.5b reveal
that the synthesized nanobelts show single-crystalline structure and h101i growth
direction. The existence of gold nanoparticles at the end of the nanobelt, appearing
darker with higher contrast compared to the stem of the nanobelt in Fig. 8.5c,
confirms the vapor–liquid–solid growth mechanism. The nanobelt under illumi-
nation showed a significant enhancement in conductance about four times larger

Fig. 8.5 a SEM image of the CdS nanobelts synthesized by VLS technique. Inset: higher
magnification SEM image of the curved nanobelt. b TEM image of an individual CdS nanobelt
with a width of 200 nm. Inset: SAED pattern depicts a single-crystalline structure of the CdS
nanobelt. c TEM image of the CdS nanobelt containing a gold nanoparticle on top. d The
reversible switching behavior of nanobelt while the light is on and off [14]
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than when the light was turned off. The rise and decay times of the detector were 1 s
and 3 s, respectively (Fig. 8.5d) [14].

Figure 8.6 shows an FET based on CdS nanobelts fabricated by Ye et al. [15].
They synthesized the nanobelts by CVD and deposited two In/Au (10/100 nm)
ohmic contacts and a Au Schottky contact using a sequence of steps including
photolithography, thermal evaporation and lift-off processes. The dark current and
photocurrent were about 26 fA and 70 nA, respectively, yielding a ratio of
2.7 9 106, one of the highest values for photodetectors (Fig. 8.6c and d). On the
other hand, they observed a significant shift in Vth after illumination due to either
the increase in channel conductance or the effect of local electric field. Considering
the high responsivity (2.0 9 102 A/W), external quantum efficiency
(5.2 9 102 %) and other noticeable properties of the fabricated device could be
attributed to the structure of the device. As an improvement of this type of
MESFET under illumination, applying a voltage close to the Vth as the gate voltage
could enable getting lower dark current and faster response time.

In evaluating the performance of photodetectors, selectivity and sensitivity
must be considered. ZrS2 nanobelt photodetectors showed a high selectivity for a
wide range of wavelengths from 450 to 700 nm while the photocurrent decreased.

Fig. 8.6 a Schematic of the CdS nanobelt-based photodetector. b SEM image of the fabricated
device. c Photoresponse of CdS nanobelt FET measured in dark (black line) and under
illumination (red line). d On/off response of the fabricated photodetector with VG = -3.8 V as a
function of time [15]
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A significant increase in photocurrent (10 times) upon illumination with 450 nm
light confirmed its high sensitivity. The responsivity and quantum efficiency of
nanobelt photodetectors can be calculated by the following equations:

Rk ¼ DI=PS ð8:9Þ

QE ¼ hcRk=ek ð8:10Þ

where DI is the difference between photocurrent and dark current, P is the power of
illuminated light, S is the illuminated area of the nanobelt, and k is the wavelength.
The corresponding responsivity of the photocurrent for ZrS2 was measured as
7.1 9 105 A/W, resulting in a quantum efficiency of 1.8 9 108 %. These high
values can be attributed to the presence of oxygen, large surface-to-volume ratio of
the nanobelt, high crystallinity and short distance between the electrodes.

Free electrons existing on the surface of the nanobelts, when captured by
oxygen molecules, result in not only forming a surface depletion layer but also a
decrease in the mobility and carrier density. The incident light on an n-type
material such as ZrS2 generates electron–hole pairs, and then, the holes move to
the surface of the nanobelt and discharge the negative oxygen ions. Therefore, the
number of free-electrons increases and the responsivity and external quantum
efficiency are enhanced. Li et al. [21] investigated the effect of oxygen on pho-
tocurrent variation of ZrS2 nanobelts and found an increase in measured photo-
current by decreasing the pressure from 93 kPa to 1 Pa.

The large surface-to-volume ratio of nanobelts can enhance the number of
surface trap states, which affects the rate of adsorption or desorption of oxygen. As
quantum efficiency depends on the balance between lifetime of carriers and their
transit time, reducing the distance between the electrodes and ensuring single-
crystalline properties could help to decrease the transit time and increase the
quantum efficiency [21]. Interestingly, single crystallinity has a significant effect
on photo response of nanobelts as reported by Fan et al. [20]. They found a
significant decrease in dark current (1,000 times less) of the ZnSe-nanowire
photodetector when twinning type defects were absent, and those with the defects
did not show a stable photoresponse behavior.

Nanobelt-based photodetectors have been reported using various materials such
as ZnO, ZnS, ZnSe, and Nb2O5 showing good performance including high pho-
tocurrent, high responsivity, and fast response time. ZnSe nanobelts exhibit a
significant selectivity for various wavelengths from 250 to 630 nm, while its
response for deep-UV light (250 nm) is three orders of magnitude higher com-
pared with visible light (600 nm). Two orders of magnitude higher photoresponse
at 400 nm over that at 600 nm make them a good candidate for detection of UV
and short-wavelength blue light. Fang et al. [22] reported a lower responsivity
(0.12 A/W at 30 V) for nanobelts compared with the ZnSe nanowire synthesized
by vapor-phase growth technique (22 A/W at 2 V). They noticed a fast response
time for ZnSe-nanobelt photodetector (\0.3 s), while nanowire photodetectors
fabricated with the same material by MBE showed a longer response time (\1 s).
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8.4.3 Nanoribbons

Nanoribbons with a rectangular cross-section and well-defined geometry, high
crystallinity and significant morphology could be a candidate for photodetectors to
obtain high sensitivity and fast response time [23]. Among compound semicon-
ductor nanoribbons, CdS with a bandgap of 2.4 eV is the most promising material
for visible light detection. Jie et al. [24] grew CdS nanoribbons on a silicon wafer
by CVD using gold as the catalyst. The source temperature was set at 860 �C with
a carrier gas mixture of high-purity argon and hydrogen (20 sccm) at a pressure of
150 Torr. The SEM image in Fig. 8.7 shows uniform morphology of CdS nano-
ribbons with smooth and clean surfaces. The synthesized nanoribbons are
2–40 lm long and 10–60 nm thick. The [112] orientation as growth direction is
evident from the HRTEM and selected-area-electron diffraction (SAED) in
Fig. 8.7b.

As seen in Fig. 8.7c, the nanoribbons-based photodetector was fabricated by
dispersing CdS nanoribbons on Si/SiO2 wafer and patterning the electrodes using

Fig. 8.7 a SEM image of the as-synthesized CdS nanoribbons. b HRTEM of a CdS nanoribbon
and SAED pattern (inset image) reveal the hexagonal structure of the nanoribbons grown along
[112] direction. c Current–voltage characteristics of a nanoribbon under illumination with
different wavelengths with intensity of 1.8 mW/cm2. Inset: schematic of the measurement system
(right) and the optical microscope image of the single nanoribbon device (left) d Measured
sensitivity of the CdS nanoribbon versus wavelength, PL (red line) measurement of the
nanoribbon and absorption spectra (blue line) [24]
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Ti (100 nm) and Au (25 nm). The photodetector showed a high sensitivity to
various wavelengths with a conductance of 0.793 nS, 128 nS, 96 nS, and 54 nS for
500, 490, 440, 400 nm, respectively, and 0.021 nS under dark conditions. This
indicates a maximum of sensitivity near 490 nm and minimum sensitivity for
wavelengths longer than 520 nm. Regarding electron–hole pair generation as the
dominant mechanism, longer wavelengths do not have the capability to excite
electrons from the valence band to the conduction band, which results in lower
photocurrent. On the other hand, the sensitivity of the CdS nanoribbon photode-
tector decreased for wavelengths below 490 nm, which could be due to the
absorption of photons with high energy near the surface area of the semiconductor.
Photoluminescence analysis and absorption spectrum of CdS nanoribbons in
Fig. 8.7d emphasize the effect of localized states such as surface states and trap
states to originate a Stock shift in CdS nanoribbons [25]. The response time of CdS
nanoribbons was found to be greater than that of CdS films and bulk forms. The
high crystallinity nanoribbons with lower number of defects leads in a steady-state
in rise and decay time. On the other hand, defects can play a role in recombination
rate of nanostructures. The high surface-to-volume ratio is another important
factor in determining the performance of photodetectors. The band bending due to
Fermi-level pinning on the surface of the semiconductor results in an energy
barrier for recombination of electron–hole pairs.

The dependency of photocurrent on the power of incident light for nanostruc-
tures was given by Kind et al. [26]:

I ¼ APh ð8:11Þ

where I is the photocurrent, A is a constant, P is the power of illumination. In
Eq. 8.11, the dependency of photocurrent on light intensity is determined by the h
value, which is wavelength-independent; for CdS nanoribbons, it was calculated as
0.76, 0.74, and 0.77 for 490, 450, and 400 nm, respectively. This power-law
dependency of photocurrent on light intensity has been observed for CdSe nano-
ribbons as well. Jiang et al. [23] obtained the exponent h as 0.770, 0.754, and 0.762
for the wavelengths of 700, 650 and 600 nm. They noted that the non-integer
dependence of photocurrent to power of light (0.5 \ h \ 1) was due to a complex
electron–hole recombination process.

CdSe nanoribbons photodetectors by Jiang et al. [23] exhibited a high photo-to-
dark current ratio (five orders of magnitude at 650 nm) with great stability,
reproducibility and fast response speed (\1 ms). Enhancing the light intensity
increased the photoconductance but decreased the rise and fall times. Increasing
the light intensity causes the quasi-Fermi levels for electron shifting toward
conduction band and that for holes moving toward the valence band. Conse-
quently, the recombination centers created by the traps lead to a reduction in rise
and fall times. Furthermore, they investigated the effect of gas adsorption and
surface defects on photoconductance of CdSe nanoribbons by coating the surface
of the nanoribbons with 300 nm SiO2 (as a transparent coating), which not only
isolated the photodetector from the air but also passivated the surface defects. The
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conductance of the fabricated device was enhanced both under dark and
illuminated conditions but the response time decreased since the coating layer
reduces the surface adsorption and the number of recombination centers.

Kum et al. [27] noticed that the morphology of CdTe nanoribbons had a sig-
nificant effect on photoconductive gain, which was measured as 1.13 and 12.2 for a
FET device at Vsd = 1 V. The polycrystalline morphology of CdTe nanoribbons,
with many grain boundaries is believed to be the main reason for the lower
photoconductive gain of CdTe nanoribbons compared with that for single-crystal
nanostructures. Grain boundaries serve as recombination centers for electron–hole
pairs, which can decrease the value of photocurrent. On the other hand, the FET
mobility has a significant effect on the change of photo conductance given by
DG ¼ Ilight � Idark

� 	
=Vsd. The dependency of photoconductive gain on mobility

is expressed by the following relation:

G ¼ Iph

P

� �
hv

q

� �
¼ R

hv

q

� �
¼ lsn

L2
ð8:12Þ

where Iph is the photocurrent, P is the power of light absorbed by the nanostruc-
ture, hv is the photon energy, q is the elementary charge, R is the responsivity, s is
the lifetime of carrier, l is the carrier mobility, n is the electric field, and L is the
length of the nanostructure. According to Eq. 8.12, increasing the mobility will
enhance the photocurrent. The change in photocurrent of CdTe nanoribbons with
mobility indicated that higher photocurrents could be achieved by increasing the
mobility of the device. The mobility-lifetime (ls) product plays a key role in
devices that work on carrier collecting mechanism. It means that higher mobility
and longer lifetime can lead to collecting the photogenerated carriers efficiently.
Kum et al. showed that the photocurrent obtained from higher mobility devices is
more than three orders of magnitude compared to the devices with lower mobility.
On the other hand, the response and decay times for the devices with high
mobilities (0.32 cm2/V s) were estimated as 11 and 21 s, respectively, while those
of for lower mobilities (\0.01 cm2/V s) were 3.5 and 2.5 s, which means the
device with a lower mobility responds faster.

8.4.4 Nanorods

Nanorods employed to fabricate photodetectors have been grown by various
methods including metal–organic chemical vapor deposition [28, 29], chemical
vapor deposition [30], laser ablation [31] and hydrothermal synthesis [32–34].
Most of the reported nanorod-based photodetectors have used ZnO [30–34] but
other materials such as TiO2 [29] and InN [28] have also been employed to
construct photodetectors. Chaia et al. [32] synthesized ZnO nanorods of hexagonal
cross-section and single-crystalline structure without any dislocations or stacking
faults using an aqueous solution deposition in a hydrothermal reactor. The
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photoresponse of the fabricated device revealed a significant sensing behavior for
UV radiation from sunlight. The dominant mechanism is considered to be oxygen
chemisorption on ZnO surface [35]. Under dark conditions, adsorption of oxygen
molecules on the surface results in taking the free electrons from ZnO by:

O2ðgÞ þ e� ! O�2 ðadÞ ð8:13Þ

O2ðgÞ þ 2e� ! O2�
2 ðadÞ ð8:14Þ

This forms a depletion layer near the surface of the ZnO nanorod which has a
low conductivity. The incident UV light with higher energy than the bandgap of
ZnO creates electron–hole pairs ½hv ! e� þ hþ�; due to the existence of a
potential slope made by band bending, holes migrate to the surface according to
Eqs. (8.15) and (8.16) by surface recombination, and discharge the adsorbed
oxygen ions, which leads to photodesorption of oxygen on the surface.

O�2 ðadÞ þ hþ ! O2ðgÞ ð8:15Þ

O2�
2 ðadÞ þ 2hþ ! O2ðgÞ ð8:16Þ

For the remaining electrons, they are either collected by the anode or recom-
bined with holes generated when oxygen molecules are reabsorbed or ionized on
the surface. As discussed before, the number of trap states is a crucial issue in the
hole-trapping mechanism via adsorption and desorption of oxygen, and nanowires
due to the dangling bonds at the surface have a high density of traps [32, 35].
Consequently, the photoconductivity of ZnO nanorod increases due to the

Fig. 8.8 a Schematic of a nanowire photoconductor. b Trapping mechanism of the ZnO
nanowire by adsorption of oxygen molecules at the surface of nanowire and electron capture
which leads to a depletion layer near the surface. Inset: schematic of conduction band (CB) and
valence band (VB) of a nanowire in dark condition. c By exposure of UV light, photogenerated
holes are trapped and unpaired electrons resulting in photocurrent [35]
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remaining electrons in the conduction band. The same mechanism has been
reported for ZnO nanowires as shown in Fig. 8.8.

Besides single ZnO nanorods, some reports have utilized an array of ZnO
nanorods to fabricate the device [31, 33, 34]. Li et al. [34] fabricated a device with
densely packed vertical nanorods. They synthesized the ZnO nanorods with a
simple hydrothermal method by using a F-doped SnO2 substrate. By dispersing
uniform ZnO seeds on the substrate, ZnO nanorods 60–100 nm in diameter and
1.5 lm long were grown (Fig. 8.9a and b). The hexagonal morphology of vertical
ZnO nanorods, grown along the [001] direction, is evident in Fig. 8.9b. A thin film
of gold as electrodes (1.0 9 1.0 cm2) was deposited on top of the nanorod array
(Fig. 8.9c). Figure 8.9d shows the current–voltage characteristics of the ZnO
nanorod-based photodetector under illumination of 365 nm UV light; the bandgap
of ZnO is about 3.2 eV according to the PL spectrum shown in the inset of
Fig. 8.9d. By comparing with the dark current and applying the same bias voltage
(0.4 V), the photocurrent under illumination is about 4.7 mA larger. The non-
linear characteristics of the measured I–V curve in dark was attributed to Schottky
barrier between gold electrodes and nanorods; when illuminated by light, the
height of the Schottky barrier decreases.

Fig. 8.9 a SEM image of ZnO seeds. b A cross-section view of the ZnO nanorod arrays.
c Schematic of the fabricated device based on ZnO nanorod array. d Current–voltage curves of
the ZnO nanorod arrays in dark and under illumination (k = 365 nm). Inset: PL spectrum at room
temperature [34]

202 M. Shaygan et al.



8.4.5 Nanowires

Recently, nanowires have attracted much attention as potential building blocks for
nanoelectronics. The sensitivity of nanowires to light makes them attractive for
photodetectors, photovoltaics, and optical switches [1]. The contributing factors to
the high sensitivity of nanowires are their large surface-to-volume ratio and
reduced dimension of the active area. The photocarrier lifetime would be pro-
longed due to the presence of deep surface trap states as a result of large surface-
to-volume area, and short transit time of carriers could be achieved by reduced
active area [35].

A schematic of the photoconducting mechanism in a single nanowire is shown
in Fig. 8.10. The intrinsic conductivity of the nanowire in dark is given by [1]:

r ¼ enl ð8:17Þ

where e is the electronic charge, n is the charge carrier density, and l is the carrier
mobility.

The conductivity of nanowire will change upon illumination due to the change
in either carrier concentration or mobility:

Dr ¼ rlight � rdark ¼ eðlDn þ nDlÞ ð8:18Þ

As in many semiconductors, the change in mobility compared with the carrier
concentration (Dn � Dl) is negligible as well as its time dependency; the pho-
tocurrent density of nanowire can be deduced from the following formula:

JPCðtÞ ¼ Drn ¼ elDnðtÞn ð8:19Þ

where n is the applied electric field (n ¼ V=l, where V is the voltage applied
across the nanowire and l is the length of nanowire). Considering the geometrical
properties of a cylindrical nanowire photodetector including exposed surface area
A ¼ 1

2 2prl ¼ pdl=2
� 	

, cross-sectional area ðAU ¼ pr2 ¼ pd2
�

4Þ, and volume

Vol ¼ pr2l ¼ pd2l
�

4 ¼ AUl ¼ Ad=2
� 	

, the average optical generation rate
over the thickness of the nanowire could be derived by:

gd ¼ g�ðPopt

�
�hxÞ

�
Vol ¼ 2g�ðPopt

�
�hxÞ

�
Ad ð8:20Þ

v

I0

ξ
d

V
JPC

l
Fig. 8.10 Schematic
describing photoconductivity
in a nanowire, Io is the light
intensity, Jpc is the current
density, n is the applied
electric field, and v is the
charge carrier drift velocity
[1]
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where Popt is the optical power of incident light, and g� ¼ ggþ is the quantum
efficiency of the effective carrier photogeneration. With constant density of
photogenerated carriers ðDnðtÞ ¼ gds ¼ const:Þ due to the steady-state condition
of illumination, and the photoexcited carriers being relaxed to the ground state
with a specific lifetime (s), the photoconductivity of nanowire is given by:

DrðtÞ ¼ gdeðlsÞ ð8:21Þ

where ls as the mobility-lifetime product determining the photosensitivity of
nanowire can be considered as a figure of merit for photoconductors. By substi-
tution of Eqs. (8.19) and (8.20) in Eq. (8.21), the photocurrent density and pho-
tocurrent of nanowire for a specific photon energy is given by:

JPCðtÞ ¼ Drn ¼ 2g�ðPopt=�hxÞenls
�

Ad ð8:22Þ

IPC ¼ JPCAU ¼ g�ðPopt=�hxÞenðlnsn þ lpspÞd ð8:23Þ

The photoconductive gain of the nanowire is defined as number of charge
carriers, which pass between the electrodes for each photon absorbed per second:

G ¼ IPC=e

Pabs=�hx
ð8:24Þ

where Pabs is the power adsorbed in the photoconductor, derived by
ðPabs ¼ g�PoptÞ, causes an electron–hole pair generation in the nanowire; the
photoconductive gain can be written by combining Eqs. (8.23) and (8.24):

G ¼ nls
l
¼ s

st
ð8:25Þ

where st is the carrier transit time derived by st ¼ l=v ¼ l=ln ¼ l2=lV . The
nanowire-based photoconductor exhibits a high photoconductive gain, which is
attributed to prolonged carrier lifetime and reduced transit time [1]. It is worth
mentioning that the nanowire photoconductors have a higher photoconductive
gain, more than three orders of magnitude, compared with their thin film coun-
terparts [36].

The unique properties of nanowires such as high sensitivity, high wavelength
selectivity, fast response, light polarization sensitivity, light absorption enhance-
ment, and high photoconductive gain could be exploited to fabricate the nanowire-
based photodetectors used in applications such as optical switches, optical
interconnects, image sensors and etc. Below we will describe the nanowire
photodetector developments based on the material categories.

204 M. Shaygan et al.



8.5 Materials for Nanowire-Based Photodetectors

8.5.1 Group IV

Group IV semiconductors, including Si and Ge, have been considered for visible
light detection. Si photodetectors can be used in diverse applications such as image
processing units and image sensors due to their advantages including simple
fabrication method, technology compatibility, integration with other circuits and
low cost [1, 37]. Vapor–liquid–solid (VLS) technique [38], template-assisted
chemical etching [39], electron beam lithography [37], thermal chemical vapor
deposition [40], and plasma-enhanced chemical vapor deposition (PECVD) [41]
are the synthesis routes used for growing Si nanowires for these applications.

Besides the influence of light intensity on the photocurrent of Si nanowires [37],
Ahn et al. [38] found a significant dependency on the angle of incident light to the
axis of the nanowire. The schematic view of their measurement setup is shown in
Fig. 8.11a. The photocurrent is lower if the light is polarized perpendicular to the

Fig. 8.11 a The setup for scanning photocurrent measurement. b The scanning photocurrent
image of Si nanowires while the light polarization is parallel to the axis of nanowire as the
photocurrent enhanced from 0 nS (red color) to 1,000 nS (yellow color). Upper inset:
perpendicular orientation of light, Bottom inset: AFM image of the device. c The measured
photocurrent of Si nanowire as a function of light intensity. d The photocurrent of Si nanowire by
varying the angle of light from 0 to 180� [38]
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axis of the nanowire instead of parallel (Fig. 8.11b and d). The photocurrent
anisotropy ratio of nanowire to the polarization of the light is given by:

r ¼ ðDGjj � DG?Þ
�
ðDGjj þ DG?Þ ð8:26Þ

where DGjj and DG? is the photocurrent change when the emitting light is parallel
and perpendicular to the axis of nanowire, respectively. This dependency of
photocurrent on anisotropy ratio could be attributed to the anisotropy in light
absorption, arising from the difference in dielectric constant of Si nanowire and its
surroundings (11.8 compared to 1) [38].

Kim et al. [40] investigated the effect of different dopants on the photoresponse
of Si nanowires by mixing B2O3 and P powder with SiO for p-type and n-type
nanowires, respectively. They placed the above mixture at the center of an alumina
boat, followed by heating the furnace system at 1,380 �C for one hour. The carrier
gas consisted of Ar and H2 flowing at a rate of 500 sccm at a pressure of about
250 Torr. The Si nanowires were 50–100 nm in diameter and 10–50 lm long. The
photodetectors on Si/SiO2 substrate with Ti and Au contacts had a separation
distance about 3 lm between the electrodes (Fig. 8.12a and b). The current–
voltage curves of fabricated undoped Si nanowire-based photodetectors in dark
current and under illumination of 325 and 633 nm wavelengths showed an
increase in photocurrent with increasing wavelength. The mechanism of photo-
response of Si nanowires is different from that of ZnO since the existence of
oxygen ions on the surface of Si nanowire could not affect the dominant process of
electron–hole generation by light. In other words, not only electrons can partici-
pate in photocurrent of Si nanowire but also holes might have the same function.
The doped nanowires are more sensitive to 325 nm than 633 nm compared with
the undoped Si nanowires (Fig. 8.12c–e). The n-type Si nanowire might be heavily
doped and the Fermi levels might be merged deeply into the conduction band;
then, the energy of photons at 633 nm might not be enough to pump the electrons
from the valance band to the conduction band. For p-type Si nanowire, which is
doped heavily, the significant difference between Fermi level and conduction band
might be the corresponding reason.

Another group IV element, Ge (Eg = 0.68 eV) is a promising material for
photodetectors in the visible and near-IR regions [42]. Single Ge nanowire-based
photodetectors exhibited sensitivity to visible light even in low intensity due to
their large absorption of light, which makes them ultrasensitive photodetectors in
the normal intensity of sunlight (100 mW/cm2). Their high gain is attributed to the
charge trapping on the surface. Compared to Si, Ge nanowires have larger
quantum efficiency due to their short penetration depth in the visible light spectra
[43]. The performance of the photodetector system can be improved by employing
a nanowire array-based photodetector instead of a single-nanowire detector. Yan
et al. [42] compared the two configurations and as seen in Fig. 8.13, the reset time
of the photodetector can be improved greatly by using a network of nanowires due
to changing the active detection channel. The reset time of single-nanowire-based
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devices with an ohmic contact is more than 70 s while the network devices with
Schottky contact show faster reset time of just 1 s. The network device is char-
acterized by nanowire–nanowire junctions, which dominate the electron conduc-
tion. This intrinsic junction barrier depicts Schottky barrier exhibiting fast
modulation rates under illumination (Fig. 8.13e). Contacts can affect the photo-
current of Ge nanowires, as reported by Kim et al. [44] who studied both Schottky
and ohmic contacts for a single Ge nanowire-based photodetector. In the case of
Schottky contact, the local electric field at the contact accelerates the electron–hole

Fig. 8.12 a SEM image of Si nanowires synthesized by thermal CVD. b Optical microscope
image of Si nanowire-based photodetector; Time-resolved photocurrent measured under
illumination of 325 nm and 633 nm. c Undoped Si nanowire. d N-type Si nanowire. e P-type
Si nanowire [40]
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pairs generated by the illumination, when the remaining carrier transport is dif-
fusion-limited. In an ohmic contact, the carrier generation rate is uniform due to
the uniform applied field along the nanowire channel and the carriers move along
the linear potential profile through drift mechanism. This work also showed an
inverse relation between the gain and photoconductivity with the nanowire
diameter.

8.5.2 Group VI

Selenium exhibits unique properties such as high photoconductivity, large piezo-
electric and thermoelectric effects. Solution-based techniques have been used for

Fig. 8.13 Photocurrent and photoresponse behaviors of Ge nanowire by fabricating single-
nanowire based a–c and network-based devices d–f. The scale bars in the inset images of b and
e are 5 lm [42]
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synthesizing Se nanowires [45, 46]. Gates et al. [45] described a facile method to
synthesize Se nanowires 10–800 nm in diameter and up to 100 s of microns long.
They observed an enhancement by *150 times in the measured conductivity
between dark and illuminated conditions of 3 lW/lm2. By increasing the light
intensity to 10 lW/lm2, the photoconductivity increased nearly 70 times com-
pared with dark conditions. The enhancement in conductance of Se nanowire (as a
p-type semiconductor) after illumination could be attributed to the existence of
oxygen. The electronegativity of electron is higher than that of selenium, which
means it adsorbs electron more easily. Therefore, oxygen can increase the lifetime
of the holes and decrease the electron lifetime by disturbing the initial balance of
electrons and holes [46].

Tellurium as a typical p-type narrow-bandgap (0.35 eV) semiconductor mate-
rial shows some unique features including photoconductivity, non-linear optical
response, and thermoelectric effects [47]. The photoresponse of Te nanowires,
grown by Langmuir–Blodgett technique, showed a significant enhancement in
photocurrent by increasing the light intensity [48].

8.5.3 Group III–V

III–V compound semiconductors are one of the most important materials for
applications in electronics and optoelectronics. The promise of nanowire-based
photodetectors in this material system is due to their very good transport properties
and easy processes to make alloy compounds, thus allowing tuning of the optical
absorption by varying the bandgap energy [1].

8.5.3.1 III-Arsenides

Thunich et al. [49] investigated the photocurrent and photoconductance of GaAs
nanowires, synthesized by MBE technique. The origin of photocurrent generation
was the Schottky contact between the nanowire and the source–drain electrodes.
They observed photogating phenomenon involved in photoconductance, which
means photoexcited electrons get trapped at the nanowire surface, acting as neg-
ative voltage on the p-type nanowire. On the other hand, free excess holes excited
by optical source can play a role in photoconductance of the nanowire by raising
the Fermi energy of holes inside the nanowires (photo-doping effect). The GaAs
nanowires exhibit a polarization-dependent behavior, while their photocurrent
changed by varying the light direction from parallel to perpendicular. GaAs and
AlGaAs nanowires synthesized through VLS route showed an ultrafast photo-
conductive response (\100 ps) to 400 nm laser light [50].

InP nanowire-based photodetectors showed fast photoconductive response of
14 ps at 780 nm by using an array of InP nanowires, which were grown in a
coplanar waveguide transmission line [51]. Polarization-sensitive photoresponse of
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InP nanowire was investigated by Wang et al. [52], who fabricated photodetectors
using a single nanowire grown via a laser-assisted catalytic growth. They observed
that polarization ratio of InP nanowires is around 0.96, which is independent of the
nanowire diameter between 10 and 50 nm. By increasing the light intensity, the
conductance of the individual InP nanowires can be enhanced by two to three orders
of magnitude, which is attributed to the direct carrier collection at the nanowire–
metal contact. The wavelength does not affect the polarization anisotropy of
photocurrent for energies higher than the bandgap of nanowire.

8.5.3.2 III-Nitrides

III-nitride-based nanowires have been employed to fabricate photodetectors for
UV detection, which can be extended to visible spectrum by an alloying process
[36, 53–55]. GaN with 3.4 eV is an ideal candidate for UV detection due to its
attractive properties including relatively high mobility, a sharp cutoff wavelength
and high-quantum efficiency [56]. CVD and MBE have been used to synthesize
GaN nanowires. Photodetectors fabricated using GaN from these two methods
differ significantly in the photocurrent gain, mainly due to the resulting material
properties. First, the carrier concentration (n) of the CVD-NWs is in the range of
1018–1020 cm-3, while that of the MBE-NWs is one or two orders of magnitude
lower (n = 1017–1018 cm-3). The carrier concentration affects the width of the
depletion layer, which is estimated to be 10–30 nm and 50–100 nm for CVD-NWs
and MBE-NWs, respectively. Second, the orientation of the nanowire either m- or
a-axial for CVD-NWs or c-axial for MBE-NWs also may have an effect on the
photocurrent [36, 57].

Han et al. [53] synthesized GaN nanowires by CVD and then fabricated a
single-nanowire-based device. The morphology of grown nanowires is shown in
Fig. 8.14a. The photoresponse of the GaN nanowire-based device was measured at
two wavelengths of 254 and 365 nm with a power density of 3 mW/cm2. As seen
in Fig. 8.14b, the GaN nanowires respond to the UV light at these wavelengths
significantly, although the photoconductance decreases from 258.3 to 23.4 nS
when the wavelength is increased. The nanowires exhibit a fast recovery because
the recombination of electron–hole pairs is fast (Fig. 8.14c and d).

The diameter-dependent photoconductivity of GaN nanowires was investigated
by Chen et al. [58]. They observed three orders of magnitude decrease in photo-
current from 10-5 to 10-8 A when GaN nanowire diameter is reduced from 120 to
20 nm. They reported the critical diameter (dcrt) for GaN nanowires grown by
CVD to be 30–40 nm, while that for MBE is around 90 nm. Below the dcrt, the
product of carrier lifetime and mobility (ls), which defines the transport and
collection efficiency of photocarriers, decreases significantly. Nanowires, com-
pared with thin films, show three orders higher ls values, and hence higher
photoefficiency. As the nanowire mobility does not change very much by varying
the diameter of the nanowire (10–50 cm2/Vs for 10–200 nm diameter), the main
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impact comes from the carrier lifetime. When the nanowire diameter is below the
critical diameter, the neutral region disappears; reducing the surface barrier height
(/b) results in lifetime of carrier being reduced. Meanwhile, surface band bending
induces longer carrier lifetime in GaN nanowires.

The photoresponse of aluminum nitride (AlN) with the highest bandgap
(*6.2 eV) and indium nitride (InN) with the lowest bandgap (*0.6 eV) among
III-nitride semiconductors has been investigated [54, 55]. Chen et al. [55] syn-
thesized InN nanowires via MOCVD at 480 �C and measured the photoresponse of
InN nanowire photodetector under illumination of 808 nm in the IR region. Since
high thermal current is one of the frequent problems in narrow-bandgap semi-
conductors, they investigated the effect of temperature on the performance. They
observed a reduction in thermal current and enhanced photocurrent at low tem-
peratures, which appear to be two major advantages for using InN nanowires.

Fig. 8.14 a SEM image of GaN nanowires. Inset: SEM image of the fabricated device contacted
by two Au/Ti electrodes. b Current–voltage characteristics of a GaN nanowire without and with
UV illumination. c Time-resolved measurement of GaN nanowires, the UV illumination of
254 nm (red color) and 365 nm (blue color). d One cycle of the GaN nanowire response to UV
light of 254 nm [53]
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8.5.4 Group II–VI

Three main compounds in group II–VI for fabrication of photodetectors include
sulfides, selenides, and tellurides due to the wide range of bandgaps and the ability
to cover from UV to IR.

8.5.4.1 Sulfides

Reports on the photoconductive response of CdS nanowires are very limited
[59–61]. Kouklin et al. [59] observed that the resistance of CdS nanowires
increases by one to two orders of magnitude, most likely due to electron trapping
from the nanowire into the surrounding alumina following photon absorption and
formation of empty traps in the bandgap. Consequently, recombination between
resulting holes in the valence band and electrons in the conduction band could
cause a significant drop in conductance. For this reason, CdS nanowires exhibit a
negative photoresponse, which may find applications in optically controlled
switches and ‘‘normally-on’’ infrared photodetectors.

8.5.4.2 Selenides

Various types of selenide nanowires such as CdSe, ZnSe, PbSe, and InSe respond
to light illumination. CdSe (1.74 eV) is considered to be a promising material for
fabricating photodetectors in the visible spectrum. Gu et al. [62] investigated the
photoresponse of CdSe nanowires in the visible spectrum by illumination at
632.8 nm. They reported an increase in the nanowire conductivity and an ‘‘ON/
OFF’’ ratio of 5.5. The response and recovery times for CdSe nanowires, syn-
thesized via electrodeposition by using self-organized single-walled carbon
nanotubes as a template, were 9.1 and 3.2 ms, while the corresponding values for
lithography patterned nanocrystalline CdSe nanowires were 20 and 30 ls [63].

Zinc selenide (ZnSe) with a bandgap of 2.7 eV at room temperature is another
material from the selenide group useful in optoelectronics applications. Both a
single ZnSe nanowire [64] and an array of ZnSe nanowires [65] were studied as
visible and UV light detector [66]. The single ZnSe nanwire-based device
exhibited a very high responsivity, greater than 22 A/W at 400 nm excitation
wavelength [64], although the measured photocurrent had a slow decay component
attributed to the surface states or deep levels in the nanowire core; the higher
responsivity of ZnSe nanowires could be related to this fact that the responsivity is
proportional to the excess carrier generation rate and life time, which is long
enough for ZnSe [64]. Philipose et al. [65] reported an inverse dependency of
photocurrent with frequency for an array of ZnSe nanowires, while by increasing
frequency a reduction in measured photocurrent was observed due to deep center
capture.
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Nanowires of a ternary compound of Zn, Cd, and Se known as alloy nanowires
can be used to construct a variable-wavelength photodetector. Yoon et al. [67]
synthesized ZnxCd1-xSe nanowires through VLS technique by thermal evapora-
tion of ZnSe and CdSe powders. The synthesis temperature varied from 825 to
528 �C and Si and sapphire substrates coated with gold as catalyst were used.
Photoluminescence measurements were done to determine the bandgap of the
nanowires by varying the amount of Zn, as seen in Fig. 8.15. Similar to other
ternary compound semiconductors, bandgap bowing effect can be observed by the
approximate linear dependence of bandgap energies to the Zn content. The

Fig. 8.15 a Photoluminescence spectra of ZnxCd1-xSe nanowires. b The bandgap energies of
ZnxCd1-xSe nanowires versus Zn content. c Photocurrent of ZnxCd1-xSe nanowires as a function
of wavelengths. d Time-resolved measurement of ZnxCd1-xSe nanowires for ZnSe (black),
Zn0.31Cd0.69Se (blue) and CdSe (red) [67]
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photoresponse of ZnxCd1-xSe nanowires in response to incident light from 400 to
800 nm at an applied bias voltage of 5 V is shown in Fig. 8.15c. The photocurrent
of alloyed nanowires decreases when the energy of the incident light is lower than
the nanowire bandgap. As mentioned before, radiation with energy higher than the
bandgap has the capability of generating electron–hole pairs resulting in an
enhancement in current. CdSe detectors show slower response recovery behavior,
attributed to adsorption and photodesorption of O2 on the surface of CdSe nano-
wires. Other detectors, for example, ZnSe and Zn0.72Cd0.28Se, show the capability
of fast switching between low and high currents reversibly (Fig. 8.15d).

Individual InSe single-crystalline nanowires, upon irradiation of white light on
the device, responded with an ‘‘ON/OFF’’ ratio as high as 50. In ‘‘ON’’ and ‘‘OFF’’
conditions, the device showed a ‘‘low’’ current under dark condition and upon
illumination, ‘‘high’’ current state would be observed. Importantly, if the switching
in these two states was fast and reversible, it could be concluded that the photo-
detector has a high performance. On the other hand, by calculating the dependence
of the photocurrent of InSe nanowires on power density (h = 0.67 from Eq. 8.11),
excellent photocapture in the InSe nanowires was realized [68]. Single-crystalline
In2Se3 nanowires were synthesized by Zhai et al. [69] via thermal evaporation

Fig. 8.16 a Schematic of the fabricated device for photocurrent measurement. b Current–voltage
characteristics of In2O3 nanowires in dark and under illumination. Inset: SEM image of single-
nanowire device. c Time-resolved measurement of In2O3 nanowire-based photodetector in
response to light with 500 nm wavelength and a period of *20 s at an applied voltage of 3 V.
d The enlarged portion of 122.4–124.2 s and 139.3–141.2 s ranges, showing the fast response of
the fabricated device [69]
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method and a fast, reversible and stable response to visible light was demonstrated
using these nanowires. As shown in Fig. 8.16b, 500 nm-light at an intensity of
2.81 mW/cm2 induced an enhanced photocurrent compared to dark current. A
reset time of 0.3 s confirms the high photosensitivity and quick photoresponse of
In2Se3 nanowires, attributed to superior crystal quality with lower defects and
induced traps, and the large surface-to-volume ratio of the nanowires.

8.5.4.3 Tellurides

Among II-tellurides, ZnTe nanowires with a wide and direct bandgap of 2.26 eV
exhibit more sensitivity to green/UV light, but only a few studies have been
devoted to the photoresponse of ZnTe nanowires [70–72]. Cao et al. [70] syn-
thesized ZnTe nanowire by a simpler and low cost vapor transport method com-
pared to the MOCVD approach by Li et al. [72]. Figure 8.17 shows a high density
of ZnTe nanowire. After dispersing them in alcohol and spreading onto a Si/SiO2

wafer with 500 nm oxide layer, two contact pads of Ti (2 nm) and Au (60 nm)
were deposited as electrodes via photolithography (Fig. 8.17b). The sensitivity of
ZnTe nanowires to wavelengths longer than 600 nm is rather low, while the
maximum sensitivity is observed at *500 nm green light. The photoresponse of
ZnTe nanowire under dark and illumination conditions is shown in Fig. 8.17c. An
enhancement of photoconductance is seen due to a hole accumulation layer which
is formed near the surface of the nanowire. Oxygen adsorption by ZnTe (p-type)
may lead to an increase in hole concentration in the nanowires by capturing
electrons [70]. The high density of states due to the dangling bond at the surface of
the nanowire reveals trapping mechanism via oxygen adsorption. The dependency
of photocurrent on light intensity (h = 0.23) is attributed to carrier traps in the
nanowire, while for other II–VI semiconductors h varies between 0.5 and 1. The
high number of trap states in the nanowire might have resulted in this small value
of h.

8.5.5 Metal Oxides

Metal oxide nanowires have been widely employed in fabrication of photodetec-
tors due to their wide bandgap and large surface-to-volume ratio. Since their
conductive and photoconductive properties are affected by surface chemistry
substantially, they are considered to be ideal candidates for gas and chemical
sensing [1]. These include binary metal oxides such as ZnO, SnO2, In2O3, CdO,
Ga2O3, Cu2O, Fe2O3, and ternary metal oxides such as ZnSO3, ZnGa2O4.
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8.5.5.1 Zinc Oxide

Zinc oxide, with a wide bandgap of 3.37 eV at room temperature and a large
exciton binding energy of 60 meV, ensures efficient excitonic ultraviolet emission
and has attracted a lot of interest for optoelectronic applications. One-dimensional
ZnO nanostructures can be synthesized by either physical vapor deposition
methods at high temperature (500–600 �C) or chemical approaches at low tem-
perature (*70 �C) on diverse substrates [73]. Kind et al. [26] explored the pho-
toconductive response of ZnO nanowires, which are sensitive to ultraviolet light.
They noted that individual ZnO nanowires show insulating behavior in the dark
with a resistivity more than 3.5 MX-cm. By illuminating with UV light, (wave-
length below 380 nm and intensity of 0.3 mW/cm2) the resistivity of nanowires
was shown to decrease by 4–6 orders of magnitude (Fig. 8.18). The potential of
ZnO nanowires in optical switches was evaluated with the measurement of ON and
OFF states under dark and UV exposure, respectively. The sensitivity was
investigated by exposure to two wavelengths of 532 and 365 nm; the ZnO
nanowires responded to the UV light significantly but the green light cannot induce
a photoresponse, and hence, the response exhibited a cutoff at 370 nm (Fig. 8.18b
and c).

Fig. 8.17 a SEM image of ZnTe nanowires synthesized by VLS technique. b Schematic of the
fabricated device for photoresponse measurement. c Current–voltage behavior of a single ZnTe
nanowires in dark and under illumination. d Photocurrent of a single ZnTe nanowrie as a function
of light intensity. Both the photocurrent and light intensity are in log scale [70]
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Prades et al. [74] enhanced the response of the fabricated photodetector by
reducing the distance between the electrical contacts, raising the width of the
photoconductive area, or improving the mobility of nano material. Kim et al. [75]
studied the effect of drain–source (Vds) and gate–source (Vgs) voltages on the
sensitivity of ZnO nanowire-based FET, in which they observed the highest value
for on/off current ratio (photo-to dark-current ratio of *106 upon UV exposure)
and at the ‘‘bottom’’ of the subthreshold swing region. It should be emphasized
that integration of individual nanowires into the photodetector is a main issue.
Conventionally, many groups have employed a ‘‘pick and place’’ method. Col-
lecting nanowires grown on the substrate, making a suspension, and dispersing
them on the fabricated device are the main steps in this approach. Next, processes
such as photolithography, electron beam lithography, and focused ion beam (FIB)
have to be used to deposit metallic contacts. Therefore, fabrication of this type of
photodetectors is complicated, time-consuming, and expensive. Li et al. [76]
introduced a new technique to bridge a nanowire as a cost-effective and efficient
alternative; in this approach, by etching a trench into a single crystal substrate,
nanowires can be grown by one of the usual methods across the trench from one

Fig. 8.18 a Current–voltage characteristics of a single ZnO nanowire in dark (•) filled circle and
under illumination (m) of UV light with 365 nm and 0.3 mW/cm2 as the light wavelength and
intensity, respectively. b Reversible switching of a single ZnO nanowire when the light source
was on and off. c Sensitivity of a single ZnO nanowire to light illumination with different
wavelengths of 365 and 532 [26]
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electrode to another (Fig. 8.19a and b). They employed CVD with gold as the
catalyst. The photoresponse of their device studied by exposure to UV light
(350 nm) showed a high responsivity and fast response time. The conductance of
the synthesized ZnO nanowires increased by one order of magnitude at 50 nW/cm2

and by five orders of magnitude at 48 mW/cm2 (Fig. 8.19c). Figure 8.19d shows
the dependency of photoresponse of ZnO nanowires, while the UV light is turned
on and off.

8.5.5.2 Tin Oxide

Tin oxide (SnO2) is an important n-type metal oxide semiconductor (3.6 eV) due
to high-quantum efficiency, enhanced surface-to-volume ratio of nanowires, and
conductivity change depending on surface properties such as molecular adsorption
or desorption. The photoconductance of SnO2 nanowires exhibits a strong
dependency on their size. Interestingly, significant on/off ratios have been
observed even for short illumination periods. A blue-shift in photoresponse fol-
lows a decrease in nanowire diameter, attributed to the confinement of charge
carriers in nanowires. Kim et al. [77] reported the preparation of SnO2 nanowires
using CVD to compare the photoresponse of aligned tin oxide nanowires with that
of a random network. According to their measurement, the conductance of NWs
enhanced from 0.12 lS to 83.9 lS under UV exposure at Vds = 2. Regarding the
power law, the power constant of tin oxide nanowires was calculated as 0.64,
which meant at the inter junction of nanowires, a number of photoexcited carriers
were lost due to recombination. They attributed the slow responsivity of the grown
nanowires to the slow process of adsorption and desorption as Prades et al. [78]
reported before for ZnO nanowires. They found that the aligned SnO2 nanowires
show a strong polarization-dependency behavior in contrast to the random network
of nanowires.

8.5.5.3 Copper Oxide

Copper oxide (Cu2O) is a p-type direct bandgap semiconductor (Eg = 2.17 eV)
with advantages such as non-toxicity, low cost, wide availability and a large
exciton binding energy (*140 meV). Liao et al. [79] synthesized Cu2O nanowires
by reduction of CuO nanowires with hydrogen gas. Initially, they produced CuO
by oxidation of Cu foil in the atmosphere and introducing a gas mixture (H2/Ar
20 % atmosphere) at 200 �C for 1 h. The grown nanowires were 20–30 lm and
50–100 nm in diameter. The electrical characterization of Cu2O nanowires
under dark conditions and exposure to blue light (488 nm) clearly showed the
photoresponse of the nanowires. The reversibility and reproducibility of Cu2O
nanowires from the time-resolved measurements of ‘‘ON’’ and ‘‘OFF’’ currents for
six cycles remained the same, showing a fast response to blue illumination in air
and at the room temperature.
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8.5.5.4 Gallium Oxide

Monoclinic gallium oxide (b-Ga2O3) is a promising n-type oxide semiconductor
with a wide direct bandgap of 4.2–4.9 eV for use in solar-blind photodetectors.
This type of photodetector, which works between 200 nm to 290 nm, is applicable
for detection of weak signals under intense background radiation. Feng et al. [80]
grew b-Ga2O3 nanowires on a silicon substrate coated with gold by evaporating
gallium under controlled conditions to study their performance as a solar-blind
photodetector. They observed a substantial increase, near three orders of magni-
tude, in the measured current upon exposure to 254 nm light. The response and
recovery times over seven cycles were 0.22 s and 0.09 s, respectively.

8.5.5.5 Indium Oxide

Indium oxide (In2O3) has a direct bandgap of *3.6 eV and *2.5 eV as indirect
bandgap. It has been used in solar cells and organic light emitting diodes using the
bulk material, and ultra-sensitive toxic-gas detectors using thin films. Zhang et al.

Fig. 8.19 a SEM images of ZnO bridging nanowires. Inset: an optical microscope image of the
fabricated device; the scale bar is 1 mm. b Higher magnification of the area outlined in white in
(a). c Current–voltage characteristics of the ZnO bridging nanowires under various intensities of
light. d Time-resolved measurements of ZnO nanowires by switching UV light between on (at
30 s) and off (at 90 s) [76]

8 Nanowire Field Effect Transistors in Optoelectronics 219



[81] studied the photoconducting properties of In2O3 nanowires by fabricating
devices based on individual nanowires. They employed a laser ablation technique
via vapor–liquid–solid mechanism to produce nanowires 10 nm in diameter and
3 lm long. The HRTEM image shown in Fig. 8.20a reveals that the nanowires are
single-crystalline in nature grown along [100] direction. The linear conductance of
the fabricated device was around 1.7 9 103 nS, while exposure to UV light at
254 nm, raised it to 5.0 9 103 nS indicating a sensitivity of 104 (Fig. 8.20b). The
fabricated device based on In2O3 nanowires exhibits a good reversible behavior
while the UV light was turned on and off. The time response, defined as the time
required for increasing the conductance by one order of magnitude, was estimated
as 10 s. Figure 8.20d presents the photoresponse of In2O3 nanowires; after
exposure to UV light (254 and 356 nm), significant current was observed at lower
wavelength (33 nA compared with 290 nA). Considering the direct bandgap of
In2O3 (3.6 eV), photon energy of 254 nm-light (4.9 eV) is large enough for
generating photoexcitated carriers while the photon energy of 365 nm-light is
smaller than the energy gap of In2O3 nanowire.

Fig. 8.20 a HRTEM image of an In2O3 nanowire (top) and SEM image of the fabricated device
(bottom). b Current–voltage characteristics of the In2O3 nanowire-based device in dark and under
UV illumination. c Time-resolved measurement of the fabricated device. d Photoresponse of the
In2O3 nanowire to UV exposure with 254 and 365 nm as the wavelengths [81]
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8.6 Challenges and Future Prospects

We have discussed in this chapter an overview on different concepts of photo-
detection, one-dimensional nanostructure-based photodetectors and diverse
materials employed in device fabrication. Although construction and integration of
photodetectors based on 1-D nanostructures have been advancing, several issues
remain in realizing practical systems. Given the importance of material in
photodetector fabrication and the complex kinetics and growth mechanisms
involved, significant strides have been made toward the synthesis of high-quality
nanomaterials for photodetector applications. Remaining challenges include
precise control of diameter, length, density and crystallization as well as good
control of nanowire quality: defects, traps, surface states, and orientation. Both
direct growth on and transfer of elsewhere-grown nanowires to the substrate have
been employed. Consideration must be given to the selection of the target substrate
keeping in mind the lattice constant, material and thermal mismatch. The ‘‘pick
and place’’ method is common at present in device fabrication in the photodetector
field but this limits the throughput or large wafer-scale fabrication. Making con-
tacts (Schottky or Ohmic) is a big challenge as it is critical for reliable and stable
performance. Future research must focus on improvement of nanowire alignment
and network assembly techniques to fabricate array of detectors on wafer-scale.
Finally, sensitivity, selectivity, and stability are the anticipated features of the next
generation of photodetectors. Demonstration of these attributes in statistically
meaningful number of devices in a batch and system development is a must for
successful commercialization.
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Chapter 9
Nanowire BioFETs: An Overview

M. Meyyappan and Jeong-Soo Lee

Abstract In this chapter, the biosensing as a key element of nanotechnology and
commanding a wide range of applications is discussed, e.g., fast and efficient
clinical diagnostics, health care, security, environmental monitoring, etc. The
operation and sensing mechanism of BioFETs and ion-sensitive FETs are elabo-
rated on a molecular level, based upon the molecular recognition between target
and probe molecules and the input gate voltage and output ON current of the
conventional FETs. In particular, the extended roles of the gate electrode of
BioFETs as the probing surface are highlighted, in comparison with the conven-
tional gate electrode, together with the physical and biological processes for
detecting target molecules. Moreover, the bottom-up syntheses of vertical and
horizontal nanowires are presented and the ensuing nanowires are characterized.
Also, the top-down and bottom-up approaches for processing nanowires are
compared by taking as criteria the process complexity and quality of the nanowires
produced. Finally, the future prospects of bio-sensing are presented.

Abbreviation

LED Light-emitting diode
UV Ultraviolet
IR Infrared
NEP Noise-equivalent power
SWCNT Single-walled carbon nanotube
FET Field effect transistor
CVD Chemical vapor deposition
SAED Selected-area-electron diffraction
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VLS Vapor-liquid-solid
PECVD Plasma enhanced chemical vapor deposition
FIB Focused ion beam

9.1 What is the Need for Biosensing?

A biosensor is a device that can identify the presence and/or provide quantitative
measurement (such as concentration) of a biochemical species in a sample. The
need for biosensors is ubiquitous in modern society: clinical diagnostics, health-
care, early warning biothreat detection, water quality monitoring, food quality
monitoring and related agricultural applications, environmental monitoring and
many more [1–5]. The concept of a lab-on-a-chip has been around for over a
couple of decades. As a system, it attempts to integrate various subsystems such as
the biosensor with auxillaries including fluidic components (valves, channels etc.)
to transport the samples, concentrators, separators, heaters etc. The motivation for
the lab-on-a-chip is the desire to perform an entire set of analytical operations—
normally done by many technicians in a laboratory—just at the chip level. The
advantages are obvious: speed (minutes to an hour vs. days), smaller sample
volumes, and cost savings through automation. These systems are developed
typically on silicon, glass or plastic substrates and designed to be disposable, at
least in the area of biomedical and clinical diagnostic applications. For example,
routine health screening may need a system that can monitor pH, cholesterol,
complete blood count, white blood cell count, urine analysis, biomarkers for heart
disease, and the metabolic panel (Na, K, Ca, etc.). Municipal water quality
monitoring typically involves analysis for about fifteen pathogens including E-coli,
salmonella, and other bacteria, protozoa and viruses.

9.2 Biosensors

The sensor is the critical component of the system discussed above and may typ-
ically work based on a ‘‘lock and key’’ approach. Alternatively known as the
affinity-based approach, it involves choosing a probe a priori that is designed to
bind selectively to the target of interest [1]. The probe can be of any type including
DNA, RNA, antibody, aptamer and others. The binding event manifests as a change
in some measurable property of the surface supporting it. For example, a cantilever
may show different bending levels for the bare cantilever, after functionalization
with the probe, and following the probe-target hybridization. Optical techniques
include monitoring the fluorescence or surface plasmon resonance. One of the most
common methods is to measure current or voltage from an electrode. Aside from
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electrochemical measurements [2, 4, 6–10] involving cyclovoltammetry,
amperometry and impedance spectroscopy, electrical transduction also includes
monitoring the change in current–voltage characteristics of a field effect transistor
(FET) appropriately treated with the biological probes [5, 11–24]. Fabrication and
characterization of semiconducting nanowire-based biological FET or BioFET and
its applications are the subject of this chapter.

9.3 What is a BioFET?

The biofield effect transistor is a special form of FET used for sensing biomole-
cules in a fluid system (see Fig. 9.1). The conventional field effect transistor is a
three-terminal device consisting of source, gate, and drain electrodes. The gate
regulates the current flow between the source and the drain just like a valve
regulates fluid flow due to the pressure difference between two points in a pipe.
The analogous driving force in the FET is the voltage difference between the
source and the drain. The FET is a unipolar device, implying that current is
conducted only by electrons or holes.

The essential part of a BioFET—also known as ion sensitive FET or ISFET—is
the gate electrode replaced by the gate dielectric, electrolyte, and a reference
electrode [25–30]. The electrical contact to the electrolyte is provided by a
reference electrode which is placed in the electrolyte solution. The channel
conductance or resistance is modulated by the electrostatic field generated by the
reference electrode. Usually, the channel is covered by dielectric materials such as
Al2O3, Si3N4, SiO2, Ta2O5 [30]. The ion concentration in the electrolyte affects the
electrostatic field and the channel potential across the electrolyte/dielectric/semi-
conductor system.

In pH-sensing applications, the H+-specific binding sites on the surface can be
protonated and deprotonated, and thus, a variation of pH value will change the

SU8
Gate

Antibody
Target Molecule
Other Molecule

Source

Drain

SU8

Fig. 9.1 Schematic of a
BioFET
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channel potential. For example, the hydroxyl group at the surface can exchange
protons with the electrolyte via the following chemical reactions.

SiOH, SiO� þ Hþ

SiOH + Hþ , SiOHþ2

The typical binding sites are the hydroxyl groups on the oxide surface and the
silanol (SiH3OH) and amine (SiNH2) groups on the nitride surface.

In biosensing applications, a probe molecule, which is immobilized on the
dielectric surface, binds selectively with the target molecule in the electrolyte. This
binding event can change the channel potential and then be detected by measuring
the change of drain current or gate voltage.

9.4 Nanowire Synthesis

For the construction of nanowire-based BioFETs, a choice must be made first
about the material, and then, an appropriate synthesis technique for that nanowire
needs to be selected. From a conventional manufacturing point-of-view and future
integration with processing chips, silicon nanowire appears to be the safe choice.
Nevertheless, a variety of other materials, particularly oxide nanowires such as
In2O3, ZnO etc., have been pursued in the literature. Regardless of the material, the
nanowires can be fabricated either by a bottom-up approach or conventional top-
down method involving etching to produce the desired cylindrical nanowire form
out of a thin or thick film. Both approaches are described below. A detailed
background on inorganic nanowires, growth methods, properties and applications
including biosensors can be found in Ref. [31].

9.4.1 Bottom-Up Synthesis Techniques

The material choices for nanowires are Si, Ge, metal oxides etc. as mentioned
earlier and these materials have long been grown as thin and thick films using
chemical vapor deposition (CVD) and other epitaxial techniques. In the bottom-up
preparation of nanowires also, the same precursors or source gases are used at
more or less the same processing conditions as in the case of thin film growth.
Then, what makes nanowire growth possible? There must be a guiding force to
form the cylindrically shaped nanowires. An obvious choice would be to use a
preformed template with the desirable pore size that can guide the growth into
cylindrical nanowires. Anodized alumina is the most commonly used template for
this purpose, and a wide variety of nanowires have been successfully grown using
this template. The disadvantage of this method is that the template itself needs to
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be removed prior to the use of the nanowires in device fabrication. Often the
template removal is achieved through some acid treatment which may damage the
nanowire and/or introduce defects.

A successful alternative to template growth is a catalyzed-CVD approach, often
known as the vapor-liquid-solid (VLS) technique [31]. A laboratory VLS reactor is
a quartz tube inserted into a two-zone furnace shown in Fig. 9.2. The source vapor
can be generated in any number of ways in the upstream zone depending on the
desired material, as will be discussed shortly. The growth substrate consists of a
catalyst, typically a thin metal layer (gold, In, Ga etc.) or mono-dispersed colloids
of that metal, if readily available. The catalyst layer may be prepared either by
sputtering or thermal evaporation. At the growth temperature, this thin layer breaks
up into tiny droplets which remain in a molten state. The source vapor dissolves
into the droplet and when supersaturation is reached, material begins to precipitate
in the form of nanowires as shown in Fig. 9.3. Invariably, the catalyst particle ends
up at the top of the growing nanowire in the VLS process which allows easy
removal through acid wash or chemical mechanical polishing of vertical nanowires
during device processing.

In the case of silicon nanowires, silane (or SiCl4) diluted in H2 may be used as
feedstock as in the case of the corresponding thin film growth [31–34]. For GaAs
nanowires, (CH3)3Ga/AsH3 feedstock common in MOCVD may be used [31, 35,
36]. For most oxide nanowires, the common practice in VLS growth is subli-
mation of the corresponding high purity (99.999 % or higher) powder [31, 37, 38].
This sublimation approach also works well for a variety of tellurides, selenides
and other materials as long as the high purity powder form of the source is
available [39–42] and the sublimation temperature is reasonable without the need
for high temperature furnaces (over 1,000 �C). It is possible to mix two or more
source powders for growing ternary nanowires [43] (e.g., Ge2Sb2Te5). Gold is the
widely used catalyst in nanowire growth reported in the literature. Gold modulates
carrier recombination in both n- and p-type silicon, since high-mobility interstitial
gold atoms can transform into electrically active substitutional sites. Therefore, it
is desirable to look for alternatives to gold. Fortunately, a wide variety of group
III, IV, V, and VI metal elements have been found to be useful as catalyst except
for Ir and Pt [44]. The only correlation appears to be the inverse dependence of
nanowire growth density on the melting point of the catalyst metal. In this regard,
indium (In) is a low-melting metal that is useful as a catalyst for the growth of Si
and other nanowires, allowing growth zone temperature to be as low as 150 �C
[45]. Gallium also is another low-melting candidate (*450 �C) suitable for
nanowire growth [46].

Figure 9.4 shows a random mat of silicon nanowires grown on a silicon sub-
strate [32]. The diameter of the nanowire correlates reasonably with the catalyst
particle diameter. The length of the nanowires is several microns which can be
decreased by reducing the growth time. Figure 9.5 shows vertically oriented sil-
icon nanowires grown using a mixture of SiCl4/H2 with diameter in the range of
40–80 nm and height 1–2 lm. Only a very narrow set of conditions using this
feedgas system yield vertical nanowires in the case of silicon [32]. For example,
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Fig. 9.3 VLS growth mechanism (figure courtesy of Xuhui Sun)

Fig. 9.2 Reactor for nanowire growth by VLS approach (figure courtesy of Keivan Davami)
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SiCl4 fractions greater than 0.25 % in H2 and temperatures greater than 950 �C
yield thin and curvy wires. Similarly, a narrow set of conditions have been
identified for growing vertical silicon nanowires using the silane/H2 system as well
[33]. The silicon nanowires can be doped with boron and phosphorous to obtain
p- and n-type, respectively, as in the case of thin films [31].

The as-grown nanowires typically show exceptional surface quality, ideal for
device fabrication. It has been shown for a variety of different semiconductor
nanowires that the bandgap increases with a decrease in diameter, particularly for
sizes below the value of the corresponding Bohr radius. For example, a silicon
nanowire of 1.3 nm in diameter exhibits a bandgap of 3.5 eV, substantially larger

Fig. 9.4 Random mat of
silicon nanowires grown by
VLS method (figure courtesy
of Aaron Mao)

Fig. 9.5 Vertical silicon
nanowires grown by VLS
approach (figure courtesy of
Aaron Mao)
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than the 1.1 eV for bulk silicon [47]. This allows bandgap engineering through
control of the nanowire diameter. In spite of all the attractive features of the
bottom-up technique, it is hard to use these structures in device fabrication in a
straightforward manner. For example, attempting a ‘‘pick and place’’ approach
using the random mat of nanowires seen in Fig. 9.4 over thousands of pairs of
source-drain terminals on a large wafer is a difficult task. Direct growth by cata-
lyzed-CVD (i.e. VLS) on the prefabricated contacts for thousands of devices over
a large wafer is not easy either. The vertical nanowires can be used to fabricate
vertical surround gate transistors. In this configuration, the source will be at the
bottom with the drain contact at the top; the gate wraps around the nanowire
channel connecting the source and the drain. The report on such devices using
SiNWs uses many nanowires under one gate [48]. A gate surrounding only a single
nanowire was reported for ZnO transistor [49]. In any case, wafer-scale fabrication
of vertical nanowire transistors has not been achieved yet.

9.4.2 Top-Down Nanowires

Fabrication of nanowires using a top-down approach is straightforward with the
use of patterned etching to obtain nanowires of desired diameter and length.
Figure 9.6 shows an array of silicon nanowires created using dry etching [50].
Control of the nanowire diameter and length as well as the number of nanowires in
the channel region is much easier compared with the bottom-up process discussed
above. This is the major advantage of the top-down approach in addition to the
immediate possibility of large wafer (200–300 mm) fabrication.

9.5 Device Fabrication and Performance

In recent years, a number of reports on the fabrication and performance of
nanowire based BioFETs have appeared including a variety of bottom-up grown
nanowires [51–64] and a few conventional top-down efforts [24, 50, 65–67].
Below a concise summary of these works is presented.

Fig. 9.6 Silicon nanowires
prepared by a top-down
process involving patterning
followed by dry etching
(figure courtesy of Taiuk Rim
and Sungho Kim)
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9.5.1 BioFETS Using Bottom-Up Grown Nanowires

Cui et al. [52] were one of the first to report nanowire-based devices for biosen-
sing. They prepared silicon nanowires using a VLS approach, aligned them using a
flow approach and contacted two ends of a nanowire with electron-beam lithog-
raphy. The back-gated device was the first NW-BioFET to show a pH-dependent
conductance. The SiNWs were also modified with biotin for the detection of
streptavidin down to picomolar concentration levels. This group also demonstrated
the utility of NW-BioFETs for sensitive detection of cancer markers [55]. Incor-
poration of surface receptors into arrays of NWs allowed selective detection
of mucin-1, carcinoembryonic antigen, and prostate-specific antigen (PSA).
A comprehensive analysis of their device characteristics showed that the
NW-BioFETs provide the highest conductance response in the subthreshold
regime along with the best charge detection limit [54].

Though silicon is the most common nanowire used in biosensor construction,
oxide nanowires have been explored as well. In2O3 nanowires have been found to
possess good conductance for NW-FET construction [56–59]. Li et al. fabricated
back-gated FETs using VLS-grown In2O3 nanowires with a channel length of
2 lm. They attached PSA antibodies to the nanowire surface and demonstrated a
sensitivity of 5 ng/mL of PSA using a single nanowire conducting channel. This
group also used antibody mimic proteins which are 2–5 nm polypeptides showing
strong binding capability to their targets just like antibodies to detect nucleocapsid
protein [59]. The latter is a biomarker for severe acute respiratory syndrome
(SARS). The In2O3 NW-FET using nanowires modified with a fibronectin-based
binding apent detected N-protein at subnanomolar concentrations. This sensitivity
is comparable to many immunological detection techniques, but the NW-FET
provides results in a shorter time without the need for labeling.

Another metal oxide popular for biosensing is ZnO and the nanowire form
provides a stable oxide surface and a high surface-to-volume ratio. Choi et al. [60]
grew ZnO nanowires by pulsed laser deposition, which are 70 nm in diameter and
about 8 lm long. The nanowires functionalized with biotin were sensitive to
streptavidin binding and the device was able to detect 2.5 nM of streptavidin. Yeh
et al. [61] used a ZnO nanowire device and showed that a nonsymmetrical
Schottky contact under reverse bias is much more sensitive than a device with
symmetric ohmic contacts. Single nanowire ZnO FET has been shown to detect
uric acid as low as 1 pM concentration with a 14.7 nS conductance increase [62].

Finally, it is of interest to know the effects of nanowire diameter, number of
nanowires (single vs. multiple) etc. on sensitivity and other BioFET metrics.
Li et al. [63] conducted an investigation of these effects using silicon nanowire
FETs. They found that the sensitivity decreased with an increase in nanowires,
increase in nanowire diameter, and higher doping density. For example, devices
with 4 and 7 nanowires showed 38 and 82 % lower sensitivity than nanowires
61–80 nm in diameter. An increase in doping density from 1017 to 1019 cm-3

results in a 69 % decrease in sensitivity.
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9.5.2 Top-Down BioFETs

A schematic diagram of the SiNW ISFET fabrication process is shown in Fig. 9.7
along with a schematic of the device in Fig. 9.8. A 6-inch silicon-on-insulator
(SOI) substrate with 1015 cm-3 boron doping was used. The 675-lm-thick sub-
strate consists of 100-nm thick \100[ oriented silicon layer and a 200-nm-thick
buried oxide layer. The top Si layer was thinned to 40 nm using thermal oxidation
at 900 �C and wet etching of SiO2 with diluted HF (1:1,000 with deionized water)
to form the rectangular-shaped nanowires. The top Si layer, except the active
region, was etched using an inductively coupled plasma reactive ion etcher
(ICP-RIE) with a mixture of HBr and O2. After the device isolation process,
nanowires of 50-nm width and 10 micron length were formed using electron-beam

Fig. 9.7 Top-down process sequence for the fabrication of silicon nanowire ISFET (figure
courtesy of Taiuk Rim and Sungho Kim)
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Fig. 9.8 Schematic of a Si-NW ISFET (figure courtesy of Taiuk Rim and Sungho Kim)
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lithography and ICP-RIE. A 4-nm thick SiO2 sacrificial oxide layer was grown
using thermal oxidation at 900 �C to protect the interface between the nanowire
channel and gate oxide from the ion implant damage. Arsenic ion implantation was
then done to form the source and drain ohmic contacts, and the implanted dopants
were activated using rapid thermal annealing at 1,000 �C for 25 s. The damaged
sacrificial oxide was removed next by immersing in diluted HF solution and a
5-nm thick gate oxide was grown in a thermal furnace at 900 �C. The source/drain
contact pads and the gate electrodes (20-nm-thick Ti and 200-nm-thick Ag layers)
were deposited using an electron-beam evaporator and patterned using conven-
tional lithography and a lift-off process. Finally, the surface of the entire device,
except for the active sensing region and the contact pads, was covered with a
2-mm-thick SU-8 layer to prevent leakage current between the contacts and the
solution. The width, length, and height of the well holding the solution over the
devices were 1,200, 1,200, and 2 lm, respectively. For the formation of integrated
Ag/AgCl pseudo reference electrode, 30 lL of 0.1 M KCl was dropped on top of
the embedded Ag electrode and a voltage of 1 V was applied for 300 s. Due to the
reaction between silver and chloride ions, the Ag/AgCl pseudo reference electrode
(RE) was successfully fabricated for use as a gate electrode of the SiNW ISFET.
The width and length of the Ag/AgCl reference electrode were 1,000 and
1,000 lm, respectively.

Figure 9.9 shows the drain current (ID) versus gate voltage (VG) characteristics
of the above SiNW ISFET with the drain voltage (VD) varied between 0.1 and
0.7 V. The results indicate successful modulation of the channel conductance by
the embedded Ag/AgCl gate electrode. During the measurement, the gate voltage
was swept from 0 to 1.5 V at a rate of 50 mV/s and the source and substrate
voltages were set to ground. The SiNW ISFET shows typical n-type FET behavior
with a high on–off ratio of 105 and a good subthreshold-slope of 100-mV/dec.
Inspection of transfer curves of the SiNW ISFET under different pH conditions
(not shown here) shows a lateral shift of the curves without degradation of the

Fig. 9.9 Current-voltage
characteristics of SiNW
ISFET shown in Fig. 9.8
(figure courtesy of Taiuk Rim
and Sungho Kim)
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on-current and the sub-threshold slope. The VTH of the device is found to increase
linearly as the pH value increases. The total threshold voltage shift is 400 mV, and
the pH sensitivity of the SiNW ISFET device is 40 mV/pH, which is a typical
value for ISFETs using SiO2 gate insulator as a sensing layer.

Stern et al. [24] also fabricated SiNW-FETs using a top-down approach and
demonstrated a sensitivity of less than 10 fM specific label-free antibody detec-
tion. Tian et al. [66] fabricated a multinanowire FET and showed pH sensing with
a linear response over a range of 2–9. Their NW-FET was also able to do selective
detection of bovine serum albumin at concentrations of 0.1 fM.

9.6 Summary, Challenges, and Future Outlook

Biofield effect transistors (BioFETs) have been emerging as a viable candidate for
biosensor systems for a wide variety of applications in health care, security,
environmental monitoring etc. Silicon has been the typical material of choice for
the conducting channel although other materials, such as metal oxides, have also
been considered. Nanostructures for enhanced sensitivity have been explored with
carbon nanotubes and graphene as leading candidates. In this chapter, a detailed
account on the use of silicon nanowires in BioFETs has been presented. Both
bottom-up and top-down approaches for the preparation of SiNWs have been
discussed. The device fabrication details differ significantly between the two
methods. The constraint today on the bottom-up SiNW synthesis techniques
includes the lack of amenability for wafer scale fabrication. It is not possible to
precisely grow nanowires (of chosen diameter and length) between each pair of
source and drain over a 200 or 300 mm wafer. ‘‘Pick and place’’ approaches from
bulk samples are unlikely to lead to large scale production either. As of now, there
have been no credible routes to large scale device fabrication using bottom-up
techniques.

In contrast, the top-down approach is readily adaptable for wafer-scale fabri-
cation. Control of length and diameter of the nanowires is also relatively easier.
Therefore, this approach seems to be a more promising route, at least for now.
Regardless of the approach or material of choice, the development to date has been
limited to the working of the sensor, that is, probe attachment, hybridization, and
signal transduction. Fully functional systems require integration of microfluidics
(channels, valves etc.) on the same chip. Microfluidics is a well evolved field,
especially on silicon platforms. Therefore, integration of the sensor, signal
processing, and microfluidics for sample handling along with system packaging
should not pose serious challenges.

Whether it is clinical diagnostics or any other applications mentioned earlier,
the early use of the sensor systems may be in the laboratory setting where the labor
hours on analytical tests can be drastically reduced. From then on, migration into
field use is expected to follow; this can include at-home diagnostics of viruses and
infectious diseases or routine health checkup functions, municipal water quality
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monitoring at designated sites, pollution monitoring in rivers and lakes etc. The
platforms for such field-use are likely to be different from those in the laboratory
or a central lab. In this regard, smart phones may play an important role in hosting
the biosensor systems. Currently, smart phone–based gas/vapor and biosensors are
being investigated in many academic and industrial laboratories across the world.
It is entirely possible to integrate into a smart phone a chip consisting of an array
of BioFETs, or equivalent devices, along with microfluidics capabilities with the
goal of performing multiplexed operations. In a health-related application, disposal
cartridges will have to be employed necessarily. Even the design of microfluidics
in a smart phone environment may not be challenging. The true challenge is to
eliminate the need for concentrating or purifying or any other type of time-con-
suming sample processing, and still delivering reliable and sensitive diagnostics.
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Chapter 10
Lab on a Wire: Application of Silicon
Nanowires for Nanoscience
and Biotechnology

Larysa Baraban, Felix Zörgiebel, Claudia Pahlke, Eunhye Baek,
Lotta Römhildt and Gianaurelio Cuniberti

Abstract Synergy between biochemistry, medicine, and material science during
last decade has led to a tremendous scientific progress in the fields of biodetection
and nanomedicine. This tight interaction led to the emergence of a new class of
bioinspired systems. These systems are based upon utilizing nanomaterials such as
nanoparticles, carbon nanotubes, or nanowires as transducers for producing novel
sensor devices, or sophisticated drug delivery agents. This chapter focuses on the
developments made in the area of silicon nanowire-based devices and their
applications in the diverse areas of nano- and biotechnologies. Firstly, the incor-
poration of silicon nanowires into the electrical circuits is discussed, together with
the sensing mechanism of the devices. In particular, the discussion is directed
toward the most important aspects of the fabrication and functioning of the sen-
sors, as well as the issues regarding the organic molecules interfacing with the
silicon surface. Moreover, the complex interactions of organic species with
nanoscale matter are addressed to as well as the need for sophisticated integration
and packaging of the subsystems on a single chip. Finally, the perspectives of the
potential applications of the silicon nanowires for biodetection and drug delivery
are presented. Thus, the concept of ‘‘lab on a wire’’ is introduced as a set of
approaches to engineer the nanowires and to enrich their functionality and
potential applications in nanoscience and biotechnology.
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Abbreviation

SiNW Silicon nanowires
FET Field-effect transistors
VLS Vapor–liquid–solid
SB Schottky barrier
VL Vacuum level
HOMO Highest occupied molecular orbital
LUMO Lowest unoccupied molecular orbital
XPS X-ray photoelectron spectroscopy
ATR-IR Attenuated total reflectance-Infrared
SAM Self-assembled monolayer
SEB Staphylococcus aureus enterotoxin B
ssDNA Single-stranded DNA
DNA Deoxyribonucleic acids
PNA Peptide nucleic acids
SELEX Systematic evolution of ligands by exponential enrichment
VEGF Vascular endothelial growth factor

10.1 Nanowire-Based Sensor Devices

After the decades of intense investigations in the 1980s and 1990s of the last
century, nanoscale devices have finally entered the phase of diverse commercial
applications, fulfilling needs of the society in even more multifunctional, faster,
and smaller electronics. In recent years, the one-dimensional nanostructures, in
particular semiconductor nanowires have attracted attention as highly efficient
sensor elements due to their high surface-to-volume ratio and one-dimensional
structure [1–3] which enables the detection of biochemical species down to single
molecules [4–6]. The physical reason for the high sensitivity is to be found in the
small diameter of the nanowire, allowing even single molecules to effect the
conductivity in the channel by penetrating it with an electric field. This novel
nanowire-based technique is capable of not only a real-time and label-free sensing
of the very small quantities of the biomolecules, but also provides information on
the conformation of the molecules and the strength of the biomolecular interac-
tions. In particular, the binding efficiency of the receptor and analytes, as well as
hybridization in the solution, can be tested [7]. These developments in the area of
bionanosensorics can potentially become a powerful competitor to the conven-
tional biochemical or optical detection techniques, which currently dominate the
market.

Although a single nanowire can detect a single molecule, a binding event is not
likely to happen on the tiny wire surface. Furthermore, integration of the nanowire
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elements into conventional electronic circuits, expected on the longtime
perspective, requires the substantially increased current output of the sensor
device. These shortcomings can be overcome with the use of parallel arrays of
nanowire sensors. In so doing, the large surface areas can be covered without
sacrificing efficiency of the switching behavior. Additionally, by incorporating
several hundred nanowires into the parallel array, the yield of functioning
transistors can be dramatically increased and device-to-device variability can be
reduced compared to that of individual devices.

10.1.1 Design of Sensor Devices: Top-Down Versus
Bottom-Up

The essential element of the sensor system is the silicon nanowires (SiNW)
assembled as field-effect transistors (FET) and a multitude of techniques has been
developed for manufacturing SiNW-based FETs (see Chap. 5). The methods of
fabricating field-effect transistors are generally divided into the top-down and
bottom-up processes. Figure 10.1 demonstrates the examples of the silicon nano-
wire devices, processed by both top-down and bottom-up techniques for sensing
applications. The top-down manufacturing techniques have already been devel-
oped extensively for industrial FET production of microelectronic devices. In this
approach, devices are fabricated in a lithographically assisted manner by several
consecutive etching and material deposition steps. The approach enables the high-
density integration of functional elements on a very small scale, a key point in the
development of modern computer technology. As an example, Fig. 10.1a shows an
array of ten perfectly aligned nanowires with diameters of about 50 nm, fabricated
by means of the top-down nanofabrication processes and integrated with
interconnects via monolithic patterning [8].

Fig. 10.1 a Top-down manufacturing: Electron-beam lithography and reactive ion etching
produced silicon nanowire FETs with 50 nm diameter [8]; b Bottom-up manufacturing: Parallel
array of Schottky barrier silicon nanowire FETs. Inset: Schottky barrier junction, created by
thermal diffusion of the metal into semiconductor nanowire [9]
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Bottom-up processes, on the other hand, rely mainly on the self-assembly and
self-organization of functional elements, such as atoms, molecules, and clusters. A
prominent example is the growth of carbon nanotubes from fullerenes or chemical
vapor deposition assisted growth of silicon nanowires starting with gold catalyst.
The nanowires thus grown can be efficiently integrated into sensor devices by
means of much simpler and cost-effective processes. For instance, a contact
printing approach for vapor-liquid-solid (VLS)-synthesized SiNWs can be used for
transferring etched nanowires to chip substrates [9]. As shown in Fig. 10.1b, the
large and high-density arrays of the silicon nanowires can be brought to the
substrate and contacted by using ultraviolet lithography to form FET devices. Note
that the combination of the bottom-up growth technique of nanowires and the
ability to print nanowires at virtually any surface opens a great possibility for
bottom-up FETs to be incorporated into a cost-efficient printable and flexible
electronics.

10.1.2 Design of Sensor Devices: Single Wire Versus
Parallel Array

High current densities and high transconductance, obtained with the silicon
nanowire-based FETs, are the crucial parameters, which have yet to be attained to
compete with state-of-the-art CMOS technology. For instance, raising the trans-
conductance in nanowires FET to 1 mA/lm would be sufficient to apply the device
as a driver for organic light emitting diodes or as transducer with stable outputs for
sensors. Thus, the application of the parallel array of nanowire FETs for sensing
has a great advantage, since it enables substantial increase in the drain current Ids,
while preserving the high subthreshold slope in the transfer characteristics.

In order to demonstrate this tremendous tendency, Fig. 10.2 reflects a com-
parison of transfer characteristics of a single-wire device (top-down fabricated)
and a parallel array of Schottky barrier silicon nanowires (bottom-up). The top-
down manufactured device shown is a p-doped silicon-on-insulator single nano-
wire device with 20 nm channel height, 400 nm channel width, and 5 lm channel
length.1 In contrast, the bottom-up manufactured device is a parallel array of
100–1,000 Schottky barrier silicon nanowire FETs with single wire diameter of
20 nm and silicon channel length of approximately 6 lm. The inverse sub-
threshold slope of both devices is approximately -120 mV per decade of current
change for both devices, corresponding to twice of the physically achievable
minimum of -59.9 mV per decade for hole-conducting FETs.

Moreover, nanowire-based FET devices exhibit excellent switching behavior
that is critical for sensing applications (see Chap. 9) at relatively high current even
for parallel arrays of hundreds of nanowires.

1 Chips are fabricated and provided by IM Health, South Korea.
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Fig. 10.2 Comparison of transfer characteristics of multiwire- (bottom-up) and single-wire (top-
down) manufactured silicon nanowire FETs. Bottom-up device is based on Schottky barriers and
doped silicon-on-insulator channels, respectively. For comparison, a slope of -120 mV/dec is
depicted. The physical limit at room temperature is 59.5 mV/dec

10.1.3 Sensing Principle

The basic parameter in FET-based sensors is the gate voltage-induced surface
potential, which modulates the channel conduction. The field-effect devices are very
efficient transducers of the changes in the surface potential, making it superior to
direct potentiometric measurements. The maximum threshold shift is determined by
the Nernst equation. Ideally, an FET operating at room temperature should generate
the current change of one decade with the gate voltage change of 59.5 mV. However,
the imperfect interface at the metal contacts and roughness of the nanowire surface
leads to an increase in this number [10, 11]. Any binding event that changes the
surface charge or the surface potential due to a chemical reaction or electrostatic
interaction will, therefore, be detectable with an FET-based sensor device.

In contrast to the electronic applications, where the gate electrode consists of a
metal or semiconductor and is separated from the channel by an insulating dielectric
layer, sensing in liquid is best performed with the liquid gate (as described previously
in Chap. 9). In this case, the gate voltage is applied to the measurement solution and
dielectric layer can be made of the native oxide of the silicon nanowire or an additional
dielectric layer, e.g., hafnium oxide, aluminum oxide, or silicon nitride. In such
measurement configuration, an additional back gate can be used to enhance the
nominal sensitivity of the devices, [11, 12] without increasing the signal-to-noise ratio.

10.1.4 Example: Schottky-Barrier-Based Bottom-Up Device

Let us consider the operation of Schottky-barrier (SB)-based sensor device, pro-
duced by the bottom-up nanofabrication process. The current modulation in
Schottky barrier SiNW field-effect transistors arises via the tunneling of the
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voltage-controlled charge through the metal–semiconductor junction. Figure 10.3
shows the corresponding band diagrams, displaying the charge transfer through
Schottky contacts. This configuration was first demonstrated by Weber et al. in
2008 [13] to control the polarity of the switching behavior of these FETs and
further extended by Heinzig et al. in 2012 to build a converter circuit with a single
silicon nanowire [14].

It has been recently shown that Schottky junctions play crucial role in the
sensitivity of the silicon nanowire field-effect transistors. An evidence that the
maximum field sensitivity is localized at the Schottky barriers is demonstrated by
Martin et al. in [15] using scanning gate microscopy. An electrical scanning probe
technique is applied to examine the charge transport effects of a nanometer-scale
local top gate during operation. The results prove experimentally that Schottky
barriers control the charge carrier transport in these devices.

Schottky-barrier-based FETs are fabricated using CVD-grown intrinsic silicon
nanowires, which are contact printed on a receiver substrate and contacted by
interdigitated Ni electrodes in the photolithography step. Schottky barriers are then
formed in a bottom-up process by diffusing nickel into the SiNWs at 500 �C in
forming gas. The lattice constant of the resulting NiSi2 phase deviates from the
lattice constant by only 0.4 % [16, 17], leading to atomically sharp Schottky
barriers between the silicon channel and NiSi2 leads. An electron micrograph of

Fig. 10.3 a Schematics of the band diagram of Schottky junction. From top to down: Electron-
tunneling modulation in hole conduction state, OFF state, and electron conduction state,
respectively. b Scanning gate measurements at a single Schottky barrier silicon nanowire FET,
using atomic force microscopy (AFM). Current map of the nanowire region, containing Schottky
junction, with voltage applied to the AFM tip. Effects are seen at the Schottky barrier. Images are
scanned from Top left to bottom right [15]
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silicon nanowires contacted by nickel electrodes with intruded NiSi2 phases is
shown in Fig. 10.1b. The semiconductor–metal interface is also shown in the inset
above.

In order to use such devices for liquid-sensing applications, an isolating layer,
e.g., Al2O3, was deposited on the entire chip using atomic layer deposition tech-
nique. Microfluidic channels should be further placed on the chip and a Ag/AgCl
electrode should be attached to the channel in order to apply a gating voltage to the
liquid.

The quality of the metal-semiconductor interface is therefore crucial for the
function and satisfactory performance of the FET devices. A sharp interface with
very low mixing of metal and semiconductor phases must be realized to attain the
well-defined interface barrier for tunneling and to obtain the field enhancement
effect.

10.1.5 Example: pH Sensor

Sensing of the pH value is a benchmark for the quality of surface potential sensors
processed in silicon nanowires. During the device operation, the surface potential
is controlled according to the Nernst equation (see Chap. 9). The change in the
surface potential adds to the gating potential of the liquid electrode modulating the
drain current logarithmically in the subthreshold regime of the FET. The maxi-
mum possible change of the drain current per gate voltage was discussed in the
preceding chapters. The sensitivity for measurements of the pH value is given by

S ¼ o log10 Ids=opH ð10:1Þ

and is limited to |S| B 1. The sensing of the pH values by an FET is generally
based on a linear dependence of current and surface charge. However, the sensi-
tivity under discussion depends exponentially on the gate voltage because of the
steep current change from OFF to ON states in the subthreshold regime. The low
values of the numerator in Eq. (10.1) are due to low subthreshold current level,
which in turn leads to higher noise level in electronic measurements. Accordingly,
the sensitivity is not only dependent on device quality, but also on the measure-
ment scheme. This point was first investigated by Gao et al. in 2010 [10]
(Fig. 10.4).

The authors showed that the pH sensing can be optimally done by operating the
sensing FET in the subthreshold regime. Because of the efficient sensing capa-
bility, a multitude of silicon nanowire-based biological sensors has been reported
in recent years, which suggests viable commercial applications in the near future
[5, 6, 18, 19].

Quantitative pH sensing requires more than the measurement of the changes in
drain current. Rather the surface potential, which is linearly dependent on the pH
value for ideal surfaces, should also be monitored. This is done by monitoring
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continuously the changes in gate voltage to keep the drain current pinned at a
given fixed level. For an ideal liquid electrode, the measured change in gate
voltage reflects the negative change of surface potential. This is because any
change in the surface potential must be compensated by the potential in the liquid-
gate electrode in order to keep the gating potential in the wire constant.

10.2 Nanowires as Element of Hybrid Circuits

The development and commercialization of novel hybrid intelligent systems with
rich functionalities, providing strong benefit in the area of health care, environ-
mental monitoring, and electronic applications are among the most crucial topics
of the scientific community and industrial players. Recent developments in syn-
thetic chemistry, physics, bioengineering, and nanosciences allow us to envision
the appearance of novel hybrid nanoelectronic devices on a market already in the
near future. Nanowires can provide excellent building blocks for hybrid

Fig. 10.4 pH sensor based on silicon nanowire FET. a Electric switching characteristics of a
doped silicon nanowire sensor device. b pH sensitivity for different gate voltages. c Normalized
data from (b) for comparison. d Relative signal change versus pH value for all gate voltages [10]
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nanoelectronics, due to their efficient charge transport characteristics and good
compatibility with molecules. Hybrid nanowire-based devices rely on inorganic
circuitry, combined with organic molecules. The molecular conjugation with
nanowires has been demonstrated and recent studies focus on employing out-
standing features of molecules onto the nanoelectronic devices. These hybrid
devices are applied for memory or logic circuits driven by light. Light-induced
switching of molecules acts as electrical gating of nanowire transistors to drive
conductance changes in nanowires to induce conductance changes from OFF to
ON states or vice versa.

10.2.1 Organic Molecules in Conjunction with Silicon
Nanowires

Recently, there have been huge interests in studies of electrical conjunction
between organic molecules and metal or semiconductor surface. For the case of
silicon-based devices, a variety of well-established fabrication processes are
available for use and the energy-band structures are also well known. Therefore,
investigations of molecular functionalization of silicon and, in particular, SiNW
surface have been extensively carried out for practical optoelectronic applications.
Thus, understanding of interfacial interactions between molecular layer and silicon
surface is rather important for analyzing and fabricating molecular hybrid devices.

Photochromic molecules are transformed by light between two or more stable
isomers possessing different absorption spectra and geometry. The isomers are
converted from one form to another under light irradiation with proper wavelength
and revert to original state thermally or by light with different wavelength [20–22].
There is wide variety of the photochromic dyes, i.e., azobenzenes, diarylethenes,
spiropyranes, fulgides, which are actively investigated during last decades.
Chemical structures of these molecules are presented in Fig. 10.5. Chemical
conformations of these molecules are changed by absorption of UV light and are
converted back to original states by absorption of visible light or by thermally
activated process.

In addition to the above-mentioned photochromic molecules, natural organic
complex porphyrin has emerged as the most popular molecule for hybrid appli-
cation due to its well-known and interesting characteristics. Porphyrin is easily
found from living organism such as chlorophylls and Hemes. Single- and double-
bond array forming porphyrin ring absorbs broad wavelength range of visible light
(Fig. 10.6). Once irradiated by light of specific wavelengths in optical range, p-
electrons participating in the bond array are released and move easily through
molecular bonding [23].
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10.2.2 Conjunction of Molecules with SiNW:
Interfacial Electronic Structure

To understand electronic structure between molecules and solid surface, consider
the molecular energy-band diagram [24]. Figure 10.7 a shows electronic structure
of hydrogen atom and naturally the electron occupies the lowest 1 s orbital. The
electron can escape from the atom to the vacuum level (VL). In a molecule, deep
atomic orbitals are localized in atomic potential well, but higher lying orbitals
interact with each other to form molecular orbitals, that is, the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO)
(Fig. 10.7b). When molecules are located in close vicinity to each other, they
interact via the weak van der Waals interactions, so that LUMO and HOMO are
localized in each molecule (Fig. 10.7c). Therefore, the application of typical band
theory is limited to molecular solid that has existing single-molecular electronic
structure. Figure 10.7c can be simplified to Fig. 10.7d and e.

Fig. 10.5 Reversible
activation and deactivation of
photoswitchable molecular
systems

Fig. 10.6 Molecular
structure of Porphyrin ring
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The band diagram of an interface between silicon and organic molecules is
shown in Fig. 10.8a. The work function of silicon ranges from 4.6 to 4.8 eV and
the energy gap Eg is about 11 eV [24]. The HOMO–LUMO gap of organic
molecules that absorb visible and ultraviolet light is around 1.5–3 eV. The ioni-
zation energy of photochromic molecules from HOMO to the vacuum level is in
the range of 4–7 eV. Silicon surface states are important for charge distribution,
because they act as acceptor or donor states and surface states are coupled to the
molecular layer via the charge exchange to align the Fermi level at equilibrium.
(Fig. 10.8b).

10.2.3 Conjunction of Molecules with SiNW:
Chemical Functionalization Aspects

Azobenzene is one of the most frequently used light-switching molecules, which
reveals simple cis-trans isomerization, exhibiting a big difference in structure and
electric dipole moment between isomers induced by the irradiation of ultraviolet
light (Fig. 10.9). Recently, the behavior and electrical properties of azobenzene
monolayer on silicon surface have been investigated by several groups [25, 26].

Fig. 10.7 Electronic structure with potential wells. a Hydrogen atom. b Molecule. c Molecular
solid. d, e Simplification of (c). (A: electron affinity, I: ionization energy (Ag, Ig for gas phase),
U: work function, Eg: HOMO–LUMO band gap) [24]
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Covalent bonds can be formed between specially functionalized azobenzene
molecule and hydrogen-terminated silicon (Si–H) (Fig. 10.10). Authors demon-
strate that the chemical bonds can be characterized by various surface analyzing
methods such as contact angle, X-ray photoelectron spectroscopy (XPS), or
attenuated total reflectance-Infrared (ATR-IR) spectroscopy measurement [25, 26].
Although a variety of investigations of molecular monolayer on silicon surface has
been carried out, applications of Si nanowires have not been reported except for
the photosensitive TiO2 nanowires in conjunction with azobenzene [27].

For the case of porphyrin, molecules can be simply attached on silicon surface
by both chemisorption and physisorption. Self-assembled monolayer (SAM) of
porphyrin on silicon oxide (Fig. 10.11) has been studied by several groups [28–30]
and is well investigated. In the case of established chemical binding between
molecule and surface, electrons can migrate from porphyrin to silicon through
covalent bond.

On the other hand, physisorption dominates as a result of the drop-casting,
which is used in many applications for attaching porphyrin on silicon surface [31,
32]. When the porphyrin solution is dropped on silicon nanowires and the solvent
is evaporated, porphyrin aggregates on nanowires and forms multilayer stack
amorphously. This can result in distinct interaction of the molecule with the

Fig. 10.8 Interfacial energy-band diagram: a isolated silicon and organic molecules; b Junction,
aligned Fermi level and interfacial dipole

Fig. 10.9 Simple isomerization of an azobenzene molecule
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surface, i.e., silicon nanowire, and leads to specific influence of the light-sensitive
porphyrin layer on electric characteristic of SiNW-based FET devices.

10.2.4 Optoelectronic Switching with the Use of Nanowires

Optical switching of hybrid nanowire system depends on both switching property
of molecule and optical property of nanowires. Photochromic molecules switch
between two or more energy states, which leads to structural and electronic change

Fig. 10.10 Surface functionalization of the silicon surface by azobenzene [26]

Fig. 10.11 a 5-(4-hydroxyphenyl)-10,15,20-tri(p-tolyl) porphyrin (TTP) with different central
metal ions. b TTP-OH SAM on SiO2 [30]
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such as geometry, dipole moment, HOMO–LUMO gap and redox potential on
molecular level [21]. The individual molecular change affects macro-molecular
conjugation such as wettability, charge, or conductivity. Process of charge gen-
eration by means of light irradiation is demonstrated in Fig. 10.12. During illu-
mination, electron hole pairs are generated within organic molecules. Depending
on surface states, negative or positive charge is induced at the interface by (1) the
recombination processes of holes or electrons (2) [33]. Photo-generated electrons
are directly injected into silicon (3) or are able to change the potential on nanowire
surface.

Molecular-level switching induces charge in nanowires contacting with pho-
tochromic molecule. The conductivity of nanowires made of material with direct
band gap can change by light irradiation, when the energy of photon is equal to or
greater than the band gap of the material (e.g., TiO2), as in the case of opto-
electronic devices such as laser diode or LED. However, silicon does not absorb
light efficiently due to its indirect band gap, so that switching of hybrid Si
nanowire devices mainly reflects molecular characteristics.

Molecular dipole moment or potential change around nanowires acts as gating
of nanowire FET and controls free electron or hole population in nanowires. On
the other hands, molecules that release electrons with light absorption (e.g., por-
phyrin) exchange electrons with nanowires directly, as donor or acceptor. The
difference of Fermi levels between molecules and nanowires dictates whether the
molecules behave as donors or acceptors. Moreover, since the gate bias also shifts
the Fermi level, gate voltage plays a key role for switching direction.

Naturally, the amplitude of switching current depends on molecular absorption
spectrum, as shown in Fig. 10.13. This is because given a molecule, its HOMO–
LUMO band gap determines the resonant wavelength. Thus, the absorption spectra
are key factors for generating free electrons from the molecule.

Fig. 10.12 Schematic band
diagram of silicon and
organic molecule interface
during light illumination:
(1) photoexcitation;
(2) recombination with
surface states; (3) charge
carrier movement
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10.2.5 Example: Applications of Nanowires-Based
Hybrid Devices

10.2.5.1 Memory Applications

First hybrid devices have been fabricated and applied for memory cells, employing
porphyrin complexes. The memory application has been demonstrated with the use
of In2O3 nanowires grown with self-assembled monolayers of porphyrins. Co-
chelated porphyrin showed memory effect by the redox states of metal ion in the
porphyrin (Fig. 10.14). They provided the potential of porphyrin that can be used
for memory devices by charge storing in molecule.

Another interesting application is hybrid nanogap FETs. In these devices,
porphyrin is embedded into the nanofabricated gap in the oxide layer of con-
ventional MOS structure (Fig. 10.15). Hybrid nanogap FETs can be utilized as
nonvolatile memory cell by optical charging and electrical discharging of por-
phyrin. Under light irradiation, Porphyrin absorbs electrons from the silicon

Fig. 10.13 Variation of the photoinduced drain-source current DIds of Porphyrin-coated
nanowire FETs upon illumination as a function of light wavelength [34]

Fig. 10.14 I-Vg characteristics of In2O3 nanowire devices with self-assembled Co-porphyrin
(a) and protio porphyrin (b), respectively [28]
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substrate and stores the electrons in the ring for writing. The gate voltage Vg is
used for the substrate to pull back the stored electron for erase.

10.2.5.2 Hybrid CMOS Applications

By integrating p- and n-type silicon nanowires, processed by top-down approach,
hybrid CMOS has been fabricated, in which the properties of porphyrin is
exploited for the incident light to control the device behavior (Fig. 10.16). The
characteristics of porphyrin are undergoing changes depending on the types of
nanowires in conjunction, and consequently, the conductance of silicon NW also
changes in response to incident light. The switching direction is opposite between
p- and n-type silicon nanowire FETs, so that the initial OFF state is switched to
ON state, while the opposite switching occurs in n-type FETs upon irradiation.

Fig. 10.15 a Schematic diagram of the mechanisms of the optical program and electrical erase
characteristics. The porphyrin charging process is based on photoinduced charge transfer (PCT),
and the discharge process is based on electron–hole pair recombination. b Optical program and
electrical erase characteristics of the porphyrin-embedded FET [32]
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Once the devices are illuminated by visible light, nanowire surface charge affects
the currents in n- and p- type FETs in opposite manner, and as a consequence, the
hybrid CMOS acts as logic gate with optical inputs.

10.2.6 Future Prospects and Challenges

The applications of many photochromic molecules have yet to be demonstrated
aside from porphyrin. Photochromic molecules can be utilized for biological
application as well by attaching biomolecules at the end of photochromic molecule
to be controlled by light illumination. Also, logic circuits driven by different
wavelength of light is a possibility. However, the effective functionalization of
hybrid device application is still a challenge. For practical applications, stable and
reproducible functionalization is required. Also, analysis of surface state has not
been carried out sufficiently and the electrical transfer mechanism in interface has
yet to be examined clearly.

10.3 Biodetection and Diagnostics

Combination of nanowire FETs with biological recognition elements boosts up
SiNWs to the level of biosensing devices (see conceptual image in Fig. 10.17),
enabling label-free detection of the analyte of interest in real time [4–7], and [35].
Crucial for all kinds of biosensors is the choice of specific receptor molecules and

Fig. 10.16 Hybrid integrated
electronic and photonic
device using SiNW arrays.
a Schematic illustration of the
conversion of an electrical
CMOS structure for an
electrical input system into a
hybrid CMOS structure for an
optical input system.
b Schematic illustration of
the observed characteristics
(PCT) in SiNWs coated with
porphyrins. When light
illuminates, the PCT and
subsequent charge molecules
can gate the SiNWs and
control the potential inside
the SiNWs [31]
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their subsequent bioattachment to the functionalized sensor surface [36]. The
capture molecules are expected to bind the analyte with high affinity and speci-
ficity and to be stable under varying conditions. For a nanowire-based biosensing,
recognition elements should be small enough to enable a change of conductance of
the nanowire FET once the analyte is bound to its receptor. In this section,
functionalization of silicon nanowires will be described and on this basis, several
options for biorecognition elements will be presented.

10.3.1 Functionalization of Silicon Nanowires

The aim of surface modification for biosensing is to place the biological receptor
molecules close to the transducer surface to achieve high sensitivity. The design of
each functionalization setup is crucial for the performance of the sensor. Oriented
immobilization or receptor densities may increase the signal whereas steric hin-
drance and unspecific adsorption should be avoided for high signal quality.
Electrochemical biosensors like silicon nanowire-based FETs require in addition a
short distance between the biorecognition event of receptor and target molecule
and the sensor surface [37]. These events are only detectable within the Debye
screening length which is defined by the ionic strength of a solution (approxi-
mately 3 nm in 10 mM ionic solution [18]). A low ionic strength increases the
Debye layer thickness; it is, however, competing with a reduced biosensing ability
as ions are needed to stabilize the structure formation of biomolecules. Otherwise,
the receptors might lose their specificity against the target.

The choice of the appropriate linker molecules for the surface functionalization
strategy depends on both, the sensor surface and the possible functional groups for
attachment of the receptor. In the case of Si nanowire devices, either SiO2 or Si–H
is present. Silicon nanowires are oxidized in ambient conditions resulting in a
native oxide shell. Thermal oxidation leads to a more homogeneous surface which
enhances reproducibility of the electrical properties. The oxide can only be
removed for a short time by etching which results in hydrogen-terminated silicon

Fig. 10.17 Principle design of a biosensor, consisting of recognition elements directly associated
with a transducer and combined with a signal readout unit [36]
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nanowires. Before developing a functionalization scheme, it is necessary to decide
for oxidized nanowire surfaces or hydrogen-terminated silicon. Biological recep-
tors commonly expose free primary amines, carboxy, thiol, or aldehyde groups or
can be synthesized with these functionalities. Consequently, the linker molecules
should provide reactive groups able to bind the receptor in a reliable way.

10.3.1.1 Hydrogen Termination

After removing the oxide in strong acid (HF or NH4F, see Fig. 10.18), the
resulting hydrogen-terminated silicon is able to react with x-alkenes. The C = C
double bond at one chain end is catalyzed in UV light and covalently attaches to
Si–H forming stable Si–C bonds. The long alkyl chains tend to form well-ordered
self-assembled monolayers (SAM). By using carboxy-terminated molecules,
receptors with functional primary amines can be easily immobilized on the
modified nanowire surface. Bunimovich et al. demonstrated that DNA probes
which were surface bound via electrostatic interaction to an amino-terminated
oxide-free Si nanowire show a higher sensitivity for hybridization with the com-
plementary strand than on an equally amino functionalized oxidized nanowire
[38]. This advantage of hydrogen termination has to be counterbalanced with the
etching step which is aggressive toward metallic materials on the chips.

10.3.1.2 Silanization

Organosilanes are the standard class of organic molecules for covalent function-
alization of SiO2. The core atom is a Si atom with four bonds, and the principal
structure can be summarized in the formula RnSiX(4-n), see Fig. 10.19. Whereas,
R is the organic terminal group usually chosen for further receptor attachment,
X represents a hydroxyl or hydrolyzable group consisting of -Cl or (m)ethanol.
Hydroxylated silicon dioxide can react with these silanol groups forming stable
siloxane bonds (Si–O–Si). Silane layers can be stabilized by postbaking which is
said to lead to a cross-linking of unbound silanol side chains. The disadvantage is
the possibility of polymerization in solution and undirected attachment of the
silanes on the surface leading to inhomogeneous surface layers. This can be

Fig. 10.18 After removing the dioxide layer in HF or NH4F, the hydrogen-terminated surface
can react with alkenes by activation with temperature or UV light. R is the chosen terminal group
for further attachment like carboxyl groups [39]
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improved by replacing two X with nonhydrolyzable methyl groups. Another
option is the electric field alignment of silanes which increase the device sensi-
tivity, see Fig. 10.20.

To these, functionalized surface receptors can be attached covalently with
different functional groups. As amino, carboxy, aldehyde, or thiol groups are the
most abundant groups targets display, the surfaces are usually provided with the
complementary chemical group: carboxy or aldehyde for amines and vice versa
and thiolated surface for thiols. For some reactions, cross-linkers or activation
steps are needed [42].

To give an example, Lee et al. used an aminosilane for modification of silicon
dioxide, see Fig. 10.21 [43]. The cross-linker succinic anhydride attaches to the
primary amine in a ring-opening reaction. After activation using zero-length cross-
linkers, the functional amino group of the DNA strand can covalently bind to the
surface carboxy group. The success of the modification steps can be analyzed with
techniques like AFM or fluorescence, as Lee et al. published for DNA function-
alized nanowires, see Fig. 10.21. Here, the height and roughness increase signif-
icantly due to the molecular layers.

10.3.2 Role of Debye Screening Length

As mentioned in the beginning of previous paragraph, the distance between the
biorecognition event and nanowire is important for the FET sensitivity. By
cutting the antibody and using only Fab fragments (the detecting region of
antibody), the biorecognition takes place closer to the transducer surface and
leads to an improved device performance, see Fig. 10.22. This effect can be
enhanced by tuning the receptor density to a value of mean surface coverage (see
Figure E, right scheme). Avoiding steric hindrance of the receptors, they can lay
down within in sensitive region, higher densities force them to stand upright
sticking out of the sensitive layer, see Fig. 10.22, left scheme. This technique
also allows for higher ionic strength of the buffer solution which again stabilizes
the biorecognition itself [18].

Fig. 10.19 Scheme for covalent attachment of organosilanes (RnSiX(4-n)) to a hydroxylated
silicon dioxide surface via condensation(left). The bare Si wafer appears flat in AFM topography
images (middle) whereas silane molecules lead to an increased roughness (right) [40]
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Fig. 10.21 (a) Functionalization scheme for a silicon nanowire with oxide shell for attachment
of DNA as a capture layer. Topography analysis with AFM shows that after all immobilization
steps, height and roughness of the sample have increased in (c) compared to the blank (b) [43]

Fig. 10.20 Tuning the sensitivity of top-down fabricated SiNW FET by electric field alignment of
the surface-bound organic molecules on a single NW device (left). Surface functionalization leads
to irregular arrangement of organosilanes (middle: amino silane). Applying an electric field (right)
leads to a higher degree of parallel arrangement which improves the device performance [41]

10 Lab on a Wire 261



10.3.3 Noncovalent Binding of the Molecules

Noncovalent adsorption of molecules on SiNWs can also be employed for sensing
purposes. Let us consider an example of lipid bilayers that have shown a great
potential for multiple biotechnological applications. As an application SiNWs,
they can be used to shield the nanowire surface (see Fig. 10.23, blue reference
curve in the inset) and to prevent it from unspecific adsorption of the analyte
molecules, like proteins. Due to the lipid mobility in bilayers, defects can heal
easily increasing the device lifetime. By integrating pores in the membrane, it is
possible to sense specific ions or molecules as the pores open upon their presence
which results in a conductance change. Also pH changes initiate pore openings and
can be detected [44]. Kinked nanowires have been coated with lipid bilayers to
increase biocompatibility for measurements of single-cell potentials [45].

10.3.4 Antibodies as Recognition Element

Antibodies are biological molecules that recognize very specifically a certain
target. Antibodies consist of two heavy and two light chains. The Fab domain is

Fig. 10.22 Attachment of Fab fragments to an aldehyde surface (aminosilane linker and
glutaraldehyde cross-linker). Biorecognition takes place above the sensitive layer for a high
receptor density (left) whereas a mean density allows for molecule bending (right) [18]

Fig. 10.23 Scheme of lipid bilayer with pore protein on SiNW FET and pH sensitivity (upper
graph) compared to pore-free bilayer (lower graph) which shows no change in the electrical
behavior due to pH change from 6 to 9 as indicated [44]
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responsible for target recognition and each antibody is thus in principle able to
bind two target molecules. It is the variable region that adapts to new pathogens
and thus helps the immune system to fight the disease. The Fc end of a class of
antibodies is fixed on the contrary. There are two groups of antibodies—polyclonal
and monoclonal, depending on their production process. Polyclonal antibodies are
a pool of different antibodies that can detect an analyte whereas monoclonal
antibodies are all identical. Antibodies are highly specific, but they are produced in
animals and are relatively sensitive to varying environmental conditions which
challenges the application in biosensing. In addition, the target variety is limited as
antibodies have to occur naturally [46]. Several examples employing antibodies on
Si nanowire-based FETs have been demonstrated so far showing their potential.
Cancer markers like PSA (prostate specific antigen) could be detected down to a
low concentration of 90 fg/ml with antibodies covalently attached to the SiO2

surface via primary amines to the aldehyde terminated surface, see Fig. 10.24 [6].
Silicon nanowire FETs are able to detect single biorecognition events (single

molecule sensing) as Patolsky et al. demonstrated and confirmed optically
detecting influenza A virus using surface-attached antibodies as illustrated in
Fig. 10.25 [5]. Another application was demonstrated by Mishra et al. for detec-
tion of bacterial toxin SEB (Staphylococcus aureus enterotoxin B) [47]. The
antibodies were immobilized as a capture layer on the transistor via covalent
bonding to the carboxy-terminated surface. By analyzing the impedance upon SEB
recognition, the sensor response down to 1 fM of SEB was monitored.

Fig. 10.24 Multiplexed detection of cancer markers on p-type SiNW array FETs by using
different antibodies attached to the NWs (top scheme). PSA biorecognition leads to conductance
changes with 90 fg/ml as a detection limit. The inset shows the conductance development with
time [6]
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10.3.5 Peptides as Recognition Element

10.3.5.1 Structure

In addition to antibodies, peptides can also represent specific capture molecules
enabling for nanowire-based sensing of biochemical species. Oligopeptides consist
of a small number of amino acids linked by peptide bonds (see Fig. 10.26). Due to
their little size they are more stable than antibodies and can reveal high specificity
that make them perfect recognition elements for biosensors at the nanoscale.

A size of the peptides allows the binding of the target molecules in close
proximity to the nanowire surface, which potentially can increase the sensitivity of
the biodetection. This argument together with the fact that such receptors can be
artificially developed for a large variety of the targets represents a great advantage
of using peptides for future biotechnology.

10.3.5.2 Peptides Development

Peptides for sensing can be chosen taking nature as a model [49]. Furthermore,
peptides can be identified by a selection process similar to SELEX for aptamers
against almost every imaginable target. This screening technology, called bio-
panning, is based on phage display—the presentation of peptides on the surface of
bacteriophage particles. Phage display was firstly introduced in 1985 by George P.
Smith [50] and is now a widely expanding research field [51–53]. The marvelous
idea behind is the linkage between the genotype and the phenotype of the phage: a
foreign DNA with the information for the peptide is inserted into the genome of
the phage and the peptide is displayed as a fusion to one of the coat proteins of the
phage [52]. If the foreign DNA insert has got a randomized sequence, each phage
will present a different peptide. Such a wide diversity of phages is called a phage
display library and can be used to select those peptides by biopanning which are
able to bind to a certain target molecule with high affinity and specificity. Peptides

Fig. 10.25 Multiplexed detection of viruses by using different antibodies attached to the NWs.
Upon biorecognition, the conductance changes with time (left). Parallel acquisition of
conductance (middle) and an optical images (right) show single virus attachment and detachment
and corresponding signal change
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identified by phage display have become part of many biosensing applications [54]
and would be a promising option for nanowire-based biosensors, too.

10.3.5.3 Applications in Nanowires Sensing

Regarding nanowire-based sensing, peptides have been used as biorecognition
elements for metal ion detection. Two different peptides—specific for ions Cu2+
and Pb2+ —were immobilized on independently addressable clusters of silicon
nanowires. The metal ions could be simultaneously detected and quantified.
Although high amounts of additional Cu2+ ions influenced Pb2+ concentration
measurements at low concentration, almost no interaction was observed for clin-
ical relevant concentrations (see Fig. 10.27) [49].

Fig. 10.26 Peptide structure.
Each residue R represents an
amino acid side chain [48]
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10.3.6 DNA and PNA as Recognition Elements

10.3.6.1 Structure

Single-stranded DNA (ssDNA) can be detected by hybridization (see Fig. 10.28,
right-hand side) using complementary single-stranded deoxyribonucleic acids
(DNA) or artificial peptide nucleic acids (PNA). DNA is a polymer of nucleotides,
which are made up of nucleobases and a negatively charged sugar phosphate
backbone. In contrast to DNA, PNA has neutral backbone and consists of

Fig. 10.27 Detection of Pb2+ ions (with or without additional Cu2+ in solution) and effect of
Pb2+ concentration on conductance of SiNWs modified with Pb2+—specific peptide [49]

Fig. 10.28 Comparison of
peptide nucleic acid (PNA)
and deoxyribonucleic acids
(DNA) [36]
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N-(2-aminoethyl)glyine units linked by peptide bonds (see Fig. 10.28, left-hand
side) [55].

Compared to DNA, PNA is more stable and shows a higher affinity [5].

10.3.6.2 Applications in Nanowires Sensing

Li et al. immobilized ssDNA oligonucleotides on SiNWs and could show a strong
conductance change when adding a 25 pM solution of complementary DNA, but
no signal change for mismatch DNA. They could achieve a signal-to-noise ratio of
8 and 6 for p- and n-type wires, respectively [7]. SiNWs modified with PNA were
used to detect wild-type DNA down to fM-level and to discriminate from mis-
match DNA. Therefore, sensors were functionalized with PNA specific for a
sequence from cystic fibrosis transmembrane receptor and it could be shown that
DNA containing the DF508 mutation, an indicator for cystic fibrosis, gives a much
smaller signal than wild-type DNA (Fig. 10.29) [56].

10.3.7 Aptamers as Recognition Elements

Aptamers are a new class of receptors based on DNA and were first reported 1990
[57]. Aptamers are artificial ligands consisting of short oligonucleotides (single-
stranded DNA or RNA) of a length of usually 15 up to less than 100 bases.
Depending on their sequence, they possess a characteristic structure (quadruplex,
pinhole or others). The structure is stabilized by ions, (see Fig. 10.30 for a
thrombin binding aptamer). This enables the detection of target molecules ranging
from small organic molecules (e.g., TNT [58]) up to large proteins like thrombin
[59].

Fig. 10.29 Sensing of DNA using PNA as recognition element. Effect of 100 fM wild-type DNA
(solid line) and 100 fm mutated DNA (dashed line) on SiNW conductance (a), Schematic binding
of DNA to PNA on SiNW surface (b and c) [56]
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Compared to antibodies, the advantages are their low costs due to in vitro
production and easy labeling with functional groups or fluorophores, the little
batch-to-batch variations, their relatively high stability under nonphysiological
conditions, and the larger variety of targets such as toxins [46]. However, devel-
oping a new aptamer is relatively complicated and requires multiple processing
steps.

Aptamers are artificially designed receptors and have to be identified for each
new target. This is carried out in a so-called SELEX process (systematic evolution
of ligands by exponential enrichment) out of a library of ssDNA. Each oligonu-
cleotide has the same length consisting of a randomized sequence of the prede-
termined number of bases. On both ends, primers with a fixed sequence are
attached. They are used, e.g., for immobilizing the DNA. This library of typically
1,013–1,018 different combinations is incubated with the immobilized target,
unbound DNA is washed away [46]. By changing the solution, bound molecules
are eluted, followed by a further enrichment and are again incubated with the
target. By repeating several rounds, one can possibly identify unique sequences for
detection. Depending on the target characteristics, various SELEX procedures
have been developed. In order to identify aptamers for small target molecules,
Stoltenburg et al. developed a method called Capture-SELEX to attach the
potential aptamer strand onto magnetic beads via hybridization with a short
complementary strand [61]. If a very strong affinity occurs between the target and

Fig. 10.30 Model of aptamer–thrombin complex formation in the presence of sodium (a) and
potassium (b) [60]
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the aptamer, dehybridization takes place. By this, only excellent binders (=apt-
amer) are identified.

10.3.7.1 Applications in Nanowires Sensing

Since reported, aptamers have gained increasing interest for application in Si
nanowire-based sensing due to their advantages for FET-based sensors. Because of
the smaller size of aptamers compared to antibodies, biorecognition can take place
closer to the transducer surface within the Debye layer [62]. Sensing of thrombin
which plays a major role in the blood coagulation cascade was carried out with a
15-bases-long aptamer [63]. Thrombin was detected in model solutions (thrombin
in buffer) as well as in blood samples (see Fig. 10.31). Devices with a control
aptamer of a randomized sequence on the contrary did not show a signal change
upon sample injection (see inset in Fig. 10.31). Tumor growth or the level of
angiogenesis is often indicated by the presence and concentration of the vascular
endothelial growth factor (VEGF) and thus its detection can be interesting in
clinical applications. Lee et al. could measure VEGF down to the subnanomolar
range with aptamer-functionalized Si nanowire FETs [43].

Fig. 10.31 Real-time detection of thrombin in different samples with an aptamer-functionalized
Si nanowire FET. The current changes due to biorecognition. The inset shows a control aptamer
without conductance change after injection [43]
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10.4 Drug Delivery Applications

As it is reported in numerous publications and reviews, nanomaterials and in
particular silicon nanowires can be considered not only as a backbone in diverse
in vitro detection tests, but also as a highly selective drug carrier for in vivo
applications [64–66]. Some of the prerequisites, which make nanowires to be
superior for a number of applications in nanomedicine are related to their size
properties, i.e., high surface area and elongated shape (high size aspect ratio),
allowing easy penetration through the biological tissue [67, 68]. Furthermore,
biochemical modification of the nanowires, usually covered by the shell of
amorphous silica, is relatively easy [40]. Another important argument to explore
1D nanostructures for spying at the scale of single proteins or cellular machines is
a simple size domain comparison of the nanowires and typical biomolecules.
Because dimensions of the single molecules and nanoparticles nearly coincide,
investigation of biological processes using nanotechnological tools become pos-
sible and can be performed without too much interference [69, 70].

Thus, after the decade of intense investigations of physical and chemical
properties, nanowires entered the phase of application relevant research and even
numerous commercial realizations [71]. Nowadays, the nanowires are in the scope
of intense investigations for development of novel fluorescent biological labels,
[72] drug and gene delivery, [73], tissue engineering, tumor destruction, to name
just a few.

10.4.1 Construction of Nanowire-Based Biologically Active
Drug Carrier

In order to use the nanowire as biologically active unit, i.e., vehicle for drug
delivery, or contrast agent for in vivo imaging, it has to acquire necessary func-
tionality. A biological or molecular coating, acting as bioorganic interface should
be linked to the nanowires surface. Important role of the coating is to reduce the
toxicity and to provide the biocompatibility of the nanowires with the surrounding
environment. Some of the prominent examples of biological layers include
monolayers of small molecules (e.g., fibronectin coating for better attachment of
Fibroblasts), polymers like collagen [74, 75], DNA brushes, or antibodies. Fur-
thermore, the functionalized ‘‘nano vehicles’’ has to exhibit ability to be detected
inside of the organism or testing tube using optical, electrical, electromagnetic, etc.
techniques. Set of standard approaches used to construct the biologically active
nanowires are schematically summarized in Fig. 10.32.

Silicon NW typically represents a core of the bioactive object. Since the core
can carry important properties (e.g., luminescence or radio-frequency response), it
should be covered by inert protective layer. In the case of silicon nanowires,
amorphous native silicon oxide SiOx represents a natural protection of the core.
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Alternatively, additional organic layers, consisting of, i.e., lipid shells can be
formed around the nanowire to play a protective role [76]. In order to make
nanowires suitable for biological tagging and labeling, linkers with diverse func-
tional groups can be further immobilized at the surface of the covering shell. End
group of the linkers is always aimed to attach various species, like antibodies,
magnetic tags, fluorophores, etc.

10.4.2 Internalization of the Nanowires: In Vitro Tests

One of the strategies to deliver the relevant medications and contrast agents, or to
probe and manipulate biological processes occurring inside the cells [67, 75], is
internalization of the nanowires by the living cells. Internalization is defined by
the process when the nanomaterials (i.e., nanoparticles, nanotubes, nanowires) are
engulfed by the cells through their membrane [64, 77]. After numerous investi-
gations in this field, it is assumed that so-called endocytosis (or phagocytosis for
uptaking of the objects larger than 0.5 lm) describes most precisely the processes
of the intracellular injection of the biochemical species and nanoparticles [78].
This process typically consists of few stages: (1) approach of the object to the lipid
membrane; (2) formation of the lipid-based vesicle, wrapping the transported
species; (3) fusion of the vesicles inside of the cells; (4) unwrapping of the vesicle
for sorting and targeting of the delivered species. To facilitate the internalization,
surface properties of the nanowires must be predesigned and specifically func-
tionalized to meet the requirements of cellular delivery and targeting (see Sect.
10.4.1).

In order to demonstrate the interfacing of the nanomaterials and living cells, let
us consider an example of the mammalian cells such as mouse embryonic stem
(mES) cells placed into direct contact with vertically grown silicon nanowires

NW

Protective layer
Linkers

Biocompatible layer

Shape recognition

Receptor/
Antigen binding

Fluorescent labeling

Fig. 10.32 Schematic description of the typical design, applied for development of the
bionanomaterials
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(Fig. 10.33). For these experiments, stem cells were cultured directly on a silicon
wafer with as grown nanowires [67], as shown in Fig. 10.33a. SiNW array pen-
etrated into the cell naturally, without applying any external force. It has been
shown that nanowires internalization did not affect dramatically cellular metabo-
lism, since the cells survived up to several days on the nanowire substrates.
Confocal microscopy was used to visualize the cells with nanowires penetrated
inside (Fig. 10.33b).

Whereas first studies have demonstrated the possibility of vertical nanowires to
penetrate spontaneously cells’ membrane, further work was dedicated to gener-
alize the use of silicon nanowires and to represent nanowires as a universal
platform to deliver a large variety of the biological species, which can affect cell
activity [79]. In particular, it is known that large variety of the complex cellular
processes can be probed and analyzed, by integrating surface-modified SiNWs,
delivering diverse range of biomolecules into living cells. To achieve this rich
output, an approach, introduced in Fig. 10.33, is further developed to internalize a
broad range of bioeffectors, i.e., DNA, RNA, peptides, and proteins (see Sect.
10.3) into almost any cell type. This ability is summarized in Fig. 10.34.

Note that silicon nanowires can be covered by aminosilane groups, which
provide noncovalent binding of the molecules to the NWs. Thus, molecules can be
released from the wires surface, once internalization happened [64, 66, 67, 79].
Thus, in vitro internalization of silicon nanowires carrying biomolecules might be
considered as an excellent tool to assist in discovery new aspects of fundamental
cell behaviors, such as motility, proliferation and differentiation, adhesion, etc.

10.4.3 Nanowires-Based Drug Delivery: In Vivo Tests

After the number of successful in vitro tests where the uptake of the silicon
nanowires by numerous cell types were studied, the research of SiNW cells

Fig. 10.33 Penetration of the silicon nanowires inside of the stem cells mES. a incubation of the
stem cells on the silicon substrate in order to internalize nanowires; b Confocal microscopy
image to visualize mES with penetrated SiNWs [67]
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conjugates reached the phase of in vivo assays. Traditionally, one of the most
common areas where the nanomaterials meet biotechnology is closely related to
anticancer therapy [66, 73]. The intense investigation of the drug delivery pro-
cesses is motivated by certain deficiencies of the traditional treatment. Among
them are the facts that (1) only a small amount of conventionally delivered anti-
cancer drug can penetrate into tumors; (2) strong distribution of drugs into non-
target tissues; (3) short circulation time in the blood. Use of the nanomaterials for
novel diseases (i.e., cancer) treatment is considered as a new paradigm, which
enables the dramatic increase in the drug concentration inside of target tissue due
to its high loading capacity.

In order to demonstrate the capability of the silicon nanowires to internalize and
deliver concentrations of the drugs, sufficient to inhibit growth of the tumor, let us
focus on in vivo therapeutic examinations of the mice bearing epidermoid carci-
noma tumor (KB) on their back [66]. For these purposes, the anticancer antibiotic
doxorubicin (DOX) is associated with SiNWs by physisorption. An ultrahigh drug-
loading capacity of 20800 mg/g has been shown for these particular experiments.
A summary of the effect of SINW-DOX complexes on mice KB cells is depicted in
Fig. 10.35.

Mice population with KB tumors was divided into four groups, treated with (a)
physiological saline, (b) pure SiNWs, (c) free DOX, and (d) SiNW-DOX com-
plexes. In the case of doxirubicine therapy (c and d), two concentrations of 5 and
25 lg/kg were administered, respectively. Afterward, the mouse autofluorescence
analysis was performed to estimate the efficacy of the treatment. Obviously,
SiNW-DOX complexes revealed high killing rate of the tumor on the one hand,
and extremely longtime accumulation of the drug in the tumor region.

Fig. 10.34 Diverse biochemical species can be delivered by means of SiNWs vertically grown
[79]. a–d Transfection of fluorescent proteins into a HeLa S3 cells, b human fibroblasts, c NCPs,
d hippocampan neuron cells. Transport of biomolecules such as e siRNA, f peptides, g plasmid
DNA, h recombinant TurboRFP-mito protein. Co-transfection of two different molecules: i two
different siRNAs, j peptide and siRNA, k plasmid DNA and siRNA, l a recombinant protein and
siRNA
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10.5 Challenges and Perspectives

SiNW-based sensors hold up the potential as efficient and powerful vehicles for
biodetection and biomedical diagnostics. These sensor devices offer the capability
of high-sensitivity sensing and easy signal readout in real time without time- and
money-consuming labeling steps. However, the detection sensitivity depends on
the ionic strength of the sample, and therefore, high ionic strength solutions like
blood as a desalting step is advisable. Additional challenges consist of checking
the reproducibility of biosensing results for a given target molecule and producing
the market-ready biosensing devices. A vision would be to implement parallel
detection of a huge number of different analytes to get a high-throughput screening
method, comparable and even better than DNA or protein microarrays, but on a
biosensing level.

SiNWs conjugates with organic and biomolecules represent excellent platform
for studying fundamental behaviors of the cells such as adhesion or proliferation.
From the point of view of practical applications, such as drug delivery, there are
ongoing research on specificity, toxicity, and biodegradability of the nanowires in
the living organism. Nevertheless, nanowires are considered as very promising
candidates for the future therapy, since they are able to provide high drug-load
capacity and targeted transport of the medicines.

Therefore in the future, it might be possible to simultaneously screen hundreds
of biomarkers for medical or environmental purposes, and to use nanowires with
specific bioactive layers for disease treatment, making thereby ‘‘lab on a wire’’ a
reality.

Fig. 10.35 In-vivo anticancer assay of the mice, carrying KB tumor. a in vivo fluorescence
images of four groups mice with labeled KB cells, tested with saline, SiNW, DOX, and SINW-
DOX; b Tumor growth inhibition at different time points
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Chapter 11
Nanowire FET Circuit Design:
An Overview

Jinyong Chung

Abstract Thanks to the short-channel effect suppression of nanowire FET
(NWFET), it has become a candidate for the next-generation VLSI device. Different
types of NWFETs are introduced to meet the system requirements, with pros and
cons. The bottom-up-processed transistor provides the full performance in transistor
level, but the integration capability is bounded by the single type of devices per layer
and logic design for NMOS and PMOS combined structure is severely restricted.
Besides, gate length is relatively large sized, and to overcome this, crossed nanowire
transistor-based nanoscale integrated circuit (NASIC) is proposed. Even though this
design achieves the minimum area and promises for the large-scale integration so
far, the transistor performance is far from the nanotransistor, because of its non-
closed gate structure. Top-down process allows flexible design, but the performance
and integration are in its early stage. CMOS interface is required to activate the
NW logic and to provide signals from/to conventional system.

Abbreviation

NWFET Nanowire FET
NASIC Nanotransistor application-specific integrated circuits
SCE Short-channel effect
FPGA Field-programmable gate array
GAA Gate-all-around
SBD Schottky barrier diodes
xNW Crossing nanowire
LB Langmuir–Blodgett
SNAP Superlattice nanowire pattern transfer
MW Microwire
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PLA Programmable logic array
PCM Phase change memory
TMR Triple modular redundancy

11.1 Introduction

‘‘Why nanoscale circuits,’’ instead of unlimitedly integrating CMOS VLSI, will be
the first question to every person who is starting in circuit design. As minute
power-consuming individual transistors are being integrated in tens of billions into
smaller silicon chips, heat dissipation and power management is a prime concern
in the system design. Simple solution is the power supply lowering, but CMOS
technology has met the limit due to relatively high off-leakage and VT, and
alternative FINFET CMOS is sought after to improve the on-to-off-state current
ratio. The sub-100-nm planar transistor structure is vulnerable to losing control of
the gate over the channel, and the device on or off states. NWFET exhibits the
immunity of short-channel effect (SCE) due to reduced source and drain depletion
field by the surrounding gate structure, and bulk inversion provides higher con-
ductance. As it provides low VT—one third or less than that of CMOS and low off-
leakage, it is a strong candidate for the next-generation circuit technology enabler.

The early NW transistor dimensions were 50–100 nm in diameter and 1 lm
channel length, to demonstrate the nanoscale transistor operation. Narrow diameter
NW is advantageous in SCE suppression with high iON/iOFF ratio, but the resulting
narrow gate width reduces the driving capability. The optimum diameter is
calculated to be *3 nm.

The bottom-up process can take advantage of externally grown high-quality
NWs. There are multitude of NW types by the material of single or compound, and
the growth direction of radial and axial. The gates can be placed only along the
transferred parallel wires. CMOS interface circuits are required to provide the
signals, and the microwire supplies the power. The gate length defined by the
lithography is well over nanoscale, and for the nanoscale gate length, the second
layer wires are placed on top of the first layer orthogonally. Meanwhile, top-down
process provides structural direction of vertical or horizontal NWs.

The externally grown wire importing and gate processing on top of the wires
accompany wide variability in parameter and high defect rate. The device may fail
or show poor performance, and yield can be very low. The circuit deteriorates as
the operation continues, and therefore the defect and fault detection circuit and the
correction schemes are necessary.

This chapter reviews the SNW transistor for circuit design and the integrated
circuits implementation. The single nanowire transistor based on bottom-up pro-
cess and exploiting the 1D carrier flow is introduced. This is followed by the
discussions on the 2D array for designing the nanotransistor application-specific
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integrated circuit (NASIC) field-programmable gate array (FPGA), and top-down
device, which is compatible with CMOS processing. After covering the topics on
the error-checking and correcting topic, the chapter closes.

11.2 NWFET I–V Characteristics

The electrostatics can be analogously described as fully depleted gate-all-around
(GAA) SOI MOSFETs, and the surface potential can be found by solving [1, 2],

o2/f ðxÞ
ox2

�
/f ðxÞ � /gs

k2 ¼ � eqðxÞ
eNW

ð11:1Þ

where

/f surface potential
/fs gate potential

k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eNW d2

NW lnð1þ 2dox

�
dNWÞ þ eoxd2

NW

16eox

s
; the natural lengthð Þ ð11:2Þ

qðxÞ carrier density
eNW the nanowire dielectric constant
eox the dielectric constant of oxide
dox gate oxide thickness
dNW NW diameter.

The natural length k, also called as characteristic length, represents the channel
region controlled by the drain, and the device is free of SCE, when the channel
length is larger than 5–10k.

Equation (11.2) indicates that the further scaling can be achieved by reducing
the NW diameter, instead of thinning the gate oxide of 1.5 nm or below which can
cause gate tunneling current. Avoiding the thin gate dielectric prevents trapped
charges caused by strong electric field across the thin dielectric, and therefore
more reliable circuit operation life is expected.

The threshold voltage (VTH) can be calculated by [1],

VTH �
qNA

eNW
k2: ð11:3Þ

Where VTH is determined by work function, channel, and dielectric thickness and
is not affected by the short-channel length.

The drain current formula for circuit simulation, valid for ballistic and drift–
diffusion transport has been proposed [3], and the drain current due to ballistic
transport is given by
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Ids ¼
qkBT

p�h

X
n

X
v

gv � ln 1þ eðqws�En
v Þ=kBT

� �
� ln 1þ eðqws�En

v�qVdsÞ=kBT
� �h i

ð11:4Þ

where,

gv valley degeneracy
En

v conduction band minimum for the n-th sub-band

ws ¼ Vgs � /ms �
QNW

CINS
ð11:5Þ

QNW total charge per unit length in the nanowire

The drift diffusion current is given by

Ids ¼
l

Leff

ZVds

0

QNWðVgs;VdsÞdv ð11:6Þ

where l ¼ l0

1þ l0
vsatLeff

Vds

� �

The metal contacts to source and drain junctions are Schottky contacts, and the
Schottky barrier diodes (SBD) are included for rigorous modeling (Fig. 11.1) [4].
SBD drop of 0.3–0.5 V causes the output signal swing not rail to rail, and this drop
should be lower than the threshold voltage not to turn on next stage off transistors
in CMOS configuration. The annealing process after metal lithography makes the
source–drain contacts close to ohmic contacts, and simple resistor replacements
are accepted.

11.3 NWFET as Circuit Element

11.3.1 Transistor Level

Depending on the gate shape over the NW, GAA, X, P type or two crossing
nanowire (xNW) gates can be formed. The electrical channel width depends on the

Fig. 11.1 Equivalent circuit
of n-type NWFET
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wire cross-section, cylindrical or non-cylindrical, and gate voltage, where the
stronger gate voltage brings the channel closer to the dielectric interface, hence
wider channel in n-type device. While the GAA type can take full advantage of
nanowire transistors, the xNW transistor has small layout area with nanoscale gate
length, and the performance can be very poor due to small effective gate area and
thick effective gate dielectric formed by two orthogonal wires. The source/drain
junction is normally underlapped by the gate, and this affects the channel property
and parasitic capacitance values in a manner different from the conventional
overlapped gate CMOS. Due to narrow channel diameter of the source/drain
region near the metal, the interconnect resistance is high, and the resistance is
reduced by the wider extension region in the top-down process.

The depletion body does not require the bias connection which is necessary for
the CMOS VLSI. A double-gate junctionless NWFET (Fig. 11.2), where source–
drain junction implantation is not required, can provide ambipolar characteristics.
The front gate determines the transistor switching, while the back gate controls the
n-type or p–type transistor. The positive voltage, back-gate bias will make the
transistor function as n type, while the negative bias makes the device p type, and
the convenience of type change, even on-the-fly flip, can provide a flexible circuit
design potential.

The continuous flow of DC current will raise the channel temperature higher
than the AC operating case due to self-heating effect, and there is drain current
degradation [5].

11.3.2 Inverter and Logic Gate Configuration

In bottom-up process, NFET and PFET can be built side by side on one wire, or on
separate wires, which may result in complex routing. Single-wire inverter may
require large area between p- and n-type transistor registrations. So, for the dense
layout, clocked pseudo-NMOS (or PMOS) type circuit is advantageous, even

Backgate

Backgate Oxide

Silicon Nanowire

Source Frontgate Drain

Frontgate OxideFig. 11.2 Double-gate
NWFET
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though it burns higher power dissipation. To build the CMOS configuration it is
easier to use the top-down process technology for implementation.

PFET and NFET conductance matching by width, like CMOS design, is not
possible for single-diameter NW, and two p-type wires for one n type [6] or
different diameters for p-type and n-type NWFETs are proposed [7].

The vertical NWT is good for inverter design, but multi-input gate design is
complex, for its serial or parallel connection involves large layout space, and
especially, the series connection results in high interconnect resistance with poor
conductance. Two stack-gate structures were implemented [8].

11.4 Bottom-Up Process Technology VLSI Design

In the bottom-up process, the prefabricated nanowires are placed on substrate by
pattern transfer method, Langmuir–Blodgett (LB) or superlattice nanowire pattern
transfer (SNAP), with controlled pitch, followed by the dielectrics growth and gate
material deposition (GAA NWT) or NW gate stacking (cross-NWT) to process the
NW transistors. By the number of nanowire layers transferred, single-layer, dual-
layer, and multi-layer (3D) devices have been demonstrated [9, 10]. This tech-
nology application to design is adopted earlier than the top-down approach, due to
the better dimension and performance-controlled single-transistor fabrication. The
gate characteristics are determined by on–off drain current ratio which is affected
by the neighboring NW.

11.4.1 Gate-All-Around NW Transistor Technology

The transferred NWs on substrate require gate dielectric and gate material depo-
sition. The gate terminal is made of polysilicon or metal, and its geometry is
defined by lithography [9]. To drive the NW transistors, CMOS circuit is required
to provide power and signals through microwire (MW). Since this technology can
achieve the best performance NWFETs, the terahertz signal-handling Ge-core/Si-
shell NW transistor has been reported [11]. Combined with the low-temperature
CMOS process, the consistent layer-to-layer device performance has been
obtained for multi-stack device. Up to 10 layers of stacking has been achieved, and
the circuit can be manufactured on flexible substrate, paper, plastic, or glass [10].

The transistor length control with lithography has limited the minimum size,
and the one-directional NW alignment is severely restricting the flexible logic gate
configuration. As only p- or n-type NWs are transferred per layer, nano-CMOS
circuit design is impractical, since the two different layer p- and n-type NWFETs
can be connected through less compatible MW interconnection.
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11.4.2 Cross-Point NW Transistor Technology

To improve the channel length of GAA transistor, nanosize transistor length has
been achieved by nanowire gate placement. When the parallel horizontal layer
(row pattern) and vertical layer (column pattern) NWs are transferred consecu-
tively, then the cross-point NWFET array structure results (Fig. 11.3). The elim-
ination of gate geometry delineation by lithography results in deteriorated
transistor performance, where nanowire transistor advantage of GAA structure is
replaced by rather inferior planar-type cross-point gate structure at this size. This
process limits the transistor orientation as horizontal and vertical, and the routing
of interconnection is not flexible—just along the NW path with nanometal wire.

As only one type of NWs is transferred per layer, n-type input transistors can
form series input gates, together with precharging/predischarging and evaluating
devices at both ends. The former yields NAND function, while the latter becomes
AND. If p-type NWs are used, then NOR or OR function plane is composed. The
following second-level logic, where a different type of transistor logic is provided,
provides nanoscale programmable NAND–NOR or AND–OR logic array (PLA)
design (Fig. 11.4). The CMOS logic block microscale interface to the nanoscale
NW blocks for signal mapping is a key design issue, and decoder or demultiplexer
circuits are adopted. As the series-connected device strength is weak, it is not
suitable for high performance; rather, it is suitable for smaller area and low power.

The nano-PLA [12] and NASIC (Fig. 11.5), [13] have drawn the attention, for
its implementation potential of cross-point NWFET array into PLA or processors.
Two externally grown layers of NWs, usually n type and p type, are transferred
onto silicon, and FET channel and gates are selectively formed at the cross-points
with gate lithography and oxidation. At the cross-points where the transistor gates
are not formed, the NW is made to act as interconnect, with lowering resistivity
process, typically, silicidation. The source–drain region functionalization requires

Fig. 11.3 Cross-NW AND–
OR two-level logic [8]
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n- and p-active implantation, and non-self-align junction transistors are formed.
For the two cylindrical wire crossing gate area is not of true planar shape, and a
weak channel is formed due to narrow effective width. The lower and upper layer
NWs can be either gate layer or source–channel–drain layer; hence, very flexible
gate array design is resulted. With the multiple flexible array tiles, image pro-
cessors, streaming processors are fabricated. Even single-transistor-type logic is
proposed to limit the parameter variability to nNWFET only [14] (Fig. 11.6).

Fig. 11.4 PLA gate structure
with single-type NW
transistor
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Fig. 11.5 Floor plan of
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11.5 Circuits for Top-Down Process

11.5.1 Horizontal NWFET Circuits

The top-down horizontal NWFET (Fig. 11.6) is the closest to the conventional
CMOS structure, where the transistor channel is replaced by one or multiple NWs.
On the contrary to the bottom-up approach where the externally grown NWs are
transferred to VLSI circuit substrate, the top-down processing builds the NWs on
the device substrate directly. The NW transistor is a natural advancement of X or
P gate FINFET, whose gate is modified to extend to the bottom side, hence
maintains the advantages of the CMOS lithography for arbitrary transistor loca-
tion, size, and complementary logic gate construction. The wire cross-sectional
shape is non-cylindrical, and the transistor performance varies widely in chip due
to less controllability over the NW peripheral shape. The available device is
limited to Si channel, and line edge roughness affects the carrier mobility more
than the bottom-up one.

As the NW transistor can be configured by substituting the planar CMOS
transistor channels by one or multi-NWs, the existing CMOS layout can be con-
verted with minimum modification compared with other NWT technology. As the
gates are surrounded and affected by neighboring wires in multi-NWs, depleting
gate material cannot be used. The horizontal and vertical stack multi-wire channel
transistors were fabricated for 25-stage ring oscillators which showed 10 pS delay
per inverter stage [15]. This technology is the most suitable for designing complex
gates, due to its flexible transistor connection—serial or parallel—freedom,
compared with bottom-up or vertical NW. The suspended beam structure of the
channel makes the wire affected by mechanical tensile pressure.

Fig. 11.6 Horizontal NW
FET, multi-wire channel
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11.5.2 Vertical NWFET Circuits

Vertical device allows higher device integration for source and gate and drain that
are formed on a VLS phase grown NW. P-type and n-type wires are grown
separately or consecutively. As the source and gate are buried deep inside the
insulator, common-source and common-gate circuit will allow best areal density in
the form of memory cell array, as in the phase change memory (PCM) [16]. As
single transistor on one NW accompanies heavy burden in interconnect and area,
series transistors on one NW are introduced [17].

11.6 Error Detection, Correction, and Reliability

The nanoscale manufacturing accompanies wider variation in device dimensions
and electrical characteristics, and results in highly unacceptable electrical per-
formance in speed or power. And the device fail rate is more sensitive to defects or
device parameter spread, compared with the conventional CMOS technology.
Even the good device can experience transient faults introduced by power glitches,
more internal noises due to inherently weaker signal charge and the radiation
originated soft errors. The device suffers ongoing reliability, where the continued
operation may degrade the electrical parameters and damage the gate dielectric
materials.

Many error-checking and correcting techniques developed in CMOS can be
adopted to cope with the NWFET faults. The built-in fault tolerance method
detects the faults by scan path, BILBO, memory testing, or other types of error
checking. The permanent fault self-repair method disables the failing function
blocks, and the faulty blocks are replaced by the redundancy circuit. The transient
faults can be suppressed by majority polling method, and the circuit implemen-
tation requires large area for duplicate functions. Reconfiguration of physical
function that skips the faulty area can enhance the error immunity. This practice
has been implemented in the FPGA’s and requires the programmable devices. The
application of these methods to NWFET circuits needs modification and
improvements, for they require far-less process variability and defects.

For the bottom-up process, VMATCH [18] is proposed to improve the yield in
nano-PLA by improving the timing performance. It identifies the physical gates
strength by decreasing order of iON, through VT measurements, and maps to the
high-fanout (logically weak) gates in sequence. In NASICs, hierarchical method
[19] is proposed to cover 5–15 % defect rate; it combines the redundancies for gate
level and system level, and built-in error-correcting circuitry. Stuck faults are
masked at gate-level redundancy, and voting-based triple modular redundancy
(TMR) screens above gate-level faults. As TMR circuitry is as defective as the
other parts, the insertion point is discretionary where the timing performance is
minimally affected.
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11.7 Conclusion and Future Prospectus

With continued scaling for the near-future system design, the NWFET advantage
of performance and scale supports next-generation system following the CMOS.
To interface with the nanoscale devices, microscale connection is currently
indispensable for either bottom-up process or top-down process, and the NWFET
only circuit in top-down technology may take time for a while. For application-
specific designs, bottom-up design is suitable for small-scale and early design
adoption for its easy generation of high-quality NWFET, but, diversified function
integration of sensors, signal processors, logics, and memories for ultralow power
beyond CMOS can be implemented with top-down approach. The wide process
variability and high defect rate challenge the design for production yield and
longevity of reliable system.

The functional hybrid system, with high-precision NWFET sensor and its
analysis or results evaluation in CMOS logic, can be early application. Energy-
generating devices and memory devices can be mounted together on various
NWFET designs through 3D integration for self-operation.

As NWFET utilizes the benefits of high-performance nanodevices and mature
CMOS technology, it will integrate far-diverse functions on one package, and it
will take the role of next-generation system design technology.

11.8 Problems

P11.1. Please generate I–V characteristics curve with SPICE

a. Source and drain resistances of GAA transistor are 30 X each.
b. For GAA transistor, the source and drain series resistances of 10 KX.
c. For xNW transistor, the source and drain resistances are of 100 X. Discuss how

the gate can be modeled for the simulation.

P11.2. Drain current calculation in AC and DC for self-heating effect (SHE)
evaluation and dissipation through surrounding dielectric;

a. Draw equivalent circuit for SHE evaluation.
b. Calculate drain current/volume, heat/volume, for 3 9 3 stacked NWs.

VDD = 1.0 V, VTH = 0.3 V, VGS = 0–1.0 V with 2 V step, with continuous
VDS, from 0 to 1.0 V. T = room temperature. Repeat the calculation under
1 kHz gate and drain voltage signal.

P11.3. Draw two-stage double-wire inverters for top-down, vertical NW
technology.

P11.4. Design 3-input NAND and NOR gate with vertical NWFET and horizontal
NWFET. Discuss the pros and cons of each technology.

11 Nanowire FET Circuit Design: An Overview 289



P11.5. Design a 4-bit adder with NASIC approach. Assume the junctionless device
is used, and bottom NWs are n type, upper NWs p type.

P11.6. Discuss the advantages of each NWFET technology in circuit design.
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