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  Pref ace   

 The chromatin fi bres packaging our genes consist of the DNA double helix wrapped 
around histone proteins to form nucleosomes. Chromatin structure and function are 
modifi ed by a highly specialized protein machinery that is responsible for epigene-
tic memory, which is defi ned as changes in gene accessibility and activity states that 
are stably inherited yet do not involve alterations in the DNA sequence of an organ-
ism. These include reversible covalent histone modifi cations generated enzymati-
cally, for example site-specifi c methylation and demethylation marks, in a manner 
that alters the intrinsic stability of nucleosomes and compaction and accessibility of 
chromatin to the transcription apparatus. By creating a combinatorial “histone 
code”, which is subsequently differentially recognized by effector chromatin pro-
tein complexes that physically associate with particular modifi ed nucleosomes, 
chromatin can be dynamically altered to direct chromatin-based processes such as 
transcription and DNA repair in a locus-dependent contextual manner. 

 Most, if not all, chromatin modifying and remodelling enzymes are components 
of multi-subunit protein complexes, which often include physically associated non- 
coding RNAs. Controlled expression, assembly and activity of these chromatin pro-
tein complexes are essential for the proper execution of normal cellular behaviours, 
such as stem cell pluripotency or lineage-specifi c cellular differentiation, and when 
disrupted can cause the emergence of transformed phenotypes. Therefore, one key 
goal of the rapidly emerging fi eld of epigenetics is to understand the molecular 
composition, biochemical regulation and physiological roles of these chromatin 
protein complexes, particularly in the accurate control of gene expression, DNA 
repair, genome stability, chromosome compaction and segregation. All of these are 
vital processes for normal human development, including stem cell renewal and the 
formation of cell types and tissues. 

 To elucidate the properties and biological roles of chromatin modifying com-
plexes and the mechanisms underlying disruptions in chromosome structure and 
gene expression patterns that occur when chromatin protein interaction networks 
become perturbed in pathological states, the fi eld of epigenetics draws on increas-
ingly sophisticated analytical strategies. As a result, the technical    expertise and 
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clinical experience needed to address the range and complexity of the biological 
problems involved can be overwhelming to the novice and expert alike, particularly 
as many scientists now entering the epigenetics fi eld are trained in either traditional 
molecular biology, cancer biology, structural biology, drug discovery or high- 
throughput “omic” sciences, but are rarely familiar with all the relevant domains. 
This book was conceived to address this gap. 

 In this volume, leading international experts discuss recent progress in the appli-
cation of both traditional and cutting-edge methods to explore the unique biology 
and complicated biochemistry of chromatin protein complexes, including the iden-
tifi cation, functional evaluation and biomedical assessment of particular chromatin 
protein complexes in different epigenetic systems ranging from stem cell develop-
ment to human cancer:  Bremner ,  Emili ,  Greenblatt  and  Wodak  review current 
knowledge of chromatin protein networks and systems in human;  Cagney ,  Coulombe , 
 Figeys ,  Garcia ,  Moffat ,  Vermeulen  and  Washburn  describe  systematic interaction 
mapping efforts  aimed at documenting the networks of physical and functional 
interactions that occur among the components of the chromatin-related protein 
machinery;  Zhang  and  Mitchell  explore  global regulome studies  aimed at under-
standing the mechanistic aspects controlling chromatin states in normal and dis-
eased states;  Copeland  and  Knapp  review progress in the  discovery and development 
of epigenetic drugs and small molecule chemical probes ; and, fi nally,  Stein  and 
 Wodak  illustrate how disruption of chromatin protein complexes is linked to com-
mon polygenic diseases, notably cancer, with major economic and social impact. 
Taken together, this collection of 16 invited chapters provides a holistic and authori-
tative overview into efforts to “crack” the epigenetic code, one of the most impor-
tant challenges in biomedical research today.  

    Toronto ,  ON ,  Canada       Shoshana         Wodak, Ph.D.   
   Jack         Greenblatt, Ph.D.   

   Andrew     Emili, Ph.D.      

Preface
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    Abstract     Regulation of chromatin structure and dynamics is crucial for gene 
expression, chromosome segregation, DNA replication, and DNA repair, effectively 
controlling all cellular processes. Such regulation is achieved by a multitude of 
chromatin modifying enzymes that cause changes in DNA accessibility. 
Modifi cations imposed by these enzymes include DNA methylation and various 
histone modifi cations. Often, an interplay of multiple mechanisms is necessary to 
properly regulate chromatin dynamics, leading to a defi ned functional outcome. Of 
the various histone modifi cations, methylation is the most complex and is reversed 
by the KDM1 and JMJC families of histone demethylases. Collectively, these 
enzymes can reverse all three histone methylation states, often acting on the same 
substrates, and yet having different functional outcomes. Thus far, substrates have 
been identifi ed for 26/32 (80 %) of all known histone demethylases, but functional 
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studies have lagged behind. Analysis of protein–protein interactions has greatly 
contributed to our understanding of the roles some of these proteins play in the 
regulation of chromatin structure and dynamics, sometimes explaining genetic 
associations previously established between aberrant expression of histone demeth-
ylases and certain human disorders. Here, we will discuss our current understanding 
of histone demethylases, emphasizing protein complexes, and their contributions to 
the function of histone demethylases, their connections to various human disorders 
and multiple types of cancer.  

  Keywords     Histone demethylases   •   PHD (plant homeodomain)   •   Tudor   •   Chromo   • 
  JMJC (Jumonji C-terminal domain)   •   JMJN (Jumonji N-terminal domain)   • 
  Methylation   •   Demethylation   •   Histones  

        Chromatin Structure and Function 

    The regulation of chromatin structure and dynamics serves as the foundation of 
epigenetics. Regions of open, more accessible chromatin and closed, more condensed 
chromatin are often interspersed and highly dynamic, allowing the local chromatin 
structure to be fi ne tuned in response to cell type, cell cycle stage, DNA damage, 
cellular signals, and external stimuli. 

    Regulation of Chromatin Conformation 

 Chromatin regulation is controlled by two types of covalent modifi cations: DNA 
methylation and posttranslational modifi cation of histones. The 5-methylcytosine 
mark imposed on specifi c CpG motifs in DNA is not inherently repressive; instead, 
these sites are recognized and bound by methyl-CpG-binding proteins, which 
recruit histone-modifying corepressor complexes to create closed chromatin and 
inhibit transcription. 

 Posttranslational histone modifi cations, primarily on their N-terminal tails, either 
directly affect interactions between histones and DNA or act as docking sites for 
other effector modules. For example, histone acetylation is mostly correlated with 
activation of gene expression, while histone methylation can be either activating or 
repressing, depending upon the context. To further complicate matters, combinations 
of marks on the same or adjacent histone tails create a “histone code” that fi ne tunes 
a precise chromatin state [ 1 ]. As well, histone variants that replace canonical 
histones in certain regions or situations also impact chromatin structure. Histone 
modifi cations and the exchange of histone variants are thought to be more dynamic 
than DNA methylation. 

 The human genome encodes large families of DNA methyltransferases and 
histone- modifying acetyltransferases, deacetylases, methylases, demethylases, 

E. Marcon et al.
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ubiquitinating and deubiquitinating enzymes, and kinases and phosphatases. Other 
protein families with over 200 members containing bromodomains, Tudor domains, 
chromodomains, methyl-binding domains, and/or PHD domains recognize particular 
patterns of histone modifi cations to recruit chromatin remodeling enzymes and 
infl uence chromatin function [ 2 ].  

    Studying Chromatin Dynamics 

 The study of chromatin modifying enzymes has progressively moved from studying 
individual components towards elucidating protein complexes and pathways, as it 
became clear that protein partners play key roles in altering enzymatic activity, 
localization, and, consequently, protein function. Royer et al. [ 3 ] recently compared 
13 datasets of yeast protein–protein interactions obtained through various methods 
(e.g., yeast two-hybrid (Y2H) and affi nity purifi cations/mass spectrometry (AP–MS)) 
and concluded that AP–MS is a robust and highly accurate high-throughput method 
for the identifi cation of protein complexes. Genome-wide AP–MS studies have 
already been performed for  E. coli  and yeast but are more diffi cult for mammals 
due to the larger genome size and technical diffi culties [ 4 – 6 ]. Therefore, mamma-
lian AP–MS studies have focused on subsets of proteins (e.g., mitotic complexes, 
deubiquitinating enzymes, and nuclear receptor coregulators), but even from this 
limited subset it is easy to see that studies of protein complexes have signifi cantly 
contributed to the functional characterization of    mammalian proteins [ 7 – 9 ]. 

 Over the last few years, a project has been underway in the Greenblatt lab to 
defi ne protein complexes containing known and bioinformatically predicted human 
chromatin-related proteins to further our understanding of epigenetic mechanisms 
[ 10 – 12 ]. Our ultimate goal is to produce a database of a comprehensive interactome 
of chromatin- associated proteins to facilitate further investigations of the regulation 
of chromatin structure, dynamics, and function. In this chapter, we focus mainly on 
histone demethylases in the regulation of chromatin function, emphasizing protein 
complexes and their roles in guiding various cellular processes, as well as their 
implications for human health and disease.   

    Roles of Histone Demethylases in Chromatin Structure 
and Function 

 Histone methylation is mediated by a family of 59 histone methyltransferases 
described elsewhere in this book. Methylation is one of the most complex of histone 
marks and has been demonstrated to occur on specifi c arginine and lysine residues 
on three of the four canonical histones (H3, H4, and H2B) [ 13 ]. Arginine residues 
can be monomethylated or dimethylated symmetrically or asymmetrically, whereas 

Networks of Histone Demethylases and Their Relevance to the Regulation…
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lysine residues can accept up to three methyl groups, resulting in mono, di, or 
 trimethylated states. Because methylation does not affect the charge on lysine or 
arginine residues, it does not alter chromatin structure directly, but instead, serves as 
a platform for the recruitment of other protein complexes. Methylation can facilitate 
either transcriptional activation or repression, depending on the cellular context and 
the specifi c nature of the modifi cation. In general, methylation of histone 3 on lysine 
4 (H3K4) or lysine 36 (H3K36) is a mark of active transcription, whereas methyla-
tion of either lysine 9 or lysine 27 (H3K9, H3K27) is associated with transcriptional 
silencing. These marks tend to be associated with specifi c genomic regions such as 
enhancers, transcription start sites, gene bodies, or 3′ UTRs (Fig.  1 ). Besides 
transcriptional control of gene expression, histone methylation is also involved in 
the regulation of other processes such as DNA replication and repair. For example, 
methylation of lysine 79 (H3K79) less studied than other methylation marks, is 
thought to have a role in the establishment of chromatin boundaries and DNA repair 
(Fig.  2 ) [ 14 ,  15 ].

H3K4me3

H3K4me2
H3K9me1

H3K36me3

H3k27me1
H4K20me1

Promoter Gene BodyTSS

H3K79me2/3
H3K36me2

H3K4me1

H3K9me2/3
H3K27me2/3
H4K20me3

  Fig. 1    Histone methylation pattern most typically found on actively transcribed genes. H3K4me3, 
H3K4me2, and H3K9me1 are present in the promoter region, peaking at the transcription start site 
(TSS). H3K4me3 falls off quickly following the TSS, while H3K4me2 and H3K9me1 persist 
further towards the 3′ end of the gene. H3K27me1 and H4K20me1 are absent in the upstream 
(promoter) region, begin at the TSS and then tail off towards the 3′ end of the gene. H3K36me3 is 
also absent from the promoter region but is found along the downstream region transcribed by 
RNA polymerase II. H3K4me1, H3K9me2/3, H3K27me2/3, and H4K20me3 are all present in the 
3′ end of the gene       
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    There are two distinct families of histone demethylases in mammalian cells, 
amine oxidases and oxygenases that are largely conserved throughout the eukary-
otic kingdom. The human amine oxidase family has only two members (KDM1A/
LSD1 and KDM1B/LSD2) and removes methyl groups in a fl avine adenine dinucle-
otide-dependent reaction. They can demethylate mono and dimethyl lysines, but not 
trimethyl lysines, on histones and certain nonhistone proteins. In contrast, the oxy-
genase family members are capable of removing all three histone lysine methylation 
states in a Fe (II)- and α-ketogluterate-dependent process. The oxygenase family is 
referred to as the JUMONJI family due to the presence of a C-terminal catalytic 
JUMONJI domain (JMJC). The 32 known JUMONJI family members in the human 
genome are divided into groups based on sequence homologies and structural simi-
larities (Fig.  3 ). Besides the JMJC domain, they can also possess ARID, Tudor, 
PHD, FBOX, and zinc-fi nger domains, as well as tetratricopeptide repeats and 
N-terminal JUMONJI (JMJN) domains. The ARID domain (AT-rich interaction 
domain) is a DNA-binding domain, whereas both the PHD (Plant Homeodomain) 
and Tudor domains recognize methylated histone residues, serving as recruitment 
platforms for other proteins. FBOX domains and tetratricopeptide repeats serve as 
protein interaction scaffolds, whereas zinc fi nger domains are versatile and can bind 

  Fig. 2    Methylation of lysine residues on the histone H3 tail can produce a variety of outcomes. 
Shown are the major methylated residues, the enzymes required to deposit or remove those marks 
and their corresponding cellular functions. Some KDMs can remove more than one type of histone 
mark with the specifi city provided by the cellular environment, and may exert either activating or 
repressing effects (e.g., KDM4A demethylates both H3K9 and H3K36 with opposing outcomes) 
depending on the context. To date, no histone demethylase has a demonstrated role in removing 
H3K79 methylation       
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  Fig. 3    Alignment of all the KDMs from the human genome. The human genome has 32 KDMs 
based on the presence of the JMJC/cupin domain. The main feature of these proteins is that they 
use Fe(II) ions and a-ketogluterate as cofactors to remove methyl groups from histones. Some of 
these proteins also have the ability to hydroxylate protein substrates. In addition to the JMJC/cupin 
domain most possess other domains involved in guiding the proteins to their substrates, providing 
specifi city.  JMJC  Jumonji C-terminal domain,  JMJN  Jumonji N-terminal domain,  ARID1  AT-rich 
interaction domain,  PHD  Plant homeodomain,  TPR  tetratricopeptide repeat,  ZF  zinc fi nger 
domain, F-BOX F-box sequence motif       

DNA, RNA, or other proteins. While it is clear that JMJC domains possess catalytic 
activity, to date none of the JMJN domains has been demonstrated to have enzy-
matic activity. Recent evidence suggests that the JMJN domain in GIS1, the yeast 
homolog of human KDM4A physically interacts with the JMJC domain to control 
protein stability and transcriptional regulation [ 16 ]. The presence of these addi-
tional domains modifi es the specifi city of this group of enzymes. While members of 
the same group often act on similar substrates, they often differ in their temporal 
and spatial expression patterns, leading to different roles in the control of chromatin 
structure and transcriptional output.

 

E. Marcon et al.



7

   Most JUMONJI proteins are able to remove methyl groups from particular 
methylated lysines on histones, but some are specifi c for arginine residues, nonhis-
tone proteins (JMJD6), or act primarily as recruitment factors [ 17 – 20 ]. Several 
JUMONJI family members have not been investigated in detail, and their demeth-
ylase activities, substrates, and functional roles have not been described. Here, we 
review the roles of histone demethylases in the regulation of chromatin structure 
and dynamics, as well as their relationships to cellular processes and human diseases, 
with a specifi c focus on the data obtained through AP–MS analysis of protein 
complexes (Table  1 ).

      KDM1 Family 

 KDM1A and KDM1B are highly homologous, act on similar substrates, and have 
multiple cellular roles governed largely by the compositions of the complexes in 
which they reside. KDM1A can have diametrically opposite roles in that it demeth-
ylates two different lysine residues, one of which is a mark of active transcription 
(H3K4me1/me2), the other associated with transcriptional repression (H3K9me1/2) 
[ 21 ,  22 ]. Formation of a ligand-dependent complex between KDM1A with either 
androgen receptor (AR) or estrogen receptor alpha (ERα) leads to H3K9me1/2 
demethylation at their respective target genes [ 22 ,  23 ]. This demethylation event 
produces hydrogen peroxide, leading to local DNA damage that, in turn, recruits 
DNA repair enzymes, themselves important for the transcriptional activation 
process at these loci. In contrast, transcriptional repression by KDM1A is mediated 
by its association with the corepressor complex, CoREST, with KDM1A demethyl-
ating the methylated H3K4, leading to transcriptional repression of CoREST target 
genes [ 22 ,  24 – 26 ]. Recently, KDM1A has also been shown to associate with another 
complex involved in transcriptional repression, the SWI/SNF chromatin- remodeling 
complex known as NURD [ 27 ]. Here, the metastasis-associated (MTA) protein 
plays a functional role analogous to that of CoREST, directing the demethylation of 
NURD target genes [ 27 ]. An added layer of regulation can be achieved through 
cross-talk with other histone modifi cations. For example, phosphorylation of 
histone H3 can alter the substrate specifi city of KDM1A, inhibiting KDM1A-
dependent demethylation of H3K4 [ 28 ]. 

 Very recently, SFMBT1 was identifi ed as another KDM1A interactor. SFMBT1 
is a member    of the MBT family of proteins. MBT domains bind mono and dimeth-
ylated lysine residues on histones and have been postulated to be components of 
polycomb repressive complexes (PRC) [ 29 ]. SFMBT1 was shown previously to 
function as a transcriptional repressor and this interaction suggests that SFMBT1 
may exert its repressor activity through KDM1A [ 30 ]. It is clear from these results 
that KDM1A function is highly modulated by interactions with other proteins and 
complexes. 

Networks of Histone Demethylases and Their Relevance to the Regulation…
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 Far less has been reported about the functional signifi cance of the other amine 
oxidase family member, KDM1B. Like KDM1A, KDM1B can demethylate 
H3K4me1/2 and H3K9me1/2, again suggesting a dual role in both transcriptional 
repression and activation [ 31 ]. KDM1B has been shown to interact with RNA poly-
merase II elongation factors and demethylates H3K4me2 during transcription elon-
gation. This leads to repression of target genes and plays a role in the establishment 
of genomic imprinting [ 32 ,  33 ]. In contrast, an interaction with NF-kB directs 
KDM1B to NF-kB target genes where it demethylates H3K9me2, thereby relieving 
the H3K9 silencing mark and leading to transcriptional activation [ 34 ]. Interestingly, 
KDM1B interacts with components of the DNA replication machinery and proteins 
involved in DNA repair, as well as nucleosome remodeling and histone modifi ca-
tion complexes, indicating that KDM1B may be a member of multiple pathways 
[ 32 ]. KDM1B can also repress transcription through its N-terminal zinc fi nger 
domain independently of its histone demethylase activity [ 35 ].  

    JUMONJI Family 

    KDM2 Group 

 The KDM2 group is characterized by the presence of ARID, PHD, and FBOX 
domains in addition to the JMJC domain and contains two group members in 
mammals: KDM2A, the fi rst JMJC family member to be identifi ed; and its close 
homolog, KDM2B [ 36 ,  37 ]. Both KDM2A and KDM2B are able to demethylate 
H3K36me2 and H3K4me2/3, although the preference of KDM2B for either of these 
modifi cations is controversial. Nevertheless, both repress RNA polymerase I (RNA 
POLI) and RNA Polymerase II (RNA POLII) transcription and associate with the 
repressive polycomb group complexes (PRC) [ 36 ,  38 ,  39 ]. 

 Despite high homology and similar substrate specifi city of KDM2A and 
KDM2B, the two proteins have distinct cellular localizations and functions. 
KDM2A is found in regions of constitutive heterochromatin, including the pericen-
tromeric satellite repeats. This localization is likely mediated through KDM2A 
binding to the repressive histone methylation mark, H3K9me3, and occurs prefer-
entially in CpG islands that lack DNA methylation, an example of cross talk between 
histone and DNA marks [ 38 ,  40 ]. All three heterochromatin binding proteins (HP1) 
physically associate with KDM2A, and the ability of HP1 to localize to heterochro-
matin is reduced in KDM2A knockdowns, suggesting that KDM2A recruits these 
proteins [ 38 ]. In addition, KDM2A acts to repress transcription of pericentromeric 
satellite repeats, controlling centromeric integrity and genomic stability during 
mitosis [ 38 ,  41 ,  42 ] 

 There are contradictory reports as to the substrate for KDM2B. While some 
reports suggest that, similarly to KDM2A, KDM2B is mainly an H3K36me1/2 
demethylase, other reports characterize it primarily as an H3K4me3 demethylase 
[ 36 – 38 ]. KDM2B has been shown to control transcriptional regulation of the 
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proliferation/senescence locus, p15/ink4b, through demethylation of H3K36me2 
[ 37 ]. This fi nding provides a mechanism for a previous observation that the PRC2 
polycomb complex regulates transcription of this locus, as KDM2B interacts with 
the EZH2 component of the PRC2 complex [ 43 – 45 ]. On the other hand, KDM2B 
has been shown to repress transcription of ribosomal genes and regulate cell mor-
phology, chemokine expression, and apoptosis through demethylation of H3K4me3 
[ 38 ,  39 ,  46 ]. Because the PHD domain of KDM2B is able to bind both H3K4me3 
and H3K36me2, it is possible that KDM2B substrates are dictated mainly by the 
complexes associated with KDM2B during various cellular processes. 

 The KDM2 group is a good example of different very closely related enzymes 
acting on the same substrates in vitro or even in vivo, while exerting very different 
effects within the context of a cell. Subtle differences due to cellular localization, 
interacting cofactors, or temporal expression patterns are usually not accounted for 
by in vitro studies, which presumably is why confl icting results are obtained as to 
substrates and recognition of particular methylated histone residues.  

    KDM3 Group 

 The KDM3 group consists of three members, KDM3A, KDM3B and KDM3C, 
characterized by the presence of JMJC and FBOX domains and the ability to 
demethylate H3K9me1/me2. As H3K9 methylation is usually repressive, this group 
mediates transcriptional activation as opposed to repression. 

 KDM3A has a variety of roles, including transcriptional activation of meta-
bolic, spermatogenesis-related and androgen receptor-target genes, as well as the 
control of reprogramming and the hypoxia response [ 47 – 50 ]. During spermatogen-
esis, KDM3A physically interacts with the activated androgen receptor (AR), and 
they co-localize to AR target gene promoters, where KDM3A removes the repres-
sive H3K9me3 mark to activate transcription [ 47 ]. Similarly, in the hypoxia 
response, KDM3A interacts physically with the hypoxia response factor, HIF-1, 
which recruits KDM3A to the promoter of the glucose transporter gene, GLUT3, 
where it demethylates H3K9me3 and activates transcription [ 50 ]. KDM3A-
mediated demethylation of the HOXA1 promoter can drive cell division, and, in 
ES cells, KDM3A appears to play a role in the reactivation of ES cell-specifi c gene 
expression [ 49 ,  51 ]. 

 KDM3B is still poorly understood but has been shown to regulate cell prolifera-
tion through an interaction with the colorectal cancer-related metastatic protein, 
PRL-3 [ 52 ].    KDM3C expression is controlled by the ES cell-specifi c POU5F1 
(OCT3/OCT4) transcription factor and, consequently, KDM3C has been implicated 
in the control of gene expression during ES cell differentiation and in pancreatic 
islets [ 53 ]. KDM3C interacts with the NSD3 histone methyltransferase complex, 
leading to a coordinated regulation of mouse testes development [ 54 ]. The exact 
mechanisms through which members of the KDM3 group exert their multiple func-
tions have not been determined, but direct control of gene expression by KDM3A 
on genes regulating development has been recently reported [ 55 ].  

Networks of Histone Demethylases and Their Relevance to the Regulation…



12

    KDM4 Group 

 The KDM4 group consists of fi ve members, KDM4A/B/C/D and KDM4DL, each 
of which contains a JMJN domain in addition to a JMJC domain, two PHD domains, 
and two Tudor domains. KDM4A and KDM4C are capable of removing all three 
methylation states from H3K9 and H3K36, with higher activity on the trimethylated 
residues, while KDM4B and KDM4D are confi ned to H3K9me3 demethylation, 
and the substrates and functions for KDM4DL are unknown [ 56 – 58 ]. Both KDM4A 
and KDM4B can bind modifi ed histones other than their substrates through their 
Tudor domains. While KDM4A can bind to methylated H4K20 and H3K4, KDM4B 
can bind only to methylated H4K20 [ 59 – 61 ]. Binding of KDM4A/KDM4B to 
H4K20 prevents P53BP1 recruitment to the same modifi ed residue and thereby sup-
presses the DNA damage response. After the induction of DNA damage, KDM4A 
and KDM4B are degraded by the FBXO22-containing SCF E3 ubiquitin ligase, 
allowing P53BP1 to bind to the exposed methylated H4K20 and initiating the DNA 
damage response [ 59 ,  62 ]. 

 Besides its role in the DNA damage response, the KDM4 group has additional 
cellular roles determined largely by its association partners. KDM4A acts both as 
a corepressor of E2F target genes through its interaction with HDAC1-3 and RB 
and as a coactivator of AR-target genes [ 63 ]. Overexpression of KDM4A leads to 
global changes in chromatin accessibility, accelerated cell cycle progression, and 
aberrant replication timing. These may be mediated through alterations in the 
localization of HP1γ, potentially explaining the linkage of KDM4 to multiple types 
of cancer [ 64 ]. 

 KDM4B contributes to pericentromeric stability and chromosome segregation 
by demethylating H3K9me3 in pericentromeric chromatin [ 65 ]. It also directly 
targets the expression of cyclin-dependent kinase 6 (CDK6), which is essential for 
the G1/S transition, thereby contributing to the aberrant cell cycle progression 
phenotype of KDM4B mutants [ 66 ]. 

 KDM4C, in concert with KDM1A, acts as a transcriptional activator for 
androgen receptor target genes and controls the self-renewal of ES cells by regulat-
ing the transcription of pluripotency-specifi c transcription factors [ 53 ,  67 ]. In mouse 
development it may regulate the expression of the proliferation-related transcription 
factors, MYC and KLF4 [ 68 ]. KDM4D has a number of disparate roles. It binds 
directly to p53 and activates p53 target genes, presumably through the removal of 
repressive H3K9 methylation marks on the promoter regions of these genes. The 
same study also found that KDM4D can act in an opposing manner, in a p53- 
independent pathway, to stimulate cell proliferation and survival, illustrating the 
complex balance of in vivo functions [ 69 ]. KDM4D also appears to be responsible 
for regulation of spermatogenesis via the activation of androgen-responsive genes 
and for demethylation of repressive H3K9 methylation marks surrounding the 
enhancers of tissue-specifi c genes; although this enhances expression, it is not 
 suffi cient for gene activation [ 70 – 72 ].  

E. Marcon et al.
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    KDM5 Group 

 The KDM5 group members each contain fi ve conserved domains, including both 
JMJN and JMJC domains, as well as ARID, two PHD, and Zinc fi nger domains. 
This family has four members (KDM5A through D) with KDM5A and KDM5B 
being located on the autosomes, whereas KDM5C and KDM5D are located on the 
X and Y chromosomes, respectively. All KDM5 family members have been shown 
to specifi cally recognize and demethylate H3K4me2/3 during the cell cycle and 
differentiation and, as such, are generally involved in transcriptional repression. 
KDM5A interacts with the SIN3B complex and acts in an RB-dependent manner to 
silence RB target genes enabling senescence. It can also repress genes regulated by 
the Notch pathway [ 73 – 75 ]. Moreover, KDM5A is closely connected with the 
PRC2 complex. The PRC2–KDM5A complex imposes transcriptional silencing on 
target genes by coordinated trimethylation of H3K27me3 and demethylation of 
H3K4me3 [ 76 ]. Recently, KDM5A has also been implicated in the DNA damage 
response where, upon ionizing radiation-induced double-strand break formation, 
KDM5A accumulates at the sites of DNA damage. Other silencing marks, such as 
H3K27me3, are incorporated during the DNA damage response, and so it is plau-
sible that KDM5A involvement in DNA repair is mediated through a polycomb- 
related mechanism [ 77 ]. 

 KDM5B is a transcriptional repressor with roles in neural differentiation, senes-
cence, and cellular proliferation [ 73 ,  78 – 80 ]. Through an association with the tran-
scription factors MYC and TFAP2C, KDM5B acts to downregulate the cell cycle 
gene CDKN1A, thereby promoting cell cycle progression [ 79 ]. Similarly, in senes-
cence, KDM5B associates with RB, promoting repression of RB-dependent cell 
cycle genes [ 81 ]. In contrast with the described functions of the other KDM5 family 
members, KDM5B is able to function as a transcriptional activator during self- 
renewal. This seemingly contradictory fi nding stems from the observation that 
KDM5B is recruited by the histone acetyltransferase complex member MORF4L1 
to the bodies of actively transcribed genes where demethylation of H3K4 inhibits 
cryptic initiation of transcription, a process that interferes with effi cient RNA 
polymerase elongation [ 82 ]. 

 KDM5C has a role in transcriptional repression of a subset of neuronal genes 
through its association with REST, a transcription factor required for silencing of 
neuronal genes in non-neuronal tissues, histone acetyltransferases, HDAC1-2, and 
the histone methyltransferase EHMT2 [ 83 ]. KDM5C also interacts with PCNA 
through a PCNA interaction motif in its sequence, and this interaction is necessary 
for KDM5C association with chromatin [ 84 ]. The polycomb-like protein RING6A 
associates with KDM5D and promotes the demethylase activity of KDM5D in 
vitro. In vivo, KDM5D appears to target RING6A to developmentally controlled 
genes where they act in concert to repress transcription [ 85 ]. KDM5D might also 
play a role in spermatogenesis, more specifi cally in the regulation of meiosis, as it 
forms a complex with MSH5 and appears to target MSH5 to condensed chromatin 
during meiotic prophase [ 86 ]. Therefore, it is obvious that, even though KDM5 
enzymes all have identical substrates, they perform very different roles within 
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cellular networks and their roles are defi ned by both their expression patterns and 
the complexes with which they are associated.  

    KDM6 Group 

 The KDM6 group (KDM6A-C) is characterized by the presence of several tetratri-
copeptide repeats, in addition to the JMJC-domain, KDM6A and KDM6B are both 
able to demethylate H3K27me2 and me3 but, to date, no demethylase activity has 
been detected for KDM6C [ 87 – 89 ]. Because H3K27me2/3 are repressive marks 
established mostly at gene promoters and in coding regions, KDM6A and KDM6B 
are transcriptional coactivators involved in multiple processes, including cell cycle 
progression, differentiation, development, and the infl ammatory response. KDM6A 
co- purifi es with the H3K4 methyltransferase complexes that contain the mixed-
lineage leukemia proteins, MLL1-3, resulting in H3K27me3 demethylation along 
with H3K4me3 methylation and leading to the activation of gene expression (e.g., 
the HOX gene cluster) [ 90 – 92 ]. Such coordinated activation of gene expression by 
complexes exhibiting different but reinforcing activities, MLL-KDM6A and PRC2- 
KDM5A complexes, illustrates how an assembly of protein complexes with func-
tionally synergistic activities can be an effi cient way to control chromatin structure 
and dynamics. 

 Similarly to KDM6A, KDM6B is an important activator of HOX genes and 
bivalent promoters (promoters in ES cells that are marked by both activating and 
repressive marks) [ 85 ,  87 ,  93 ,  94 ]. However, in spite of extensive homology with 
KDM6A, KDM6B does not appear to associate with MLL; instead, it associates 
with KDM7A, an H3K9me1/2, H3K27me1/2, and H4K20me1 histone demethylase, 
along with proteins regulating transcription elongation [ 95 ]. KDM6B also has 
another role in that it cooperates with KDM4B to control the differentiation 
potential of human bone marrow mesenchymal stem/stromal cells, again illustrat-
ing collaborative efforts within the KDM family [ 96 ]. 

 As mentioned previously, KDM6C has no detectable demethylase activity, and 
so it is unclear what role, if any, it does play. However, protein–protein interaction 
data from the Greenblatt lab indicates that, similarly to KDM6A, KDM6C co- 
purifi es with components of the MLL complexes (unpublished data). It is possible, 
therefore, that it does have demethylation activity that requires the presence of pre-
viously uncharacterized cofactors, or rather functions as a recruitment/stabilization 
factor rather than a bona fi de histone demethylase.  

    KDM7 Group 

 The KDM7 group includes three members (KDM7A-C) and is characterized by the 
presence of PHD and JMJC domains. KDM7A is an H3K9me1/2 and H3K27me1/2 
demethylase, while KDM7B demethylates both H3K9me1/2 and H4K20me1, and 
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KDM7C seems to use exclusively H3K9me1/2 as a substrate [ 36 ,  97 – 99 ]. KDM7A 
is a positive transcriptional regulator that localizes to the nucleolus, where it is 
involved in the transcription of rDNA [ 97 ,  100 ,  101 ]. It is also important for acti-
vation of neuronal-specifi c genes and brain development and directly controls the 
transcription of FGF4, an oncogenic growth factor [ 102 ,  103 ]. 

 KDM7B, in addition to its ability to demethylate H3K9me1/2, was the fi rst 
demethylase found to act on H4K20me1, a modifi cation important for cell cycle 
progression, neural differentiation, and brain development [ 98 ,  99 ]. KDM7B inter-
acts directly with the CTD of RNA polymerase II and serves as a general coactiva-
tor, present at many active genes [ 104 ]. In addition, KDM7B acts in concert with 
activating factors E2F1, HCFC1, and SETD1A to demethylate H4K20me1 onE2F1- 
target genes [ 99 ]. 

 KDM7C is a transcriptional activator of HNFA in liver and rDNA genes. 
Interestingly, unmodifi ed KDM7C is inactive and requires PKA-dependent phos-
phorylation to bind, demethylate, and form a complex with ARID5B. This activated 
KDM7C/ARID5B complex is then recruited to promoters, where it demethylates 
H3K9me2, leading to transcriptional activation [ 105 ]. All members of KDM7 family 
are able to bind H3K4me3 marks but do not use them as a substrate. Instead, binding 
to the trimethylated lysine 4 on histone H3 increases the enzymatic activity of KDM7 
family members towards H3K9me2, illustrating the infl uence of other domains 
within the same protein on the catalytic activity of histone demethylases [ 99 ,  106 ].  

   JARID2 

 JARID2 possesses both ARID and zinc fi nger domains in addition to JMJN and 
JMJC domains. However, it does not exhibit any detectable demethylase activity, 
acting instead as a recruitment factor for other chromatin-modifying complexes. 
JARID2 is a component of polycomb repressive complex 2 (PRC2), where it is 
important for targeting PRC2 to its target genes and modulating its activity [ 18 , 
 107 ]. JARID2 also interacts with the histone methyltransferase SETDB1 to control 
the levels of H3K9me2/3 at the NOTCH locus, thereby regulating NOTCH expres-
sion [ 108 ]. Through its recruiting ability, JARID2 has been implicated in transcrip-
tional regulation and ES cell differentiation.  

   JMJC-Only Demethylases 

 There are other JUMONJI family members which possess a JMJC domain but 
contain no other recognizable domains and thus are not grouped into specifi c families 
(Fig.  3 ). JMJC-only members are, by far, more obscure and less studied, with few 
exceptions. KDM8, an H3K36me2 demethylase, is known to participate in cell 
cycle progression and circadian systems [ 109 – 111 ]. NO66 is a histone demethylase 
with specifi city for H3K4me3 and H3K36me2. Together with SP7/OSX, it regulates 
osteoblast differentiation by demethylating H3K4 and H3K36 and inhibiting 
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SP7/OSX-mediated promoter activation. It may also function in replication and 
remodeling of heterochromatic regions [ 112 ,  113 ]. JMJD6 is the only JMJC- 
containing protein which has been demonstrated to be capable of demethylating 
arginine residues on histones H3 and H4 in vitro, but it is not clear whether this is 
its primary in vivo function as it also demethylates nonhistone substrates [ 17 ]. 
JMJD6 is required for organogenesis, hematopoietic differentiation, and regulation 
of cytokine responses [ 114 – 116 ]. For other JMJC-only group members, such as 
HSPBAP1, HIF1AN, HR, MINA53, JMJD4, JMJD7, JMJD8, and TYW5, no 
demethylase activities, histone substrates, or binding sites have been identifi ed. 
Several of them have known cellular roles, although the mechanisms of their actions 
remain unclear. HSPBAP1 might have a role in the cellular stress response [ 72 ]. 
HIF1AN plays a role in the response to hypoxic conditions by hydroxylation of 
asparagines residues within HIF, suppressing its transcriptional activity [ 19 ,  117 ]. 
HR could act as transcription factor regulating cell growth, possibly through the 
hyperactivation of WNT signaling pathways [ 54 ,  118 ]. MINA53 was identifi ed in a 
screen searching for MYC targets, is present in the nucleolus and, as is the case for 
MYC, is involved in cell proliferation [ 119 ]. TYW5 is a tRNA hydroxylase that acts 
in the biosynthesis of a hypermodifi ed nucleoside, hydroxywybutosine, which is 
essential for correct phenylalanine codon translation [ 20 ]. JMJD7-PLA2G4B is a 
read-through protein encoding a calcium-dependent phospholipase, while nothing 
is known about JMJD4 or JMJD8 aside from the fact that they contain C-terminal 
JMJC domains [ 120 ].   

    Demethylation of Nonhistone Substrates 

 Even though most histone demethylases work specifi cally on histone substrates, 
some are able to remove methyl marks from nonhistone proteins, thereby modifying 
their activities. The tumor suppressor protein p53 is one of the most extensively 
studied methylated proteins, as it can be methylated on several residues to various 
extents. The degree of methylation and the methylated residue determine p53 activ-
ity and its roles during cell cycle progression, DNA repair, and apoptosis. Several 
histone methyltransferases, including KMT3C, KMT5A, and KMT7, methylate 
p53 on different residues and in response to different environmental stimuli. 
However, KDM1A is the only demethylase that has, to date, been shown to demeth-
ylate p53, preventing p53 interaction with P53BP1, and thereby inducing apoptosis 
[ 27 ,  121 ,  122 ]. 

 KDM1A can also relieve methylation on E2F1 and DNMT1. E2F1 is a transcrip-
tion factor with a role in cell cycle progression and apoptosis, and its target genes 
include several pro-apoptotic factors in DNA damage-induced apoptosis. 
Methylation of E2F1 by KTM7 results in transcriptional activation, while demeth-
ylation by KDM1A destabilizes E2F1, inhibiting DNA damage-induced cell death, 
and promoting DNA repair [ 123 ]. DNA methyltransferase 1 (DNMT1) is also 
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methylated by KMT7, with effects that are opposite to that on E2F1. In this case, 
demethylation by KDM1A, rather than methylation by KMT7, stabilizes DNMT1, 
ultimately regulating DNA methylation [ 124 ]. This connection between KDM1A 
and DNMT1 then provides an important link between DNA methylation and his-
tone modifi cation in the regulation of chromatin dynamics. Furthermore, it seems 
KDM1A and KMT7 have opposing roles in the regulation of the methylation status 
of nonhistone substrates. 

 Only a few members of the JUMONJI family of lysine demethylases have so far 
been shown to demethylate nonhistone substrates. KDM2A demethylates the p65 
subunit of the NF-κB, a regulator of immune and infl ammatory responses, reversing 
the mark imposed by KMT3B, and leading to the inhibition of NF-κB signaling 
[ 125 ]. Interestingly, KDM2A expression is itself driven by NF-κB signaling in a 
feedback loop. KDM4A-C can demethylate trimethylated lysine peptides in several 
nonhistone proteins in vitro, including WIZ, CDYL1, CBS, and EHMT1 [ 126 ]. All 
of these proteins are found in chromatin-related complexes regulating transcription, 
illustrating yet another example of a cross talk within chromatin modifi cation 
machinery. 

 KDM7C demethylation of the nonhistone protein, ARID5B, is necessary for its 
function as a histone demethylase cofactor. KDM7C is activated upon phosphoryla-
tion by a protein kinase (PKA) and can then demethylate ARID5B. Only upon 
ARID5B demethylation can the ARID5B–KDM7C complex be targeted to 
H3K9ME2 at promoters of KDM7C target genes [ 105 ]. Even though JMJD6 is able 
to demethylate arginine residues on histones in vitro, histone demethylation does 
not seem to be a primary function of JMJD6 in vivo. Instead, it functions as a lysyl 
hydroxylase for the splicing factor U2AF65, thereby regulating its pre-mRNA 
splicing activity [ 127 ]. There are several other putative histone demethylases for 
which no substrates or possible functions have been identifi ed but that can poten-
tially act on nonhistone substrates (Table  1 ).   

    The Role of Chromatin in Human Disease 

 The traditional carcinogenesis model proceeded from initiation (exposure to a 
carcinogen leading to a change in nucleotide sequence) through promotion (addi-
tional exposure to a carcinogen leading to enhanced cell division) to progression 
(malignant tumor formation). However, there are many carcinogens that do not lead 
to DNA sequence changes but, instead, affect chromatin structure. This altered chro-
matin structure can result in changes in gene expression or chromosome instability, 
leading to an imbalance among apoptosis, proliferation, and differentiation. Even in 
the absence of specifi c carcinogens, the same effects can be induced by mutations 
or defects in many of the chromatin-modifying enzymes, including DNA repair 
proteins. 
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 The best studied examples of cancer susceptibility genes are BRCA1/2, and 
mutations in these DNA repair genes are responsible for 2–10 % of all breast cancers 
and 5–10 % of all ovarian cancers worldwide. The inheritance of BRCA1/2 muta-
tions increases the risk of breast cancer by 50–80 %, the risk of contralateral breast 
cancer by 60 %, and the risk of ovarian cancer by 15–25 % (reviewed in [ 128 ]). The 
incomplete penetrance of the cancer phenotype illustrates that not all individuals 
with a particular genetic mutation will develop breast cancer and, conversely, 
patients with the same tumor type may have very divergent genetic or epigenetic 
changes. Presumably, the specifi c combination of genetic mutations, genetic inter-
actions between gene products, differences in epigenetic programming, and expo-
sure to environmental factors can all infl uence cancer predisposition and 
manifestation. 

 So far, mutations in a number of different chromatin-related proteins have been 
linked to serious developmental disorders. Alpha-thalassemia/mental retardation 
syndrome results from loss of function mutations in the chromatin-remodeling 
enzyme, ATRX, and may be due to changes in DNA methylation patterns [ 129 , 
 130 ]. ICF syndrome, a rare autosomal recessive disorder characterized by immuno-
defi ciency, instability of pericentromeric heterochromatin, mental retardation, and 
developmental defects, is linked to mutations within DNMT3B, a DNA methyl-
transferase [ 131 ]. Similarly, MECP2 contains a methyl-CpG recognition domain, 
and loss of function mutations in this protein cause Rett syndrome, the most frequent 
cause of mental retardation in females [ 132 ]. Rubinstein–Taybi Syndrome (RSTS) 
is characterized by congenital malformation and mental retardation stemming 
largely from the mutations in the histone acetylase CBP [ 133 ]. EGF-stimulated 
phosphorylation of histone H3 on serine 10 by the serine–threonine PKA is a 
leading cause of Coffi n–Lowry Syndrome [ 134 ]. In addition to these more prevalent 
and better studied disorders, many more have been linked to the aberrant expression 
of chromatin modifying enzymes, especially many types of cancer. 

 The link between chromatin modifi cations and human disease is strong, and 
listing all of the currently known connections here would be impossible. Enrichment 
profi les of all known or predicted chromatin modifi cation enzymes with links to 
human disease demonstrate the wide-ranging effects chromatin can have on many 
aspects of gene regulation and chromosome stability (Fig.  4a ). Here, neoplasms or 
abnormal tissue masses show highest enrichment, but there are other highly 
enriched categories. Figure  4b  shows hierarchical view of the most enriched subsets 
and illustrates how broad categories can be partitioned into smaller categories or 
single disorders.

   From this, it is obvious that often members of the same complex are implicated 
in the same disease allowing prediction of disease-related genes and consequently 
predictions of novel therapeutic targets. Thus, identifi cation of histone demethyl-
ases associated with disease and their potential partners can be advantageous in the 
identifi cation of novel disease genes and therapeutic targets. 
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    Histone Demethylases in Human Disease 

 As with other chromatin regulatory molecules, aberrant expression of several 
histone demethylases has been linked to a variety of human disorders, various 
developmental defects and a large number of cancers (Table  1 ). Echoing their 
divergent roles in the cell, including both repressive and activating functions, his-
tone demethylases can act as either proto-oncogenes or tumor suppressors. As is the 
case for their roles in transcriptional regulation, several KDMs can act in concert to 
affect different stages of the tumorigenic process. Below, we try to summarize 
known associations between KDMs and various human cancers. 

 KDM1A, a potential proto-oncogene, is overexpressed in prostate cancer, breast 
cancer, and neuroblastoma [ 135 – 137 ]. KDM4C and KDM7B are both also overex-
pressed in prostate cancer but, while KDM1A and KDM4C are both involved in 
proliferation, KDM7B has been implicated in cell migration and invasion, illustrat-
ing how different demethylases can contribute to the formation of the same type of 
tumor [ 67 ,  138 ]. Other demethylases, including KDM2A, KDM4A, KDM5B, and 
KDM6B, also contribute to prostate cancer manifestation and progression when 
overexpressed [ 70 ,  139 ]. In the case of KDM2A, this appears to occur through its 
role in the maintenance of the heterochromatic state and genomic stability, while 
KDM4A, KDM5B, and KDM6B exert their effects through the activation of andro-
gen receptor target genes [ 42 ]. Another member of KDM5 family, KDM5D, may 
also promote prostate cancer development, as it is deleted in 52 % of cases [ 140 ]. 
However, the direct link has not being established. KDM4C has been implicated in 
the development of carcinomas other than prostate cancer, including esophageal car-
cinoma, medulloblastoma, and lymphoma [ 141 – 143 ]. It seems that KDM4C also 
contributes to obesity through the transcriptional repression of PPARγ, a nuclear 
receptor responsible for the regulation of adipose cell differentiation [ 144 ]. 

 Depending upon the context, KDM2B can act as either a proto-oncogene or 
tumor suppressor. Overexpression of KDM2B has been linked to breast cancer and 
lymphomas, while depletion of KDM2B has been observed in brain and liver can-
cers [ 38 ,  145 ]. The tumorigenic potential of KDM2B is due to its effects on both 
proliferation and DNA repair. 

 Overexpression of KDM3A has been observed in bladder and lung cancers, 
presumably through its activation of HOXA1 expression that, in turn, drives the 
expression of genes in the p44/p42 mitogen-activated protein kinase pathway, lead-
ing to oncogenic transformation [ 51 ]. KDM3B, together with the CBP-containing 
histone acetyltransferase complex, plays a role during acute lymphoblastic leukemia 
by targeting the activation of the leukomegenic LMO2 gene. KDM3B together with 
KDM4B has been implicated in colorectal cancer formation and progression, pre-
sumably through their interaction with PRL-3, a metastatic gene in colorectal can-
cer [ 52 ]. However, while KDM3B seems to function as a tumor suppressor, KDM4B 
is a potential oncoprotein. In addition to colorectal cancer, KDM4B has also been 
linked to breast cancer through its role in the establishment of pericentromeric het-
erochromatin and thus the maintenance of genomic stability [ 65 ]. KDM4A and 
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KDM4D are both potential oncogenes, with KDM4A linked to breast cancer forma-
tion through the stimulation of ERα activity, a function dependent on the catalytic 
activity of KDM4A [ 146 ]. KDM4D also has pro-proliferative potential through its 
interaction with p53 [ 69 ]. 

 Collectively, the KDM5 family has been linked to multiple human disorders. 
KDM5A interacts with many proteins previously correlated with tumorigenesis, 
including TBP, LMO2, MYC, SIN3/HDACs, and RBP-J, and is a tumor suppressor 
[ 139 ,  147 ]. Translocations between KDM5A and a nuclear pore protein, NUP98, 
can lead to acute myeloid leukemia [ 148 ]. Mutations within KDM5A confer 
susceptibility to ankylosing spondylitis, a form of chronic, infl ammatory arthritis 
[ 149 ]. Overexpression of KDM5B is often observed in breast, testis, and bladder 
cancer presumably through its interactions with two developmentally regulated 
transcription factors, BF-1 and PAX9 [ 150 – 152 ]. Through an interaction with 
KDM1A and components of NURD complex, KDM5B can suppress angiogenesis 
and metastasis in breast cancer cells [ 153 ]. KDM5C has been linked to X-linked 
mental retardation syndrome and epilepsy, but it can also regulate the HPV e2 tumor 
suppressor protein, a leading cause of cervical cancer [ 83 ,  154 ]. 

 A few other KDMs have also been linked to tumor development or progression. 
KDM7B, in addition to its involvement in prostate cancer, has been associated with 
X-linked mental retardation [ 106 ]. KDM6A is a tumor suppressor gene, as muta-
tions have been detected in multiple myelomas and leukemia [ 139 ,  155 ,  156 ]. 
HIF1AN may be linked to survival in invasive breast cancer through the regulation 
of HIF-1α, while mutations within MINA53 might contribute to esophageal squa-
mous cell carcinoma, gastric cancer, and lung cancer [ 157 – 160 ]. Some of the less 
well-studied KDMs have also been linked to human disease. Intractable epilepsy, or 
epilepsy unresponsive to anticonvulsants, is associated with mutations in HSPBAP1, 
while mutations within HR lead to various forms of hair loss, including depletion of 
eyebrows, eyelashes, and body hair [ 161 ,  162 ].   

    Conclusions 

 Although current understanding of the relationship between chromatin modifi cation 
and human disease is based mainly on genetic associations, recent advances in AP–
MS-based analyses of protein complexes are beginning to clarify not only the 
critical role histone demethylases play in regulating chromatin structure and function 
but also the interplay between different chromatin modifying pathways, such as 
DNA methylation and histone modifi cations, with human disease. AP–MS analyses 
of protein complexes have been so valuable in assigning functional identity to 
chromatin- related enzymes mainly because these enzymes act in the context of 
large macromolecular complexes that are not only essential for the activation of 
enzymatic activity but also provide recognition specifi city. Often, such large protein 
complexes contain seemingly opposing enzymatic functions but, nevertheless, lead 
to synergistic outcomes for tighter transcriptional regulation. For example, the 
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H3K4me3 demethylase, KDM5A, interacts with a PRC2 complex harboring H3K27 
methyltransferase activity. By coordinated demethylation of H3K4me3 and meth-
ylation of H3K27 this enzyme complex functions in transcriptional repression. In 
contrast, the KDM6A/MLL complex functions antagonistically to the KDM5A/
PRC2 complex. In this case, KDM6A demethylates H3K27me3 while at the same 
time, MLL methylates H3K4, leading to transcriptional activation [ 87 ,  92 ]. As well, 
the KDM3C/NSD3 complex formation leads to transcriptional activation by 
KDM3C-dependent demethylation of H3K9me1/2 and NSD3-dependent methyla-
tion of H3K4 [ 54 ]. KDMs are also found in complexes with enzyme activities other 
than histone methylation. For example, KDM2B is associated with the PRC1 com-
plex, which connects the removal of H3K36me2 and H3K4me2/3 with monoubiq-
uitylation of H2A on lysine 119, leading to transcriptional silencing. Such synergistic 
roles have been also observed between histone demethylases and reader proteins 
that recognize methylated residues and act as recruitment platforms for additional 
chromatin modifi ers. For example, HP1α, a chromodomain containing protein, not 
only recruits the histone methyltransferase SUV420H2 to heterochromatin, but also 
binds KDM4A leading to regulation of the methylation status of H3K36 [ 163 ,  164 ]. 

 Because of the complicated nature of chromatin structure and function and the 
extensive amount of cross talk between different modifi cations and enzymes and 
their functional outcomes, chromatin has to be analyzed in terms of a large epigen-
etic network map within which the complexes perform their functions. Such a net-
work map is not static, and different complexes can share subunits depending on 
intracellular and extracellular signals. The generation and analysis of such network 
maps would help in the identifi cation of novel complex components and in func-
tional predictions, providing a global view of chromatin dynamics. More impor-
tantly, the analysis of protein complexes provides an important means of identifying 
and characterizing novel human disease-related genes and has the potential of iden-
tifying potential new therapeutic targets. In fact, as is the case for other types of 
chromatin-modifying enzymes (e.g., HDACs or KMTs), several KDMs are already 
under development as potential therapeutic targets via the identifi cation of KDM-
specifi c inhibitors [ 165 ,  166 ].     

      References 

    1.    Strahl BD, Allis CD. The language of covalent histone modifi cations. Nature. 2000;403(6765):
41–5.  

    2.    Yun M, Wu J, Workman JL, Li B. Readers of histone modifi cations. Cell Res. 2011;21(4):
564–78.  

    3.    Royer L, Reimann M, Stewart AF, Schroeder M. Network compression as a quality measure 
for protein interaction networks. PLoS One. 2012;7(6):e35729.  

    4.    Krogan NJ, Cagney G, Yu H, Zhong G, Guo X, Ignatchenko A, et al. Global landscape of 
protein complexes in the yeast Saccharomyces cerevisiae. Nature. 2006;440(7084):637–43.  

   5.    Babu M, Vlasblom J, Pu S, Guo X, Graham C, Bean BD, et al. Interaction landscape of 
membrane-protein complexes in Saccharomyces cerevisiae. Nature. 2012;489(7414):585–9.  

Networks of Histone Demethylases and Their Relevance to the Regulation…



24

    6.    Butland G, Peregrin-Alvarez JM, Li J, Yang W, Yang X, Canadien V, et al. Interaction 
network containing conserved and essential protein complexes in Escherichia coli. Nature. 
2005;433(7025):531–7.  

    7.    Hutchins JR, Toyoda Y, Hegemann B, Poser I, Heriche JK, Sykora MM, et al. Systematic 
analysis of human protein complexes identifi es chromosome segregation proteins. Science. 
2010;328(5978):593–9.  

   8.    Sowa ME, Bennett EJ, Gygi SP, Harper JW. Defi ning the human deubiquitinating enzyme 
interaction landscape. Cell. 2009;138(2):389–403.  

    9.    Malovannaya A, Lanz RB, Jung SY, Bulynko Y, Le NT, Chan DW, et al. Analysis of the 
human endogenous coregulator complexome. Cell. 2011;145(5):787–99.  

    10.    Mak AB, Ni Z, Hewel JA, Chen GI, Zhong G, Karamboulas K, et al. A lentiviral functional 
proteomics approach identifi es chromatin remodeling complexes important for the induction 
of pluripotency. Mol Cell Proteomics. 2010;9(5):811–23.  

   11.    Ni Z, Olsen JB, Guo X, Zhong G, Ruan ED, Marcon E, et al. Control of the RNA polymerase 
II phosphorylation state in promoter regions by CTD interaction domain-containing proteins 
RPRD1A and RPRD1B. Transcription. 2011;2(5):237–42.  

    12.    Ni Z, Olsen JB, Emili A, Greenblatt JF. Identifi cation of mammalian protein complexes by 
lentiviral-based affi nity purifi cation and mass spectrometry. Methods Mol Biol. 
2011;781:31–45.  

    13.    Greer EL, Shi Y. Histone methylation: a dynamic mark in health, disease and inheritance. Nat 
Rev Genet. 2012;13(5):343–57.  

    14.    Wakeman TP, Wang Q, Feng J, Wang X-F. Bat3 facilitates H3K79 dimethylation by DOT1L 
and promotes DNA damage-induced 53BP1 foci at G1/G2 cell-cycle phases. EMBO J. 
2012;31(9):2169–81.  

    15.    Altaf M, Utley RT, Lacoste N, Tan S, Briggs SD, Côté J. Interplay of chromatin modifi ers on 
a short basic patch of histone H4 tail defi nes the boundary of telomeric heterochromatin. Mol 
Cell. 2007;28(6):1002–14.  

    16.    Quan Z, Oliver SG, Zhang N. JmjN interacts with JmjC to ensure selective proteolysis of 
Gis1 by the proteasome. Microbiology. 2011;157(Pt 9):2694–701.  

     17.    Chang B, Chen Y, Zhao Y, Bruick RK. JMJD6 is a histone arginine demethylase. Science. 
2007;318(5849):444–7.  

    18.    Peng JC, Valouev A, Swigut T, Zhang J, Zhao Y, Sidow A, et al. Jarid2/Jumonji coordinates 
control of PRC2 enzymatic activity and target gene occupancy in pluripotent cells. Cell. 
2009;139(7):1290–302.  

    19.    Mahon PC, Hirota K, Semenza GL. FIH-1: a novel protein that interacts with HIF-1alpha and 
VHL to mediate repression of HIF-1 transcriptional activity. Genes Dev. 
2001;15(20):2675–86.  

     20.    Noma A, Ishitani R, Kato M, Nagao A, Nureki O, Suzuki T. Expanding role of the jumonji C 
domain as an RNA hydroxylase. J Biol Chem. 2010;285(45):34503–7.  

    21.    Shi Y, Lan F, Matson C, Mulligan P, Whetstine JR, Cole PA, et al. Histone demethylation 
mediated by the nuclear amine oxidase homolog LSD1. Cell. 2004;119(7):941–53.  

      22.    Metzger E, Wissmann M, Yin N, Muller JM, Schneider R, Peters AH, et al. LSD1 demethyl-
ates repressive histone marks to promote androgen-receptor-dependent transcription. Nature. 
2005;437(7057):436–9.  

    23.    Perillo B, Ombra MN, Bertoni A, Cuozzo C, Sacchetti S, Sasso A, et al. DNA oxidation as 
triggered by H3K9me2 demethylation drives estrogen-induced gene expression. Science. 
2008;319(5860):202–6.  

    24.    Lee MG, Wynder C, Cooch N, Shiekhattar R. An essential role for CoREST in nucleosomal 
histone 3 lysine 4 demethylation. Nature. 2005;437(7057):432–5.  

   25.    Shi YJ, Matson C, Lan F, Iwase S, Baba T, Shi Y. Regulation of LSD1 histone demethylase 
activity by its associated factors. Mol Cell. 2005;19(6):857–64.  

    26.    Yang M, Gocke CB, Luo X, Borek D, Tomchick DR, Machius M, et al. Structural basis for 
CoREST-dependent demethylation of nucleosomes by the human LSD1 histone demethyl-
ase. Mol Cell. 2006;23(3):377–87.  

E. Marcon et al.



25

      27.    Wang Y, Zhang H, Chen Y, Sun Y, Yang F, Yu W, et al. LSD1 is a subunit of the NuRD com-
plex and targets the metastasis programs in breast cancer. Cell. 2009;138(4):660–72.  

    28.    Metzger E, Imhof A, Patel D, Kahl P, Hoffmeyer K, Friedrichs N, et al. Phosphorylation of 
histone H3T6 by PKCbeta(I) controls demethylation at histone H3K4. Nature. 
2010;464(7289):792–6.  

    29.    Lin S, Shen H, Li J-L, Tang S, Gu Y, Chen Z, et al. Proteomic and functional analyses reveal 
the chromatin reader SFMBT1’s role in regulating epigenetic silencing and the myogenic 
gene program. J Biol Chem. 2013;288(9):6238–47.  

    30.    Wu S, Trievel RC, Rice JC. Human SFMBT is a transcriptional repressor protein that selec-
tively binds the N-terminal tail of histone H3. FEBS Lett. 2007;581(17):3289–96.  

    31.    Karytinos A, Forneris F, Profumo A, Ciossani G, Battaglioli E, Binda C, et al. A novel mam-
malian fl avin-dependent histone demethylase. J Biol Chem. 2009;284(26):17775–82.  

     32.    Fang R, Barbera AJ, Xu Y, Rutenberg M, Leonor T, Bi Q, et al. Human LSD2/KDM1b/AOF1 
regulates gene transcription by modulating intragenic H3K4me2 methylation. Mol Cell. 
2010;39(2):222–33.  

    33.    Ciccone DN, Su H, Hevi S, Gay F, Lei H, Bajko J, et al. KDM1B is a histone H3K4 demeth-
ylase required to establish maternal genomic imprints. Nature. 2009;461(7262):415–8.  

    34.    Van Essen D, Zhu Y, Saccani S. A feed-forward circuit controlling inducible NF-kappaB 
target gene activation by promoter histone demethylation. Mol Cell. 2010;39(5):750–60.  

    35.    Yang Z, Jiang J, Stewart DM, Qi S, Yamane K, Li J, et al. AOF1 is a histone H3K4 demeth-
ylase possessing demethylase activity-independent repression function. Cell Res. 2010;20(3):
276–87.  

       36.    Tsukada Y, Fang J, Erdjument-Bromage H, Warren ME, Borchers CH, Tempst P, et al. 
Histone demethylation by a family of JmjC domain-containing proteins. Nature. 
2006;439(7078):811–6.  

     37.    He J, Kallin EM, Tsukada Y, Zhang Y. The H3K36 demethylase Jhdm1b/Kdm2b regulates 
cell proliferation and senescence through p15(Ink4b). Nat Struct Mol Biol. 2008;15(11):
1169–75.  

          38.    Frescas D, Guardavaccaro D, Bassermann F, Koyama-Nasu R, Pagano M. JHDM1B/FBXL10 
is a nucleolar protein that represses transcription of ribosomal RNA genes. Nature. 
2007;450(7167):309–13.  

     39.    Janzer A, Stamm K, Becker A, Zimmer A, Buettner R, Kirfel J. The H3K4me3 Histone 
Demethylase Fbxl10 Is a Regulator of Chemokine Expression, Cellular Morphology, and the 
Metabolome of Fibroblasts. J Biol Chem. 2012;287(37):30984–92.  

    40.    Bartke T, Vermeulen M, Xhemalce B, Robson SC, Mann M, Kouzarides T. Nucleosome- 
interacting proteins regulated by DNA and histone methylation. Cell. 2010;143(3):470–84.  

    41.    Tanaka Y, Okamoto K, Teye K, Umata T, Yamagiwa N, Suto Y, et al. JmjC enzyme KDM2A 
is a regulator of rRNA transcription in response to starvation. EMBO J. 2010;29(9):
1510–22.  

     42.    Frescas D, Guardavaccaro D, Kuchay SM, Kato H, Poleshko A, Basrur V, et al. KDM2A 
represses transcription of centromeric satellite repeats and maintains the heterochromatic 
state. Cell Cycle. 2008;7(22):3539–47.  

    43.    Bracken AP, Kleine-Kohlbrecher D, Dietrich N, Pasini D, Gargiulo G, Beekman C, et al. The 
Polycomb group proteins bind throughout the INK4A-ARF locus and are disassociated in 
senescent cells. Genes Dev. 2007;21(5):525–30.  

   44.    Kotake Y, Cao R, Viatour P, Sage J, Zhang Y, Xiong Y. pRB family proteins are required for 
H3K27 trimethylation and Polycomb repression complexes binding to and silencing p16INK-
4alpha tumor suppressor gene. Genes Dev. 2007;21(1):49–54.  

    45.    Tzatsos A, Pfau R, Kampranis SC, Tsichlis PN. Ndy1/KDM2B immortalizes mouse embry-
onic fi broblasts by repressing the Ink4a/Arf locus. Proc Natl Acad Sci USA. 2009;106(8):
2641–6.  

    46.    Ge R, Wang Z, Zeng Q, Xu X, Olumi AF. F-box protein 10, an NF-kappaB-dependent anti- 
apoptotic protein, regulates TRAIL-induced apoptosis through modulating c-Fos/c-FLIP 
pathway. Cell Death Differ. 2011;18(7):1184–95.  

Networks of Histone Demethylases and Their Relevance to the Regulation…



26

     47.    Okada Y, Scott G, Ray MK, Mishina Y, Zhang Y. Histone demethylase JHDM2A is critical 
for Tnp1 and Prm1 transcription and spermatogenesis. Nature. 2007;450(7166):119–23.  

   48.    Yamane K, Tateishi K, Klose RJ, Fang J, Fabrizio LA, Erdjument-Bromage H, et al. PLU-1 
is an H3K4 demethylase involved in transcriptional repression and breast cancer cell prolif-
eration. Mol Cell. 2007;25(6):801–12.  

    49.    Ma DK, Chiang CH, Ponnusamy K, Ming GL, Song H. G9a and Jhdm2a regulate embryonic 
stem cell fusion-induced reprogramming of adult neural stem cells. Stem Cells. 2008;26(8):
2131–41.  

     50.    Krieg AJ, Rankin EB, Chan D, Razorenova O, Fernandez S, Giaccia AJ. Regulation of the 
histone demethylase JMJD1A by hypoxia-inducible factor 1 alpha enhances hypoxic gene 
expression and tumor growth. Mol Cell Biol. 2010;30(1):344–53.  

     51.    Cho HS, Toyokawa G, Daigo Y, Hayami S, Masuda K, Ikawa N, et al. The JmjC domain- 
containing histone demethylase KDM3A is a positive regulator of the G1/S transition in 
cancer cells via transcriptional regulation of the HOXA1 gene. Int J Cancer. 2012;131(3):
E179–89.  

     52.    Liu Y, Zheng P, Ji T, Liu X, Yao S, Cheng X, et al. An epigenetic role for PRL-3 as a regulator 
of H3K9 methylation in colorectal cancer. Gut. 2013;62(4):571–81.  

     53.    Katoh Y, Katoh M. Comparative integromics on JMJD2A, JMJD2B and JMJD2C: preferen-
tial expression of JMJD2C in undifferentiated ES cells. Int J Mol Med. 2007;20(2):269–73.  

      54.    Kim SM, Kim JY, Choe NW, Cho IH, Kim JR, Kim DW, et al. Regulation of mouse steroido-
genesis by WHISTLE and JMJD1C through histone methylation balance. Nucleic Acids Res. 
2010;38(19):6389–403.  

    55.    Herzog M, Josseaux E, Dedeurwaerder S, Calonne E, Volkmar M, Fuks F. The histone 
demethylase Kdm3a is essential to progression through differentiation. Nucleic Acids Res. 
2012;40(15):7219–32.  

    56.    Cloos PA, Christensen J, Agger K, Maiolica A, Rappsilber J, Antal T, et al. The putative 
oncogene GASC1 demethylates tri- and dimethylated lysine 9 on histone H3. Nature. 
2006;442(7100):307–11.  

   57.    Fodor BD, Kubicek S, Yonezawa M, O’Sullivan RJ, Sengupta R, Perez-Burgos L, et al. 
Jmjd2b antagonizes H3K9 trimethylation at pericentric heterochromatin in mammalian cells. 
Genes Dev. 2006;20(12):1557–62.  

    58.    Klose RJ, Yamane K, Bae Y, Zhang D, Erdjument-Bromage H, Tempst P, et al. The transcrip-
tional repressor JHDM3A demethylates trimethyl histone H3 lysine 9 and lysine 36. Nature. 
2006;442(7100):312–6.  

     59.    Mallette FA, Mattiroli F, Cui G, Young LC, Hendzel MJ, Mer G, et al. RNF8- and RNF168- 
dependent degradation of KDM4A/JMJD2A triggers 53BP1 recruitment to DNA damage 
sites. EMBO J. 2012;31(8):1865–78.  

   60.    Huang Y, Fang J, Bedford MT, Zhang Y, Xu RM. Recognition of histone H3 lysine-4 meth-
ylation by the double tudor domain of JMJD2A. Science. 2006;312(5774):748–51.  

    61.    Ozboyaci M, Gursoy A, Erman B, Keskin O. Molecular recognition of H3/H4 histone tails by 
the tudor domains of JMJD2A: a comparative molecular dynamics simulations study. PLoS 
One. 2011;6(3):e14765.  

    62.    Tan MK, Lim HJ, Harper JW. SCF(FBXO22) regulates histone H3 lysine 9 and 36 methyla-
tion levels by targeting histone demethylase KDM4A for ubiquitin-mediated proteasomal 
degradation. Mol Cell Biol. 2011;31(18):3687–99.  

    63.    Gray SG, Iglesias AH, Lizcano F, Villanueva R, Camelo S, Jingu H, et al. Functional charac-
terization of JMJD2A, a histone deacetylase- and retinoblastoma-binding protein. J Biol 
Chem. 2005;280(31):28507–18.  

    64.    Black JC, Allen A, Van Rechem C, Forbes E, Longworth M, Tschop K, et al. Conserved 
antagonism between JMJD2A/KDM4A and HP1gamma during cell cycle progression. Mol 
Cell. 2010;40(5):736–48.  

     65.    Slee RB, Steiner CM, Herbert BS, Vance GH, Hickey RJ, Schwarz T, et al. Cancer-associated 
alteration of pericentromeric heterochromatin may contribute to chromosome instability. 
Oncogene. 2012;31(27):3244–53.  

E. Marcon et al.



27

    66.    Toyokawa G, Cho HS, Iwai Y, Yoshimatsu M, Takawa M, Hayami S, et al. The histone 
demethylase JMJD2B plays an essential role in human carcinogenesis through positive 
regulation of cyclin-dependent kinase 6. Cancer Prev Res (Phila). 2011;4(12):2051–61.  

     67.    Wissmann M, Yin N, Muller JM, Greschik H, Fodor BD, Jenuwein T, et al. Cooperative 
demethylation by JMJD2C and LSD1 promotes androgen receptor-dependent gene expres-
sion. Nat Cell Biol. 2007;9(3):347–53.  

    68.    Wang J, Zhang M, Zhang Y, Kou Z, Han Z, Chen DY, et al. The histone demethylase JMJD2C 
is stage-specifi cally expressed in preimplantation mouse embryos and is required for embry-
onic development. Biol Reprod. 2010;82(1):105–11.  

     69.    Kim TD, Oh S, Shin S, Janknecht R. Regulation of tumor suppressor p53 and HCT116 cell 
physiology by histone demethylase JMJD2D/KDM4D. PLoS One. 2012;7(4):e34618.  

     70.    Shin S, Janknecht R. Activation of androgen receptor by histone demethylases JMJD2A and 
JMJD2D. Biochem Biophys Res Commun. 2007;359(3):742–6.  

   71.    Iwamori N, Zhao M, Meistrich ML, Matzuk MM. The testis-enriched histone demethylase, 
KDM4D, regulates methylation of histone H3 lysine 9 during spermatogenesis in the mouse 
but is dispensable for fertility. Biol Reprod. 2011;84(6):1225–34.  

     72.    Xi ZQ, Sun JJ, Wang XF, Li MW, Liu XZ, Wang LY, et al. HSPBAP1 is found extensively in 
the anterior temporal neocortex of patients with intractable epilepsy. Synapse. 2007;61(9):
741–7.  

     73.    Chicas A, Kapoor A, Wang X, Aksoy O, Evertts AG, Zhang MQ, et al. H3K4 demethylation 
by Jarid1a and Jarid1b contributes to retinoblastoma-mediated gene silencing during cellular 
senescence. Proc Natl Acad Sci USA. 2012;109(23):8971–6.  

   74.    Liefke R, Oswald F, Alvarado C, Ferres-Marco D, Mittler G, Rodriguez P, et al. Histone 
demethylase KDM5A is an integral part of the core Notch-RBP-J repressor complex. Genes 
Dev. 2010;24(6):590–601.  

    75.    Van Oevelen C, Wang J, Asp P, Yan Q, Kaelin Jr WG, Kluger Y, et al. A role for mammalian 
Sin3 in permanent gene silencing. Mol Cell. 2008;32(3):359–70.  

    76.    Pasini D, Hansen KH, Christensen J, Agger K, Cloos PA, Helin K. Coordinated regulation of 
transcriptional repression by the RBP2 H3K4 demethylase and Polycomb-Repressive 
Complex 2. Genes Dev. 2008;22(10):1345–55.  

    77.    Seiler DM, Rouquette J, Schmid VJ, Strickfaden H, Ottmann C, Drexler GA, et al. Double- 
strand break-induced transcriptional silencing is associated with loss of trimethylation at 
H3K4. Chromosome Res. 2011;19(7):883–99.  

    78.    Schmitz SU, Albert M, Malatesta M, Morey L, Johansen JV, Bak M, et al. Jarid1b targets 
genes regulating development and is involved in neural differentiation. EMBO J. 
2011;30(22):4586–600.  

    79.    Wong PP, Miranda F, Chan KV, Berlato C, Hurst HC, Scibetta AG. Histone demethylase 
KDM5B collaborates with TFAP2C and Myc to repress the cell cycle inhibitor p21(cip) 
(CDKN1A). Mol Cell Biol. 2012;32(9):1633–44.  

    80.    Catchpole S, Spencer-Dene B, Hall D, Santangelo S, Rosewell I, Guenatri M, et al. PLU-1/
JARID1B/KDM5B is required for embryonic survival and contributes to cell proliferation in 
the mammary gland and in ER + breast cancer cells. Int J Oncol. 2011;38(5):1267–77.  

    81.    Nijwening JH, Geutjes EJ, Bernards R, Beijersbergen RL. The histone demethylase Jarid1b 
(Kdm5b) is a novel component of the Rb pathway and associates with E2f-target genes in 
MEFs during senescence. PLoS One. 2011;6(9):e25235.  

    82.    Xie L, Pelz C, Wang W, Bashar A, Varlamova O, Shadle S, et al. KDM5B regulates embry-
onic stem cell self-renewal and represses cryptic intragenic transcription. EMBO J. 
2011;30(8):1473–84.  

     83.    Tahiliani M, Mei P, Fang R, Leonor T, Rutenberg M, Shimizu F, et al. The histone H3K4 
demethylase SMCX links REST target genes to X-linked mental retardation. Nature. 
2007;447(7144):601–5.  

    84.    Liang Z, Diamond M, Smith JA, Schnell M, Daniel R. Proliferating cell nuclear antigen is 
required for loading of the SMCX/KMD5C histone demethylase onto chromatin. Epigenetics 
Chromatin. 2011;4(1):18.  

Networks of Histone Demethylases and Their Relevance to the Regulation…



28

     85.    Lee MG, Norman J, Shilatifard A, Shiekhattar R. Physical and functional association of a 
trimethyl H3K4 demethylase and Ring6a/MBLR, a polycomb-like protein. Cell. 
2007;128(5):877–87.  

    86.    Akimoto C, Kitagawa H, Matsumoto T, Kato S. Spermatogenesis-specifi c association of 
SMCY and MSH5. Genes Cells. 2008;13(6):623–33.  

      87.    Agger K, Cloos PA, Christensen J, Pasini D, Rose S, Rappsilber J, et al. UTX and JMJD3 are 
histone H3K27 demethylases involved in HOX gene regulation and development. Nature. 
2007;449(7163):731–4.  

   88.    Hong S, Cho YW, Yu LR, Yu H, Veenstra TD, Ge K. Identifi cation of JmjC domain- containing 
UTX and JMJD3 as histone H3 lysine 27 demethylases. Proc Natl Acad Sci USA. 
2007;104(47):18439–44.  

    89.    Lan F, Bayliss PE, Rinn JL, Whetstine JR, Wang JK, Chen S, et al. A histone H3 lysine 27 
demethylase regulates animal posterior development. Nature. 2007;449(7163):689–94.  

    90.    Issaeva I, Zonis Y, Rozovskaia T, Orlovsky K, Croce CM, Nakamura T, et al. Knockdown of 
ALR (MLL2) reveals ALR target genes and leads to alterations in cell adhesion and growth. 
Mol Cell Biol. 2007;27(5):1889–903.  

   91.    Cho YW, Hong T, Hong S, Guo H, Yu H, Kim D, et al. PTIP associates with MLL3- and 
MLL4-containing histone H3 lysine 4 methyltransferase complex. J Biol Chem. 
2007;282(28):20395–406.  

     92.    Lee MG, Villa R, Trojer P, Norman J, Yan KP, Reinberg D, et al. Demethylation of H3K27 
regulates polycomb recruitment and H2A ubiquitination. Science. 2007;318(5849):447–50.  

    93.    Burgold T, Spreafi co F, De Santa F, Totaro MG, Prosperini E, Natoli G, et al. The histone H3 
lysine 27-specifi c demethylase Jmjd3 is required for neural commitment. PLoS One. 
2008;3(8):e3034.  

    94.    Kim SW, Yoon SJ, Chuong E, Oyolu C, Wills AE, Gupta R, et al. Chromatin and transcrip-
tional signatures for Nodal signaling during endoderm formation in hESCs. Dev Biol. 
2011;357(2):492–504.  

    95.    Chen S, Ma J, Wu F, Xiong LJ, Ma H, Xu W, et al. The histone H3 Lys 27 demethylase 
JMJD3 regulates gene expression by impacting transcriptional elongation. Genes Dev. 
2012;26(12):1364–75.  

    96.    Ye L, Fan Z, Yu B, Chang J, Al Hezaimi K, Zhou X, et al. Histone demethylases KDM4B and 
KDM6B promotes osteogenic differentiation of human MSCs. Cell Stem Cell. 
2012;11(1):50–61.  

     97.    Wen H, Li J, Song T, Lu M, Kan PY, Lee MG, et al. Recognition of histone H3K4 trimethyl-
ation by the plant homeodomain of PHF2 modulates histone demethylation. J Biol Chem. 
2010;285(13):9322–6.  

    98.    Qi HH, Sarkissian M, Hu GQ, Wang Z, Bhattacharjee A, Gordon DB, et al. Histone H4K20/
H3K9 demethylase PHF8 regulates zebrafi sh brain and craniofacial development. Nature. 
2010;466(7305):503–7.  

       99.    Liu W, Tanasa B, Tyurina OV, Zhou TY, Gassmann R, Liu WT, et al. PHF8 mediates histone 
H4 lysine 20 demethylation events involved in cell cycle progression. Nature. 
2010;466(7305):508–12.  

    100.    Feng W, Yonezawa M, Ye J, Jenuwein T, Grummt I. PHF8 activates transcription of rRNA 
genes through H3K4me3 binding and H3K9me1/2 demethylation. Nat Struct Mol Biol. 
2010;17(4):445–50.  

    101.    Zhu Z, Wang Y, Li X, Xu L, Wang X, Sun T, et al. PHF8 is a histone H3K9me2 demethylase 
regulating rRNA synthesis. Cell Res. 2010;20(7):794–801.  

    102.    Huang C, Xiang Y, Wang Y, Li X, Xu L, Zhu Z, et al. Dual-specifi city histone demethylase 
KIAA1718 (KDM7A) regulates neural differentiation through FGF4. Cell Res. 2010;20(2):
154–65.  

    103.    Huang C, Chen J, Zhang T, Zhu Q, Xiang Y, Chen CD, et al. The dual histone demethylase 
KDM7A promotes neural induction in early chick embryos. Dev Dyn. 2010;239(12):
3350–7.  

E. Marcon et al.



29

    104.    Fortschegger K, De Graaf P, Outchkourov NS, Van Schaik FM, Timmers HT, Shiekhattar R. 
PHF8 targets histone methylation and RNA polymerase II to activate transcription. Mol Cell 
Biol. 2010;30(13):3286–98.  

     105.    Baba A, Ohtake F, Okuno Y, Yokota K, Okada M, Imai Y, et al. PKA-dependent regulation of 
the histone lysine demethylase complex PHF2-ARID5B. Nat Cell Biol. 2011;13(6):668–75.  

     106.    Kleine-Kohlbrecher D, Christensen J, Vandamme J, Abarrategui I, Bak M, Tommerup N, 
et al. A functional link between the histone demethylase PHF8 and the transcription factor 
ZNF711 in X-linked mental retardation. Mol Cell. 2010;38(2):165–78.  

    107.    Shen X, Kim W, Fujiwara Y, Simon MD, Liu Y, Mysliwiec MR, et al. Jumonji modulates 
polycomb activity and self-renewal versus differentiation of stem cells. Cell. 2009;139(7):
1303–14.  

    108.    Mysliwiec MR, Carlson CD, Tietjen J, Hung H, Ansari AZ, Lee Y. Jarid2 (Jumonji, AT rich 
interactive domain 2) regulates NOTCH1 expression via histone modifi cation in the develop-
ing heart. J Biol Chem. 2012;287(2):1235–41.  

    109.    Hsia DA, Tepper CG, Pochampalli MR, Hsia EY, Izumiya C, Huerta SB, et al. KDM8, a 
H3K36me2 histone demethylase that acts in the cyclin A1 coding region to regulate cancer 
cell proliferation. Proc Natl Acad Sci USA. 2010;107(21):9671–6.  

   110.    Jones MA, Harmer S. JMJD5 Functions in concert with TOC1 in the arabidopsis circadian 
system. Plant Signal Behav. 2011;6(3):445–8.  

    111.    Ishimura A, Minehata K, Terashima M, Kondoh G, Hara T, Suzuki T. Jmjd5, an H3K36me2 
histone demethylase, modulates embryonic cell proliferation through the regulation of 
Cdkn1a expression. Development. 2012;139(4):749–59.  

    112.    Sinha KM, Yasuda H, Coombes MM, Dent SY, De Crombrugghe B. Regulation of the 
osteoblast- specifi c transcription factor Osterix by NO66, a Jumonji family histone demethyl-
ase. EMBO J. 2010;29(1):68–79.  

    113.    Eilbracht J, Reichenzeller M, Hergt M, Schnolzer M, Heid H, Stohr M, et al. NO66, a highly 
conserved dual location protein in the nucleolus and in a special type of synchronously repli-
cating chromatin. Mol Biol Cell. 2004;15(4):1816–32.  

    114.    Boeckel JN, Guarani V, Koyanagi M, Roexe T, Lengeling A, Schermuly RT, et al. Jumonji 
domain-containing protein 6 (Jmjd6) is required for angiogenic sprouting and regulates splic-
ing of VEGF-receptor 1. Proc Natl Acad Sci USA. 2011;108(8):3276–81.  

   115.    Lee YF, Miller LD, Chan XB, Black MA, Pang B, Ong CW, et al. JMJD6 is a driver of cel-
lular proliferation and motility and a marker of poor prognosis in breast cancer. Breast Cancer 
Res. 2012;14(3):R85.  

    116.    Del Rizzo PA, Krishnan S, Trievel RC. Crystal structure and functional analysis of JMJD5 
indicate an alternate specifi city and function. Mol Cell Biol. 2012;32(19):4044–52.  

    117.    Lando D, Peet DJ, Gorman JJ, Whelan DA, Whitelaw ML, Bruick RK. FIH-1 is an asparagi-
nyl hydroxylase enzyme that regulates the transcriptional activity of hypoxia-inducible fac-
tor. Genes Dev. 2002;16(12):1466–71.  

    118.    Ahmad W, Zlotogorski A, Panteleyev AA, Lam H, Ahmad M, Faiyaz ul Haque M, et al. 
Genomic organization of the human hairless gene (HR) and identifi cation of a mutation 
underlying congenital atrichia in an Arab Palestinian family. Genomics. 1999;56(2):141–8.  

    119.    Tsuneoka M, Koda Y, Soejima M, Teye K, Kimura H. A novel myc target gene, mina53, that 
is involved in cell proliferation. J Biol Chem. 2002;277(38):35450–9.  

    120.    Song C, Chang XJ, Bean KM, Proia MS, Knopf JL, Kriz RW. Molecular characterization of 
cytosolic phospholipase A2-beta. J Biol Chem. 1999;274(24):17063–7.  

    121.    Huang J, Sengupta R, Espejo AB, Lee MG, Dorsey JA, Richter M, et al. p53 is regulated by 
the lysine demethylase LSD1. Nature. 2007;449(7158):105–8.  

    122.    Kontaki H, Talianidis I. Lysine methylation regulates E2F1-induced cell death. Mol Cell. 
2010;39(1):152–60.  

    123.    Xie Q, Bai Y, Wu J, Sun Y, Wang Y, Zhang Y, et al. Methylation-mediated regulation of E2F1 
in DNA damage-induced cell death. J Recept Signal Transduct Res. 2011;31(2):139–46.  

Networks of Histone Demethylases and Their Relevance to the Regulation…



30

    124.    Chen T, Li E. Establishment and maintenance of DNA methylation patterns in mammals. 
Curr Top Microbiol Immunol. 2006;301:179–201.  

    125.    Lu T, Jackson MW, Wang B, Yang M, Chance MR, Miyagi M, et al. Regulation of NF-kappaB 
by NSD1/FBXL11-dependent reversible lysine methylation of p65. Proc Natl Acad Sci USA. 
2010;107(1):46–51.  

    126.    Ponnaluri VK, Vavilala DT, Putty S, Gutheil WG, Mukherji M. Identifi cation of non-histone 
substrates for JMJD2A-C histone demethylases. Biochem Biophys Res Commun. 
2009;390(2):280–4.  

    127.    Webby CJ, Wolf A, Gromak N, Dreger M, Kramer H, Kessler B, et al. Jmjd6 catalyses lysyl- 
hydroxylation of U2AF65, a protein associated with RNA splicing. Science. 2009;325(5936):
90–3.  

    128.    Goldberg JI, Borgen PI. Breast cancer susceptibility testing: past, present and future. Expert 
Rev Anticancer Ther. 2006;6(8):1205–14.  

    129.    Gibbons RJ, Picketts DJ, Villard L, Higgs DR. Mutations in a putative global transcriptional 
regulator cause X-linked mental retardation with alpha-thalassemia (ATR-X syndrome). Cell. 
1995;80(6):837–45.  

    130.    Gibbons RJ, McDowell TL, Raman S, O’Rourke DM, Garrick D, Ayyub H, et al. Mutations 
in ATRX, encoding a SWI/SNF-like protein, cause diverse changes in the pattern of DNA 
methylation. Nat Genet. 2000;24(4):368–71.  

    131.    Hansen RS, Wijmenga C, Luo P, Stanek AM, Canfi eld TK, Weemaes CM, et al. The 
DNMT3B DNA methyltransferase gene is mutated in the ICF immunodefi ciency syndrome. 
Proc Natl Acad Sci USA. 1999;96(25):14412–7.  

    132.    Amir RE, Van den Veyver IB, Wan M, Tran CQ, Francke U, Zoghbi HY. Rett syndrome is 
caused by mutations in X-linked MECP2, encoding methyl-CpG-binding protein 2. Nat 
Genet. 1999;23(2):185–8.  

    133.    Cho KS, Elizondo LI, Boerkoel CF. Advances in chromatin remodeling and human disease. 
Curr Opin Genet Dev. 2004;14(3):308–15.  

    134.    Delaunoy J, Abidi F, Zeniou M, Jacquot S, Merienne K, Pannetier S, et al. Mutations in the 
X-linked RSK2 gene (RPS6KA3) in patients with Coffi n-Lowry syndrome. Hum Mutat. 
2001;17(2):103–16.  

    135.    Kahl P, Gullotti L, Heukamp LC, Wolf S, Friedrichs N, Vorreuther R, et al. Androgen recep-
tor coactivators lysine-specifi c histone demethylase 1 and four and a half LIM domain protein 
2 predict risk of prostate cancer recurrence. Cancer Res. 2006;66(23):11341–7.  

   136.    Schulte JH, Lim S, Schramm A, Friedrichs N, Koster J, Versteeg R, et al. Lysine-specifi c 
demethylase 1 is strongly expressed in poorly differentiated neuroblastoma: implications for 
therapy. Cancer Res. 2009;69(5):2065–71.  

    137.    Janzer A, Lim S, Fronhoffs F, Niazy N, Buettner R, Kirfel J. Lysine-specifi c demethylase 1 
(LSD1) and histone deacetylase 1 (HDAC1) synergistically repress proinfl ammatory cyto-
kines and classical complement pathway components. Biochem Biophys Res Commun. 
2012;421(4):665–70.  

    138.    Bjorkman M, Ostling P, Harma V, Virtanen J, Mpindi JP, Rantala J, et al. Systematic knock-
down of epigenetic enzymes identifi es a novel histone demethylase PHF8 overexpressed in 
prostate cancer with an impact on cell proliferation, migration and invasion. Oncogene. 
2012;31(29):3444–56.  

      139.    Xiang Y, Zhu Z, Han G, Ye X, Xu B, Peng Z, et al. JARID1B is a histone H3 lysine 4 demeth-
ylase up-regulated in prostate cancer. Proc Natl Acad Sci USA. 2007;104(49):19226–31.  

    140.    Perinchery G, Sasaki M, Angan A, Kumar V, Carroll P, Dahiya R. Deletion of Y-chromosome 
specifi c genes in human prostate cancer. J Urol. 2000;163(4):1339–42.  

    141.    Ehrbrecht A, Muller U, Wolter M, Hoischen A, Koch A, Radlwimmer B, et al. Comprehensive 
genomic analysis of desmoplastic medulloblastomas: identifi cation of novel amplifi ed genes 
and separate evaluation of the different histological components. J Pathol. 2006;208(4):
554–63.  

E. Marcon et al.



31

   142.    Vinatzer U, Gollinger M, Mullauer L, Raderer M, Chott A, Streubel B. Mucosa-associated 
lymphoid tissue lymphoma: novel translocations including rearrangements of ODZ2, 
JMJD2C, and CNN3. Clin Cancer Res. 2008;14(20):6426–31.  

    143.    Yang ZQ, Imoto I, Fukuda Y, Pimkhaokham A, Shimada Y, Imamura M, et al. Identifi cation 
of a novel gene, GASC1, within an amplicon at 9p23-24 frequently detected in esophageal 
cancer cell lines. Cancer Res. 2000;60(17):4735–9.  

    144.    Lizcano F, Romero C, Vargas D. Regulation of adipogenesis by nuclear receptor PPARgamma 
is modulated by the histone demethylase JMJD2C. Genet Mol Biol. 2011;34(1):19–24.  

    145.    Magerl C, Ellinger J, Braunschweig T, Kremmer E, Koch LK, Holler T, et al. H3K4 dimeth-
ylation in hepatocellular carcinoma is rare compared with other hepatobiliary and gastroin-
testinal carcinomas and correlates with expression of the methylase Ash2 and the demethylase 
LSD1. Hum Pathol. 2010;41(2):181–9.  

    146.    Berry WL, Shin S, Lightfoot SA, Janknecht R. Oncogenic features of the JMJD2A histone 
demethylase in breast cancer. Int J Oncol. 2012;41(5):1701–6.  

    147.    Zeng J, Ge Z, Wang L, Li Q, Wang N, Bjorkholm M, et al. The histone demethylase RBP2 Is 
overexpressed in gastric cancer and its inhibition triggers senescence of cancer cells. 
Gastroenterology. 2010;138(3):981–92.  

    148.    Van Zutven LJ, Onen E, Velthuizen SC, Van Drunen E, Von Bergh AR, Van den Heuvel- 
Eibrink MM, et al. Identifi cation of NUP98 abnormalities in acute leukemia: JARID1A 
(12p13) as a new partner gene. Genes Chromosomes Cancer. 2006;45(5):437–46.  

    149.    Pointon JJ, Harvey D, Karaderi T, Appleton LH, Farrar C, Wordsworth BP. The histone 
demethylase JARID1A is associated with susceptibility to ankylosing spondylitis. Genes 
Immun. 2011;12(5):395–8.  

    150.    Lu PJ, Sundquist K, Baeckstrom D, Poulsom R, Hanby A, Meier-Ewert S, et al. A novel gene 
(PLU-1) containing highly conserved putative DNA/chromatin binding motifs is specifi cally 
up-regulated in breast cancer. J Biol Chem. 1999;274(22):15633–45.  

   151.    Barrett A, Madsen B, Copier J, Lu PJ, Cooper L, Scibetta AG, et al. PLU-1 nuclear protein, 
which is upregulated in breast cancer, shows restricted expression in normal human adult 
tissues: a new cancer/testis antigen? Int J Cancer. 2002;101(6):581–8.  

    152.    Tan K, Shaw AL, Madsen B, Jensen K, Taylor-Papadimitriou J, Freemont PS. Human PLU-1 
Has transcriptional repression properties and interacts with the developmental transcription 
factors BF-1 and PAX9. J Biol Chem. 2003;278(23):20507–13.  

    153.    Li Q, Shi L, Gui B, Yu W, Wang J, Zhang D, et al. Binding of the JmjC demethylase JARID1B 
to LSD1/NuRD suppresses angiogenesis and metastasis in breast cancer cells by repressing 
chemokine CCL14. Cancer Res. 2011;71(21):6899–908.  

    154.    Smith JA, White EA, Sowa ME, Powell ML, Ottinger M, Harper JW, et al. Genome-wide 
siRNA screen identifi es SMCX, EP400, and Brd4 as E2-dependent regulators of human pap-
illomavirus oncogene expression. Proc Natl Acad Sci USA. 2010;107(8):3752–7.  

    155.    Dalgliesh GL, Furge K, Greenman C, Chen L, Bignell G, Butler A, et al. Systematic sequenc-
ing of renal carcinoma reveals inactivation of histone modifying genes. Nature. 
2010;463(7279):360–3.  

    156.    Van Haaften G, Dalgliesh GL, Davies H, Chen L, Bignell G, Greenman C, et al. Somatic 
mutations of the histone H3K27 demethylase gene UTX in human cancer. Nat Genet. 
2009;41(5):521–3.  

    157.    Tan EY, Campo L, Han C, Turley H, Pezzella F, Gatter KC, et al. Cytoplasmic location of 
factor-inhibiting hypoxia-inducible factor is associated with an enhanced hypoxic response 
and a shorter survival in invasive breast cancer. Breast Cancer Res. 2007;9(6):R89.  

   158.    Tsuneoka M, Fujita H, Arima N, Teye K, Okamura T, Inutsuka H, et al. Mina53 as a potential 
prognostic factor for esophageal squamous cell carcinoma. Clin Cancer Res. 2004;10(21):
7347–56.  

   159.    Zhang Q, Hu CM, Yuan YS, He CH, Zhao Q, Liu NZ. Expression of Mina53 and its signifi -
cance in gastric carcinoma. Int J Biol Markers. 2008;23(2):83–8.  

Networks of Histone Demethylases and Their Relevance to the Regulation…



32

    160.    Komiya K, Sueoka-Aragane N, Sato A, Hisatomi T, Sakuragi T, Mitsuoka M, et al. Mina53, 
a novel c-Myc target gene, is frequently expressed in lung cancers and exerts oncogenic 
property in NIH/3T3 cells. J Cancer Res Clin Oncol. 2010;136(3):465–73.  

    161.    Xi ZQ, Xiao F, Yuan J, Wang XF, Wang L, Quan FY, et al. Gene expression analysis on ante-
rior temporal neocortex of patients with intractable epilepsy. Synapse. 2009;63(11):
1017–28.  

    162.    Hillmer AM, Kruse R, Betz RC, Schumacher J, Heyn U, Propping P, et al. Variant 1859G → A 
(Arg620Gln) of the “hairless” gene: absence of association with papular atrichia or andro-
genic alopecia. Am J Hum Genet. 2001;69(1):235–7.  

    163.    Souza PP, Volkel P, Trinel D, Vandamme J, Rosnoblet C, Heliot L, et al. The histone methyl-
transferase SUV420H2 and Heterochromatin Proteins HP1 interact but show different 
dynamic behaviours. BMC Cell Biol. 2009;10:41.  

    164.    Lin CH, Li B, Swanson S, Zhang Y, Florens L, Washburn MP, et al. Heterochromatin protein 
1a stimulates histone H3 lysine 36 demethylation by the Drosophila KDM4A demethylase. 
Mol Cell. 2008;32(5):696–706.  

    165.       Liang Y, Quenelle D, Vogel JL, Mascaro C, Ortega A, Kristie M. A novel selective LSD1/
KDM1A inhibitor epigenetically blocks Herpes Simplex Virus lytic replication and reactiva-
tion from latency. MBio. 2013;4(1):e00558-12.  

    166.    Sayegh J, Cao J, Zou MR, Morales A, Blair LP, Norcia M, et al. Identifi cation of small 
molecule inhibitors of Jumonji AT-Rich Interactive Domain 1B (JARID1B) histone demeth-
ylase by a sensitive high-throughput screen. J Biol Chem. 2013;288(13):9408–17.    

E. Marcon et al.



33A. Emili et al. (eds.), Systems Analysis of Chromatin-Related Protein 
Complexes in Cancer, DOI 10.1007/978-1-4614-7931-4_2,
© Springer Science+Business Media New York 2014

    Abstract     Dynamic regulation of the mammalian epigenome enables precise 
control of the developmental gene expression programs that direct stem and 
progenitor cell proliferation, self-renewal, and differentiation. Among the post-
translational modifi cations that occur on chromatin, histone methylation is a key 
epigenetic mark with central roles in virtually all DNA-templated processes, includ-
ing gene transcription by RNA polymerase II (RNAPII). Histone methylation is 
catalyzed by various histone methyltransferase enzymes, which typically operate 
within the context of conserved macromolecular complexes. Characterization of the 
composition and function of histone methyltransferase complexes is critical to 
understanding the molecular and epigenetic underpinning of cell fate decisions 
during development. Aberrant histone methylation is frequently observed at the 
onset and progression of the disease state, originating either directly by inactivating 
or activating causal mutations that drive pathogenesis or indirectly as facilitators 
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that perpetuate  cancer- related pathways. Here, we review the molecular biology of 
diverse, often conserved, multicomponent histone methyltransferase complexes 
with emphasis on the biochemical and physiological roles of these complexes in 
transcription regulation and chromatin architecture in normal development and 
human diseases such as cancer.  

  Keywords     Chromatin   •   Histone   •   Methylation   •   Methyltransferase   •   Polycomb   • 
  Trithorax   •   Protein complex   •   Transcription   •   Epigenetics   •   Noncoding RNA  

        Introduction 

 Though it has been known since the 1960s that histone proteins are subject to 
posttranslational modifi cation [ 1 ], the potential impact of these alterations on chro-
matin structure and function only began to come to light when the crystal structure 
of the nucleosome was published in 1997 [ 2 ]. The main protein components of the 
nucleosome—an octamer of histone proteins—consists of two key structural fea-
tures: (1) inter-histone protein interactions via hydrophobic bridges between inter-
nal globular domains and (2) long, fl exible, basic N-terminal tails that extend 
outwards from the nucleosomal core. These insights gave rise to mechanistic para-
digms that are now widely accepted in chromatin biology; specifi cally, that histone 
tail modifi cations, either alone or in combination, regulate chromatin structure and 
accessibility, both by altering internucleosomal interactions and by recruiting 
specifi c chromatin- modifying (enzymatic) complexes via molecular recognition of 
modifi ed histone tails [ 3 ]. Accordingly, the dynamic regulation of histone posttrans-
lational modifi cation is now seen as a common unifying epigenetic mechanism 
underlying essentially all DNA-templated processes, including transcription, DNA 
compaction, replication, and repair. 

 Notable among the constellation of conserved modifi cations, which map to at 
least two-thirds of modifi able tail residues [ 4 ], is methylation of ε-amino groups of 
lysine and    ω-guanidino groups of arginine residues by histone methyltransferase 
enzymes. Relative to other histone posttranslational modifi cations, lysine and 
arginine methylation comprise a higher degree of structural complexity; in that 
these basic side chains can accept multiple methyl groups. Specifi cally, lysine 
residues can be enzymatically monomethylated (me1), dimethylated (me2), or tri-
methylated (me3) and arginine residues monomethylated, symmetrically dimethyl-
ated (me2s), and asymmetrically dimethylated (me2a). In contrast to modifi cations 
that neutralize or induce changes in the intrinsic histone charge state (e.g., lysine 
acetylation by lysine acetyltransferases and serine phosphorylation by protein 
kinases, respectively), lysine and arginine methylation increase the hydrophobic 
character of the modifi ed side chain without affecting the overall charge. At least in 
some instances, histone methylation itself can restructure local nucleosomal 
surfaces or change the orientation of tail regions in vitro [ 5 ]. 
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 Histone methyltransferases—the so-called writers of histone methylation 
marks—often exhibit exquisite specifi city both in terms of the degree of methyla-
tion they generate as well as the recognition sites (e.g., surrounding amino acid 
sequence of target residues) they modify. This precision in catalytic activity is often 
reciprocated by diverse recognition repertoires of highly evolved families of methyl-
lysine and methyl-arginine-binding domains—the “readers” of histone methyla-
tion—often found in large effector multiprotein complexes. These include specifi c 
recognition by certain PHD fi ngers and WD40 repeats, as well as by various mod-
ules of the royal superfamily, including tudor domains, chromodomains, chromo 
barrels, and MBT domains. These effector chromatin-related complexes then either 
carry out other essential chromatin alterations or else directly regulate various 
chromatin- based processes (e.g., transcription or heterochromatin formation). 
Histone methylation is also generally reversible by demethylase enzymes—the 
“erasers” of histone methylation—although both histone methylation and demeth-
ylation can be coordinated to specifi c methylation patterns on the same or neighbor-
ing histones. 

 The discovery of histone methyltransferases and our understanding of their 
importance in developmental gene expression have roots in early genetic screens in 
 Drosophila  aimed at identifying regulators of the position effect variegation (PEV) 
phenomenon wherein the expression of genes inserted near heterochromatin is 
silenced. These pioneering studies found suppressors and enhancers of variegation 
(Su(var) and E(var), respectively) [ 6 ]. Other mutants, characterized by defects in 
body segmentation due to aberrant homeotic (Hox) gene expression, encoded 
Polycomb group (PcG) and Trithorax group (TrxG) proteins, which repress and 
promote, respectively, transcription [ 7 ]. Genes identifi ed    in such screens (e.g., 
Suppressor of variegation 3–9 Su(var)3-9, Enhancer of zeste (Ez) and Trithorax 
(Trx)) often encoded proteins with a common 130 amino acid motif known as the 
SET domain [ 8 ]. In 2000, it was demonstrated that the SET domain of Drosophila 
Suv39h (and its homologs) possesses intrinsic site-specifi c histone methyltransfer-
ase activity [ 9 ]. Since then, extensive structural and functional analyses have attrib-
uted specifi c enzymatic functions to a number of proteins harboring lysine and 
arginine methyltransferase activity. Moreover, macromolecular complexes encom-
passing histone methyltransferases have been identifi ed in virtually all eukaryotic 
organisms studied and have been implicated in directing cell fate decisions in differ-
ent physiological contexts. 

 Histone methylation is now among the better characterized epigenetic marks 
known to enable the establishment and maintenance of precise cell- and tissue- 
specifi c gene expression programs that are essential for proper metazoan develop-
ment and cell lineage “memory.” Over the past decade, important discoveries and 
rapid technological advances have impacted our understanding of the dynamic land-
scape of mammalian epigenomes and its regulation by histone methyltransferase 
complexes. Here, we review the functional signifi cance of key multicomponent 
histone methyltransferase complexes in the regulation and proper execution of early 
developmental gene expression programs, highlighting central paradigms regarding 
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the composition and activities of annotated histone methyltransferase complexes 
and providing examples of the relationship between aberrant histone methylation to 
cancer and other diseases.  

    Human Histone Methyltransferases 

 A number of studies indicate that the functional domains responsible for catalyzing 
histone methylation are conserved and, in many cases, expanded in mammalian 
phyla, generally refl ecting the size and complexity of the genomes involved. The 
SET domain family (responsible for all mono-, di-, and tri-methylation of various 
histone lysine residues, except for H3K79) exhibits a near fi ve-fold expansion in 
mammals relative to yeast. The variety and number of domains that recognize 
methylation marks in particular are remarkably increased in humans (PHD fi ngers: 
fi vefold; royal superfamily domains: 9–14 times; the MBT domain: absent in yeast) 
[ 10 ]. The striking enhancements in the “readers” and “writers” of histone methyla-
tion likely refl ect a greater need for precise histone methylation patterns to ensure 
proper gene regulation during development and to defi ne tissue-specifi c gene 
expression profi les. 

 The human genome encodes an estimated 60 enzymes with demonstrated or 
predicted abilities to methylate histone, lysine, and arginine residues, and these 
enzymes represent an emerging class of clinically important drug targets [ 11 ]. The 
majority of these enzymes are lysine methyltransferases that contain a characteristic 
SET domain or an homologous domain bearing signifi cant sequence similarity—
except for DOT1L [ 12 ], which has a catalytic domain more reminiscent of those 
found in arginine and unrelated small molecule methyltransferases. Histone meth-
yltransferases make use of a common cofactor, S-adenosyl-L-methionine (SAM), 
as the methyl donor. Subfamilies of histone methyltransferases, for which up-to- 
date reviews are available, comprise groups of enzymes with similar protein domain 
architectures and evolutionary history, and include the following: (1) suppressor of 
variegation 3–9 (SUV39)    [ 13 ], (2) SET1/mixed lineage leukemia (MLL) [ 14 ], (3) 
SET2/nuclear receptor SET domain-containing (NSD) [ 15 ], (4) retinoblastoma- 
interacting zinc fi nger (RIZ)/PR domain-containing (PRDM) [ 16 ], (5) SET and 
MYND domain-containing (MYND), (6) enhancer of zeste (EZ) [ 17 ], (7) suppressor 
of variegation 4–20 (SUV420) [ 18 ].  

    Histone Methylation and Transcription 

 The initial connection between histone methylation and active transcription within 
euchromatin was discovered in the ciliated protozoan  Tetrahymena , where H3K4 
methylation was observed in the transcriptionally active macronucleus but not in 
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the silent micronucleus [ 19 ]. The importance of H3K4 methylation, as well as 
many other histone methylation marks, to transcription is refl ected in recent ChIP-
chip and ongoing ChIP-sequencing studies that have revealed genome-wide 
patterns of methylation marks correlating with transcriptional states and the 
presence of  cis - regulatory  elements, including enhancer and promoter regions, 
exons and introns, and various phases of the transcription cycle (e.g., initiation, 
elongation) [ 20 ]. Certain aspects regarding the infl uence of histone methylation in 
the regulation of transcription, particularly RNA stalling and the processivity of 
RNA polymerase II (RNAPII), have been well studied, although many mechanistic 
details remain unresolved. 

 Active genes are characterized by histone hyperacetylation (e.g., on various 
lysine residues of histones H3 and H4) in their promoter regions, as well as trimeth-
ylation on H3K4, H3K36, and H3K79 and ubiquitination on H2BK120. The mech-
anisms leading to the generation of H3K4me3, H3K36me3, and H3K79me3 are 
co-transcriptional—that is, the histone methyltransferases responsible for these 
modifi cations associate physically with RNAPII via the C-terminal domain (CTD) 
of its large subunit, RPB1. Unique among polymerases, eukaryotic RNAPII con-
tains a large CTD consisting of multiple, sometimes degenerate repeats (52 in 
humans) of the heptapeptide sequences YSPTSPS. The CTD controls transcription 
initiation, elongation, and termination and couples transcription to histone modifi -
cation and various aspects of mRNA processing (e.g., capping, splicing, polyade-
nylation) [ 21 ]. The CTD repeats can be phosphorylated on S2, S5, and S7 [ 22 ,  23 ]. 
Phosphorylation of S5 is carried out by the CDK subunit of the general transcription 
factor TFIIH and is strongest near the promoter, although some S5 phosphorylation 
persists further downstream. Entry into productive elongation by RNAPII is accom-
panied by phosphorylation of the CTD on S2. S2 phosphorylation is carried out by 
the CDK9 subunit of the enzyme P-TEFb [ 24 ], which is important for release from 
the general transcription factors located in the promoter. 

 Phosphorylation of the RNAPII CTD is closely coupled with histone methylation 
in the transcribed region. CTD phosphorylation at repeat residue S5 is critical for 
targeting the yeast Set1 (COMPASS) complex to promoter regions, where it di- and 
tri-methylates histone H3 on lysine 4, as well as analogous complexes in  Drosophila  
and human [ 14 ]. In addition to S5 phosphorylation, H3K4me3 requires upstream 
H2B ubiquitination and the PAF complex, which associates with both RNAPII and 
Set1/COMPASS. Once RNAPII escapes the promoter, H3K79 becomes di- and tri-
methylated by the histone methyltransferase DOT1L, which resides in a “super 
elongation complex” that also contains the CTD S2 kinase P-TEFb [ 25 ]. 
Phosphorylation of the CTD at S2 is in turn recognized by the H3K36 methyltrans-
ferase SET2, leading to formation of H3K36me3 throughout the transcribed region 
[ 26 ]. This methylation mark is recognized by the histone deacetylation complex 
Rpd3S, which assembles deacetylated nucleosomes in the wake of elongating 
RNAPII and thus helps prevent cryptic transcription initiation [ 27 ]. Hence, stepwise 
physical interactions within a gene body emerge from the establishment of differ-
ential histone methylation marks.  
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    Histone Methylation and Heterochromatin 

 “Silent” heterochromatin is typically characterized by high levels of H3K9 and 
H3K27 methylation, as well as DNA methylation, low levels of H3K4 methylation, 
and generally low levels of histone acetylation. There are two major forms of hetero-
chromatin: facultative and constitutive. Facultative heterochromatin encompasses 
developmentally regulated genes that are silenced, and constitutive heterochromatin 
comprises various repetitive sequences located at centromeric and telomeric regions 
[ 28 ]. The generation and maintenance of facultative heterochromatin requires tri-
methylation of H3K27 by the conserved EZH2 methyltransferase complex known 
as Polycomb repressive complex 2 (PRC2) [ 29 ]. Constitutive heterochromatin 
requires di- and tri-methylated H3K9 by SUV39H1 and SUV39H2, as well as 
nucleosomes with pre-monomethylated H3K9 via PRDM3 and PRDM16 [ 30 ]. 
Thus, the partitioning of eukaryotic genomes into heterochromatic regions diverse 
sets of histone methylation marks by various histone methyltransferase complexes.  

    Polycomb Methyltransferase Complexes 

 PcG and TrxG proteins operate biochemically as distinct, yet evolutionary con-
served enzymatic complexes that together ensure the proper spatial and temporal 
expression of master regulator Hox genes during development [ 31 ]. The Hox genes, 
which are situated contiguously as clusters, encode homeobox transcription factors 
that regulate diverse cellular signaling pathways involved in development and 
disease [ 32 ]. The PcG histone methyltransferase complex PRC2 generates the 
H3K27 methylation mark. Several aspects of PRC2 function remain under intense 
investigation, including the exact composition and functions of mammalian PcG 
complexes in light of vastly expanded number of paralog subunits, the physical 
associations that direct and specify PcG to particular loci to facilitate chromosomal 
reorganization, and the mechanisms whereby PcG complexes prevent elongation by 
RNAPII at target genes. 

 PRC2 is composed of four subunits: EZH2/EZH1, SUZ12, EED, and RBBP4/
RBBP7. The inner workings of these core components and their contribution to 
PRC2 function have been extensively characterized [ 33 ]. EZH1 and EZH2 harbor 
SET domains, yet depend critically on inputs from other core PRC2 subunits, par-
ticularly EED and SUZ12, for maximal catalytic activity. The WD40 repeat protein 
EED functions as an allosteric stimulator of PRC2 when bound to H3K27me3 
peptides [ 34 ], which is thought to enable the maintenance and spreading of silent 
chromatin [ 35 ]. SUZ12 mediates PRC2 complex assembly and also acts as an 
allosteric activator of EZH2 enzymatic activity [ 36 ]. Additional complex compo-
nents regulate PRC2 activity, including the zinc-fi nger protein AEBP2, the multiple 
PCL homologs (PCL1, PCL2, and PCL3), and JARID2 [ 29 ]. Table  1  contains a 
brief summary of PRC2 components and their putative functions.
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   The expansion of PRC2 complex components (and various PcG components in 
general) in mammalian systems is thought to enable the assembly of more special-
ized, yet functionally related complexes. In the case of PRC2, the paralogs EZH1 
and EZH2 form mutually exclusive PRC2 complexes of similar global composition. 
Redundancy in EZH1 and EZH2 function has been reported, such as in ES cells [ 37 ] 
and hair follicle homeostasis and wound repair [ 38 ]. However, EZH1 and EZH2 
also function nonredundantly in certain cellular contexts, such as during myogenic 
differentiation where EZH2–PRC2 strongly colocalizes with H3K27me3 versus 
EZH1–PCR2 with H3K4me3 [ 39 ]. Interestingly, EZH1–PRC2 plays a role in 
stimulating transcription elongation in this context, though the mechanistic basis of 
this regulation and why EZH1 but not EZH2 is used preferentially remains unclear.  

    Trithorax Methyltransferase Complexes 

 Most TrxG proteins exert their function as part of large multiprotein complexes that 
regulate transcription via histone methylation or chromatin remodeling. Our current 
understanding of TrxG histone methyltransferase complexes stems from the bio-
chemical purifi cation and functional characterization of the yeast H3K4 methyl-
transferase SET1. In  Saccharomyces cerevisiae , SET1 resides in an 8- member 
complex known as COMPASS, where, as with PRC2, certain other core COMPASS 
subunits (e.g., Cps50 and Cps30) are essential for complex methyltransferase activ-
ity [ 14 ,  40 ]. COMPASS is recruited to initiated or promoter-proximal paused forms 
of RNAPII through recognition of phosphorylated CTD at S5 by the Cps35/Swd2 
subunit, also known as Wdr82 [ 41 ]. 

   Table 1    Common and subtype-specifi c components of human SET1/MLL complexes and select 
functions   

 Subunit  SET1/MLL complex  Function 

 ASH2L  SETD1A/SETD1B, 
MLL1/MLL2, MLL3/MLL4 

 Stimulates methyltransferase activity 

 RBBP5  SETD1A/SETD1B, 
MLL1/MLL2, MLL3/MLL4 

 Stimulates methyltransferase activity 

 WDR5  SETD1A/SETD1B, 
MLL1/MLL2, MLL3/MLL4 

 Stimulates methyltransferase activity; Binds 
unmethylated and methylated H3K4 peptides 

 DPY30  SETD1A/SETD1B, 
MLL1/MLL2, MLL3/MLL4 

 Stimulates methyltransferase activity 

 WDR82  SETD1A/SETD1B  Binds S5 phosphorylated RNAPII 
 CXXC1  SETD1A/SETD1B  Binds unmethylated CpG islands 
 MENIN  MLL1/MLL2  Targets MLL1 to HOX loci 
 HCFC1  MLL3/MLL4 
 UTX  MLL3/MLL4  H3K27 demethylase 
 PTIP  MLL3/MLL4 
 PA1  MLL3/MLL4 
 NCOA6  MLL3/MLL4  Nuclear receptor coactivator 
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 Human cells express at least six SET1-related proteins (SETD1A, SETD1B, 
MLL1, MLL2, MLL3, and MLL4) that form COMPASS-like complexes. Each of 
these related complexes contains at its core a SET1 homolog as well as four addi-
tional core cofactors, ASH2L, RBBP5, WDR5, and DPY30. In contrast to yeast 
SET1, human SET1 homologs are much larger and contain a diverse array of protein 
domains, imparting unique functional characteristics. In addition, each COMPASS-
like complex contains unique subunits. For instance, SETD1A and SETD1B, which 
are most closely related to yeast SET1, contain the homolog of the CTD S5-binding 
subunit Cps35/Swd2/Wdr82, which mediates recruitment to the phosphorylated 
CTD at S5 [ 41 ]. SETD1A and SETD1B COMPASS complexes also uniquely con-
tain the subunit CXXC1, which binds unmethylated CG-rich DNA regions known 
as CpG islands, thereby regulating the global positioning of H3K4me3 in ES cells 
[ 42 ]. The MLL1 and MLL2 COMPASS-like complexes, which are closely related 
to  Drosophila  Trx, uniquely contain the tumor suppressor Menin, which is impli-
cated in targeting MLL1 to the promoters of Hox gene loci during hematopoiesis 
[ 43 ], while MLL3 and MLL4 contain the H3K27 demethylase UTX, which helps to 
reverse gene silencing by PRC2 at HOX gene loci [ 44 ]. A summary of the SET1/
MLL complex components and their reported functions is found in Table  2 .

   Understanding the unique composition of human COMPASS-like complexes has 
shed critical insights regarding the function of these complexes in transcription, 
development, and disease. This is particularly true for MLL1 because reciprocal 
chromosomal translocations involving MLL1 and a variety of fusion partners cause 
human myeloid malignancies such as acute myeloid and lymphoid leukemias [ 45 ]. 
The MLL1 protein is normally cleaved by the protease Taspase-1 into N- and 
C-terminal fragments that then stably re-associate. The C-terminal region harbors 
the SET domain as well as a binding interface for the other core COMPASS sub-
units. The N-terminal fragment is responsible for targeting MLL1 activity to HOX 
loci via physical association with targeting cofactors such as Menin [ 43 ]. 

 In normal hematopoietic progenitor cells, the MLL1 complex maintains the 
appropriate expression levels of HOX genes, which are essential for self-renewal 

   Table 2    Components of human PRC2 and select functions   

 Subunit  Function 

 EZH1/EZH2  Generation of H3K27me2/me3 
 SUZ12  Allosteric activator of methyltransferase activity; binding 

H3K4me3 or H3K36me3 peptides reduces activation 
 EED  Binds H3K27me3 peptides; allosteric activator of 

methyltransferase activity 
 RBBP4/RBBP7  Histone chaperones; binds unmodifi ed residues 1–10 of H3 
 PCL1/PCL2/PCL3  Binds H3K36me3 peptides via tudor domains 
 AEBP2  Allosteric regulator of methyltransferase activity; targeting 

to specifi c DNA sites 
 JARID2  Co-recruited with PRC2 to target genes; possible targeting 

factor (C + G rich) 
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and proliferation. However, reciprocal chromosomal translocation creates an MLL1 
oncoprotein lacking its native C-terminal enzymatic region. Among the many fusion 
proteins reported are the elongation factor ELL and other components of a “super 
elongation complex” that contains the CTD S2 kinase P-TEFb and the H3K79 
methyltransferase DOT1L [ 46 ]. This oncogenic fusion results in hyperactive HOX 
gene expression, though the underlying mechanisms mediating this hyperactivity 
are not fully understood. Importantly, essential roles for DOT1L-mediated H3K79 
methylation in HOX gene upregulation in leukemias have been well established, 
pointing to inhibition of DOT1L enzymatic activity as a promising therapeutic strat-
egy [ 47 ,  48 ]. Thus, aberrant recruitment of DOT1L and H3K79 methylation to HOX 
gene loci constitutes at least one mechanism at play in MLL1-related leukemias.  

    Noncoding RNA and Histone Methylation 

 Unlike gene activation, which is thought to be targeted to specifi c loci mostly by 
site-specifi c DNA-binding proteins, gene silencing is sometimes, if not usually, 
targeted by protein complexes containing noncoding RNAs (ncRNAs) as integral 
components [ 49 ]. Indeed, the number of diverse ncRNA transcripts in mammalian 
genomes putatively outnumbers those of protein-coding transcripts. Small ncRNAs, 
such as miRNAs, piRNAs, and siRNAs, generated from larger precursors, are 
incorporated into RITS (RNA-induced transcription silencing) complexes [ 50 ], 
which are thought to be recruited to nascent transcripts via base-pairing interactions 
[ 51 ], leading to polycomb-dependent silencing [ 52 ]. In contrast, long intragenic 
ncRNA (lincRNAs) can directly interact with components of histone methyltrans-
ferase complexes and appear to drive them to specifi c loci. For example, the recruit-
ment of PRC2 to the inactive X chromosome requires recognition of stem–loop 
structures situated in the lincRNA Xist by the EZH2 subunits of PRC2 [ 53 ]. Xist is 
transcribed by both the active and inactive X chromosomes; however, the antisense 
transcript of Xist, known as Tsix, is transcribed from the active X chromosome and 
precludes Xist-PRC2 association through a currently unknown mechanism. The lin-
cRNA ANRIL recruits PRC2 and PRC1 to the INK4b-ARF-INK4a tumor suppres-
sor locus, which plays a central role in cell cycle regulation, senescence, and 
stress- induced apoptosis [ 54 ]. The HOX antisense intergenic RNA (HOTAIR) 
recruits PRC2 as well as the H3K4 demethylase LSD1 to the silenced HOXD clus-
ter [ 55 ]. In addition to targeting silencing complexes to specifi c chromosomal 
regions, lincRNAs such as HOTTIP, which emanates from the 5′ end of the HOXA 
locus, can recruit TrxG complexes across HOXA through direct binding of the 
Wdr5 subunit, resulting in the maintained activation state of the locus [ 56 ]. 

 Additional classes of RNA molecules originating at  cis -regulatory elements may 
also play prominent roles in histone methyltransferase recruitment. Enhancer RNAs, 
which are transcribed from enhancer elements, may open chromatin structure and 
thereby facilitate enhancer–promoter looping [ 57 ]. Short RNAs associated with 
Polycomb target gene promoters generate stem–loop structures recognized by the 
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SUZ12 subunit of PRC2 and are thought to facilitate PRC2 recruitment [ 58 ]. 
Systematic characterization of protein–ncRNA interactions and the mechanisms 
whereby such complexes contribute to the regulation of gene expression and 
development is currently an area of immense research interest.  

    Differential Complex Assembly and Atypical Function 

 Much evidence has come to light of late that, despite conventional models, histone 
methyltransferases can affect transcription in disparate manners as subunits of 
diverse protein complexes depending on cellular context. For example, in castration- 
resistant prostate cancer cells, EZH2 is phosphorylated on residue S21, which leads 
to the assembly of a PRC2/H3K27me3-independent transcriptional coactivator 
complex bound to the androgen receptor that drives an oncogenic gene expression 
program [ 59 ]. Intriguingly, the catalytic activity of EZH2 is required for assembly 
of this complex, possibly pointing to methylation of non-histone substrates in 
complex formation. In addition, a transcriptional corepressor complex containing 
the H3K9 methyltransferase G9a and the H3K4 demethylase Jarid1a is recruited to 
the β-globin locus during erythropoiesis where it silences the expression of embry-
onic E(y)-globin gene [ 60 ]; yet G9a also forms a distinct complex with Mediator 
and acts as a coactivator of the adult β(maj)-globin gene [ 61 ]. Along these lines, 
G9a can physically associate with nuclear receptor complexes (e.g., glucocorticoid 
receptor) to seemingly recruit coactivators such as the H3 arginine methyltransfer-
ase CARM1 and the histone acetyltransferase p300 [ 62 ]. Collectively, there is a 
growing body of evidence demonstrating that differential complex assembly can 
lead to diverse roles of the histone methyltransferases.  

    Histone Methylation, Pluripotency, and Differentiation 

 In ES cells, site-specifi c DNA-binding transcription factors establish a regulatory 
network that creates and maintains a pluripotent state, characterized by extensive 
open chromatin with relatively little heterochromatin [ 63 ]. Oct4 and Sox2 are criti-
cal transcription factors driving pluripotency [ 64 ] and when overexpressed can 
reprogram human fi broblasts to a pluripotent state [ 65 ], whereas Nanog has a 
secondary role in maintaining pluripotency [ 66 ,  67 ]. These and other master regula-
tors, like Klf4 and Ronin, are thought to recruit multiple chromatin-modifying 
complexes [ 68 ] to establish a cooperative feedback network of both positive and 
negative regulation that ultimately stabilizes stem cell self-renewal [ 69 ]. 

 There is considerable evidence that establishing and maintaining the pluripotent 
state, as well as exiting pluripotency to various differentiated states, involve exten-
sive chromatin modifi cation. Reprogramming mouse somatic cells to pluripotency 
can be aided by overexpressing Myc [ 70 ], an oncoprotein that globally infl uences 
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open chromatin structure, in part by stimulating expression of the histone acetyl-
transferase GCN5 [ 71 ]. Moreover, effi ciently creating pluripotent cells and bypassing 
the need for Myc and Klf4 can be achieved by treating fi broblasts with either an 
inhibitor specifi c for the H3K9 methyltransferases G9a (and its paralog GLP) or 
the HDAC inhibitor valproic acid [ 65 ], implying that a transient reversal of silenc-
ing is important for inducing pluripotency. Conversely, maintenance of the pluripo-
tent state depends on repression of developmental genes, and this is achieved by 
the pluripotency transcription factors in conjunction with PcG complexes PRC1 
and PRC2 that generate the methylated H3K27 silencing mark and ubiquitinated 
H2A [ 31 ]. The pluripotency transcription factors activate the expression of genes 
required to maintain pluripotency, including themselves and the H3K9 demethyl-
ases Jmjd1a and Jmjd2c [ 72 ] that then activate additional cofactors like Tcl1 and 
Nanog [ 73 ]. 

 Long ncRNAs also have important roles in controlling the expression of pluripo-
tency genes through associations specifi c chromatin-modifying complexes: the 
expression of multiple long ncRNAs correlates with ES cell pluripotency or differ-
entiation [ 74 ], and many ncRNAs bind to chromatin-modifying complexes that 
repress (e.g., PRC2) or activate (e.g., MLL1) transcription [ 75 ]. Several ncRNAs 
required for the maintenance of pluripotency as well as for differentiation have been 
recently identifi ed, many of which physically associate with particular chromatin- 
related protein complexes, including those related to histone methylation [ 76 ]. 
Considerable work still needs to be done to reveal the molecular mechanisms driving 
the assembly, targeting and function of these and other histone methyltransferase–
lincRNA complexes. 

 A large number of developmental genes and other genes in ES cells are “bivalent” 
in the sense that they jointly have methylation marks for both repression (H3K27me2/
me3) and activation (H3K4me2/me3) states [ 77 ]. Upon differentiation of ES cells 
and silencing of the master regulator Oct4, some bivalent genes resolve into stably 
inactive genes with H3K27me3 and H3K9 methylation marks after the H3K4 meth-
ylation is removed by the demethylase RBP2 (JARID1A) [ 78 ]. Others resolve into 
active genes with H3K4me3 marks upon removal of H3K27 by the demethylases 
JMJD3 and UTX, the latter of which is recruited along with the H3K4 methyltrans-
ferase complex MLL [ 44 ]. 

 Long-term silencing of genes that promote the pluripotent/progenitor state 
requires multifaceted heterochromatin-like silencing systems. For example, inacti-
vation of the Oct4 locus, and other factors that contribute to pluripotency (e.g., 
Nanog, Dnmt3L), during ES cell differentiation involves H3K9 methylation by a 
G9a-containing protein complex that also coordinates the recruitment of histone 
deacetylation and DNA methyltransferase enzymes [ 79 ]. ES cells lacking G9a are 
able to undergo retinoic acid-induced differentiation but maintain the ability to 
readily revert back to a pluripotency ground state. Analogous roles for G9a in other 
silencing pathways ensure silencing of other genes critical for pluripotency (e.g., 
Nanog, Dnmt3L). The exact composition of this G9a-containig complex, as well as 
the mechanisms underlying its recruitment to the promoters of pluripotency genes 
such as Oct4 is not fully understood.  
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    Summary and Future Directions 

 It is now evident that histone methyltransferase complexes play critical roles in 
shaping the mammalian epigenome in diverse cellular and physiological contexts. 
Indeed, efforts to profi le mammalian epigenomes in several development and 
disease contexts are ongoing and will likely reveal informative insights regarding 
the epigenetic underpinnings of multicellular development, cell fate, and cancer. We 
have outlined key concepts and emerging paradigms regarding the composition and 
function of well-established histone methyltransferase complexes; however, further 
research mapping the protein–protein, protein–RNA, and protein–DNA interaction 
networks are needed to provide a more comprehensive landscape of the molecular 
mechanisms that regulate targeting of these enzymes. Moreover, proteomic investi-
gations aimed at characterizing assembly of chromatin complexes and possible 
methylation of non-histone substrates are of interest. Given the importance of this 
class of enzyme as an emerging druggable target of therapeutic importance, continu-
ing research conducted along these lines may very well form the basis of future 
clinical strategies.     
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    Abstract     Up-to-date human protein–protein interaction (PPI) networks for 
chromatin modifi cation (CM) proteins are constructed and analyzed to explore the 
functional link between cancer and chromatin-modifying enzymes (CME), such as 
histone acetyltransferases (HAT), histone deacetylases (HDAC), histone methyl-
transferases (HMT), histone demethylases (HDM), and DNA-modifying enzymes 
(DME, including DNA methyltransferases and methylcytosine dioxygenases). In a 
high-confi dence human CM network, extensive interactions (physical associations) 
are found among CMEs, indicating that CMEs regulate and cooperate with each 
other to produce complex epigenetic marks. Our results also show that neighbors 
(interaction partners) of CMEs are enriched not only with proteins involved in 
transcription (transcription factors and cofactors) but also with proteins coded by 
oncogenes, tumor suppressor genes, and cancer genes. It is highly likely that products 
of oncogenes and tumor suppressor genes control gene expression at least in part by 
regulating the activities of CMEs and that dys-regulation of CMEs plays an important 
role in tumorigenesis. In addition to drugs targeting CMEs and chromatin readers, 
drugs targeting process-specifi c regulators (activators, inhibitors, and recruiters) of 
CMEs may provide effective and selective alternatives for epigenetic cancer therapy. 
Identifi cation and characterization of CME regulators should be a top priority in 
epigenetics and cancer research.  
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        Introduction 

 Chromatin, consisting mainly of DNA and nuclear proteins, is the material sub-
stance of the eukaryotic genome and epigenome [ 1 ]. The fundamental organiza-
tional unit of chromatin is the nucleosome, which contains 147 base pairs of DNA 
wrapped around a complex consisting of eight histone protein subunits (two copies 
of each of the histones H2A, H2B, H3, and H4). Chromatin modifi cation (CM) is 
referred to here as comprising the processes of covalent modifi cation of DNA and 
histones, chromatin remodeling that alters relative position of nucleosome with 
respect to DNA, and exchange of histone variants in and out of nucleosomes [ 2 ]. 
CM plays a fundamental role in the modulation of DNA-related processes, such as 
transcription, DNA replication and repair, as well as chromosome organization [ 2 ]. 
CM processes are dynamic (more so for histone modifi cations than DNA methyla-
tion) and highly regulated. Aberrant regulation of genes involved in CM processes, 
or mutations of these genes, lead to a wide range of pathological conditions, including 
cancer [ 3 – 9 ]. So far, however, we have limited understanding of CM processes, 
under both normal and disease conditions. We also know little of the roles of CM 
proteins in initiation and maintenance of malignancy. 

 Most cellular processes are carried out by groups of interacting proteins. 
Information on protein–protein interactions (PPI) has therefore been instrumental in 
elucidating the function of protein coding genes [ 10 ]. Recent progress in high- 
throughput techniques has enabled large-scale characterization of PPI in yeast 
[ 11 – 15 ], worm [ 16 ], fl y [ 17 ], and human [ 18 ,  19 ] yielding increasingly more global 
views of the protein interactions networks in these organisms. In parallel, a growing 
number of specialized databases have been curating PPI data from publications 
reporting results from the fast growing number of focused small-scale experiments 
and making these data available to the scientifi c community [ 20 – 27 ]. 

 In this chapter, the current status of the human protein interaction network 
involving CM proteins—the CM PPI network—is reviewed, and this network is 
analyzed in order to shed light on the functional role of CM proteins in epigenetics 
and tumorigenesis. The role of noncoding RNAs in chromatin modifi cations and 
gene regulation [ 28 ] is examined in chapter “Identifi cation of Chromatin-Binding 
Protein Complexes” of this book. 

 Up to 16 types of histone modifi cations have been identifi ed so far [ 29 – 31 ]. Of 
these, histone methylation and acetylation as well as DNA methylation are the CM 
processes most commonly disrupted in cancer [ 30 ]. Our analysis therefore focuses 
on protein interactions involving the fi ve types of chromatin-modifying enzymes 
(CME). These include histone methyltransferases (HMT), demethylases (HDM), 
histone acetyltransferases (HAT), deacetylases (HDAC), and DNA-modifying 
enzymes (DME). PPI involving these CME are charted, and the neighborhood of 
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each of the fi ve enzyme types in the PPI network is functionally characterized. The 
functional context is derived by analyzing the over-representation—or enrichment—
in specifi c Gene Ontology [ 32 ] terms among interaction partners of CME. To 
explore potential mechanistic links of CMEs with cancer, we analyze the enrichment 
in oncogenes, tumor suppressors, and other cancer-related genes. Finally, epigenetic 
therapies targeting these CMEs are briefl y discussed.  

    Protein-Coding Genes Involved in CM Processes 

 The protein-coding human genes involved in CM processes are denoted here as 
“CM genes.” We consider the set of human CM genes from the  D isease  An notated 
 C hromatin  E pigenetics  R esource (DAnCER) database [ 33 ] (  http://wodaklab.org/
dancer/    ). DAnCER contains rich information on CM genes for fi ve model organisms 
including human. These genes are classifi ed into two categories: the so-called 
Confi rmed CM genes are those with published evidence on their CM role, based on 
laboratory experiments; whereas “Putative” CM gene currently lack experimental 
evidences, but their CM role was predicted by bioinformatics methods using 
sequence homology to, or similar domain composition as, “Confi rmed” CM genes 
[ 34 ,  35 ]. 

 There are currently 637 “Confi rmed” and 1,444 “Putative” human CM genes in 
the DAnCER database. The proteins coded by these CM genes are mainly composed 
of writers, erasers, and readers of epigenetic marks in DNA and histones [ 29 ,  36 ]. A 
subset of the CM proteins, the CME, mainly functions as writers and erasers, 
although some have reader capability as well.  

    Construction of PPI Networks Involving CM Proteins 

 In order to analyze human CM proteins in the context of their protein interaction 
landscape, we built a human PPI network on the basis of data from public sources. 
Only data on experimentally characterized physical interactions were considered. 
These interactions may be direct pairwise interactions determined by methods such 
as yeast two hybrid (Y2H) and analogous techniques [ 37 ,  38 ] or co-complex 
associations derived from affi nity purifi cation procedures [ 39 ]. The co-complex 
associations represent proteins pairs annotated to the same multiprotein complex. 

    Data Sources 

 Three sources of data were used. One is the iRefWeb resource [ 25 ] that consolidates 
PPI data from 14 major public databases each of which curates and archives PPIs 
from the scientifi c literature (totaling 60,261 curated publications). The other 
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sources are two recent single high-throughput proteomics studies, whose data are 
not yet part of iRefWeb. The fi rst of these is an affi nity purifi cation/mass spec-
trometry analysis of human co-regulator complexes [ 40 ]. The raw data from this 
study (spectral counts) were reprocessed to derive pairwise PPIs by applying the 
Hypergeometric Spectral Counts score (HGSCore) devised by Guruharsha et al. 
[ 17 ]. A stringent score cutoff (HGSCore > 20) is applied to derive the co-regulator 
PPI network considered here. 

 The second study characterized physical associations among human soluble pro-
teins using chromatography-based biochemical fractionation followed by mass 
spectrometry [ 18 ]. We used the published network and scoring scheme but applied a 
stringent score cutoff (score ≥0.75) to defi ne the co-fractionation PPI network use here.  

    Building the PPI Networks 

 The human PPI network consolidated from all three sources comprises 409,223 
interactions among 14,727 proteins. Figure  1a, b  summarizes the contributions of 
the individual sources to the consolidated data and illustrates the overlap across 
these sources as well as the unique contributions of each source. But this consoli-
dated network is likely quite noisy, because much of it is retrieved from public 
databases, which tend to contain a signifi cant fraction of unreliable PPI [ 41 ,  42 ], 
and the remainder relies on only two single-study datasets, each suffering from its 
own biases. We therefore proceeded to build a “high-confi dence” human PPI net-
work by pruning the comprehensive network. Using fi ltering options in iRefWeb 
(see Legend of Fig.  1 ) we selected a high-confi dence subset of literature curated 
PPI. This high-confi dence subset was supplemented with interactions shared by the 
unfi ltered PPI set from iRefWeb and the two high-throughput studies and those 
shared by the two studies (Figs  1c, d ). The resulting high-confi dence consolidated 
human PPI network was signifi cantly smaller, comprising of 86,429 interactions 
among 9,107 proteins.

   From this high-confi dence network we selected all PPIs that involve at least one 
CM protein (as defi ned in the previous section) to build the high-confi dence CM 
network used in the present analysis. This network comprises 37,339 interactions 
(11,647 CM–CM and 25,962 CM–non-CM), encompassing 3,997 proteins. 
Performing the same operation on the comprehensive PPI network of Fig.  1a, b  that 
has not been pruned, yields a much larger CM network comprising 145,022 interac-
tions among 9,284 human proteins. We verifi ed however that among these unfi ltered 
interactions, only a small fraction (9.0 %) maps into protein complexes defi ned in 
the CORUM database [ 43 ]. In contrast twice as many PPI (18.6 %) map into 
CORUM complexes, from the much smaller high-confi dence CM network, indicat-
ing that this CM network is enriched with stable physical associations. Nevertheless, 
the fact that more than 80 % of the high-confi dence CM interactions fail to map into 
known protein complexes calls for expanding the landscape of annotated of 
CM-related complexes, as well as for stepping up their experimental identifi cation.  
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    The CM-PPI Network 

 A detailed breakdown of the interactions between CM and non-CM proteins, as 
well as interactions among confi rmed and putative CM proteins in the high- 
confi dence CM network are summarized in Fig.  2 . Not unexpectedly, confi rmed 
CM proteins are signifi cantly more connected than putative CM proteins (Fig.  2b ), 
given that the ratio of confi rmed CM proteins to putative CM proteins is 3:7 
(Fig.  2a ). This may partly be due to the fact the confi rmed CM proteins have been 
more thoroughly studied. Unless specifi ed otherwise, the analyses of the following 
sections are all based on the high-confi dence CM network.

  Fig. 1    Venn diagrams illustrating the overlap between human PPI datasets in terms of proteins ( a  
and  c ) and PPIs ( b  and  d ). ( a ) and ( b ): overlap between all pairwise human interactions archived 
in the iRefWeb with two high-throughput experimental datasets (see [ 40 ] for the Coregulator data-
set and [ 18 ] for the Cofractionation dataset). ( c ) and ( d ): overlap between the high-confi dence 
portion of the iRefWeb human interactions with the Coregulator and Cofractionation datasets. The 
high-confi dence human PPI network from iRefweb was obtained by selecting interactions with a 
Molecular Interaction (MI) score above 0.43, those reported by at least two publications or those 
conserved in at least one other organism (see fi ltering options in iRefWeb:   http://www.wodaklab.
org/irefweb    , for detail)       
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        Interactomes of Chromatin-Modifying Enzymes 

 Histone acetylation and methylation as well as DNA methylation are by and large 
the most important chromatin modifi cations [ 2 ]. While histone acetylation and 
H3K4 methylation are linked to transcriptional activation, H3K9 methylation, and 
H3K27 methylation serve as repressing epigenetic marks. DNA methylation (con-
version of cytosine to 5-methylcytosine in the CpG dinucleotide) is responsible for 
genomic imprinting, X-chromosome inactivation, and tissue-specifi c gene silencing 
by promoting heterochromatin formation [ 1 ,  2 ,  44 ]. We characterize the interac-
tomes of these CMEs by examining interactions among them and by exploring their 
interaction neighborhoods as defi ned by the closest neighbors in the network. 

 Extensive interactions exist among these CMEs, indicating that these CMEs not 
only modify chromatin but may also modify each other to regulate their enzymatic 
activities (Fig.  3 ). For instance, the DNA methyltransferase DNMT1, responsible 
for maintenance of DNA methylation during replication, can be acetylated on mul-
tiple lysines, mainly by KAT2B/PCAF to regulate cell cycle G 2 /M transition, 
deacetylated at Lys-1349 and Lys-1415 by SIRT1 to increase methyltransferase 
activity, and methylated at Lys-142 by SETD7 to promote DNMT1 proteasomal 
degradation [ 45 ]. Alternatively, these interactions may suggest co-complex or 
recruitment relationships. For example, DNMT1 may form complexes with histone 
deacetylases HDAC1, HDAC2, and HMTs SUV39H1 and EZH2 [ 45 – 49 ].

20%
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  Fig. 2    The landscape of human CM genes and their protein interaction network. ( a ) Breakdown 
of human CM genes into “Confi rmed” CM genes: those with published evidence on their CM role, 
based on laboratory experiments; and “Putative” CM gene: those that currently lack experimental 
evidence, but whose CM role was predicted by bioinformatics methods (see text). ( b ) Breakdown 
of the high-confi dence human CM network. Most interactions occur between a CM protein and a 
non-CM protein (69 %). Interactions are particular scarce between putative CM proteins (2 %). 
Confi rmed CM proteins consistently participate in more interactions than putative CM proteins in 
both CM–CM and CM–non CM fractions       
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   These co-complex/recruitment relationships are further corroborated by the over-
lap of their interaction neighborhoods (Fig.  4 ). Of particular interest are the six 
proteins that interact with members of all fi ve types of CMEs considered here. Two 
of these are histones (H1 and H3.3) as expected. The other two are SUMO2 and 
UBC (poly-ubiquitin chain), indicating that these CMEs are subjected to sumoylation 
[ 50 ] and polyubiquitylation [ 51 ]. The fi fth one is SIN3A, a member of HDAC com-
plexes and a transcriptional corepressor [ 52 ]. And the last protein RB1, is a proto-
typical tumor suppressor [ 53 ] and a regulator of cell cycle and genome stability [ 54 ].

   This analysis suggests that in addition to SUMO and ubiquitin, SIN3A and RB1 
are central regulators or potential substrates of CMEs. Nevertheless, a signifi cant 
fraction of the proteins in the CME network interact with specifi c types of CMEs 
only. This is especially prominent in neighbors of HAT and HDAC (56 % and 45 % 
HAT and HDAC neighbors interact exclusively with HAT and HDAC, respectively), 
indicating that these CMEs are regulated/recruited under different conditions. 

 Another dimension to the functional interplay between different types of CMEs 
is the enrichments in so-called CM reader domains, including but not limited to 
bromodomain, PHD fi nger, chromodomain, PWWP, MBT, Tudor, and MBD [ 55 –
 57 ] in CMEs. While bromodomain recognizes histone acetylation marks, chromo-
domain, PWWP, MBT, and Tudor domains are responsible for recognition of 
histone methylation marks. The specifi city of the small and diverse PHD fi ngers 
varies from trimethylated histone to unmodifi ed lysine residues or even acetylated 
histone. The MBD domain binds methylated DNA. Compared to other CM pro-
teins, HAT are enriched with bromodomain, chromodomain, and PHD fi nger, which 
is also abundant among HMT and HDM; whereas PWWP is enriched among DME, 
MBD is over-represented in HMT (Fig.  3b ). By virtue of coexistence of “writer” 
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  Fig. 3    ( a ) PPIs that link chromatin-modifying enzymes (CME) in the high-confi dence human CM 
network. The numbers on each edge denote the number of interactions connecting two groups of 
CME. The size of the nodes is a function of the number of proteins (indicated by the numbers at 
the center of nodes) belonging to a CME group.  HAT  histone acetyltransferase,  HDAC  histone 
deacetylase,  HDM  histone demethylase,  HMT  histone methyltransferase,  DME  DNA-modifying 
enzyme. ( b ) Fractions of CMEs that contain chromatin reader domains. The fractions of confi rmed 
CM proteins that contain these reader domains are included as background references       
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and “reader” domains for the same or different types of chromatin modifi cations in 
the same protein, CMEs serve as key links in the transduction of epigenetic regula-
tory signals. Altogether, the results summarized in Figs.  3  and  4  strongly suggest 
that CMEs exhibit extensive, multilayer cross talk among themselves in order to 
produce concerted and complex epigenetic marks.  

    CM Networks and Cancer 

 The Gene Ontology (GO) [ 32 ] terms over-represented in the neighborhoods (inter-
action partners in the high-confi dence CM network) of CMEs may shed light on the 
functional link between CM and cancer. The results of an over-representation 
(enrichement) analysis using the BiNGO tool [ 58 ] are summarized in Fig.  5 .

  Fig. 4    Venn diagram illustrating the overlap of the interaction neighbors of different types of 
CME in the high-confi dence human CM network. For each group of CME (HMT, DME, HAT, 
HDAC, HDM) proteins directly associated (neighbors) with all members of the group were com-
piled from the high confi dence human CM network. The Venn diagram illustrates the extent of 
overlap between the neighbors of the fi ve CME groups. The different areas delimited by the over-
lapping ellipsoids are not proportional to the fraction of neighbors       
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   In the Biological Process category, neighbors of histone acetylation and methyla-
tion enzymes are highly enriched with “chromatin modifi cation,” “transcription 
from RNA polymerase II promoter,” and “regulation of transcription from RNA 
polymerase II promoter.” Moreover, neighbors of HAT and HDAC are also enriched 
with GO terms that are directly related to cancer, such as “apoptotic process,” “regu-
lation of apoptotic process,” “DNA repair,” and so on (see Fig.  5  for details). 
Accordingly, in the Molecular Function category, neighbors of CMEs are enriched 
with “sequence-specifi c DNA binding transcription factor activity” and “transcrip-
tion factor binding transcription factor activity,” suggesting that transcription fac-
tors and transcription co-regulators are abundant among the interactors of CMEs. 
Neighbors of HAT, HDAC, and HMT are also enriched with “p53 binding” activity, 
consistent with their involvement in “apoptotic process.” 

 Using the approach of Higgins et al. [ 59 ], we obtained lists of 1,036 oncogenes 
and 1,240 tumor suppressors by searching the Entrez gene database [ 60 ]. Analysis 
of the associations of CMEs and neighbors of CMEs with oncogenes and tumor 

  Fig. 5    A heatmap showing enriched cancer-related GO terms in the interaction neighborhood of 
CMEs. Colors represent corrected  p -values (following multi-test correction) as determined using 
the BiNGO software (see [ 58 ]). Signifi cance level is set at  p  < 0.05. Not all enriched GO terms are 
included here; only those related to transcription, chromatin modifi cation, and cancer are listed       
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suppressor genes, indicates that DME and neighbors of HAT and HDAC are 
enriched with oncogenes. DME, HDAC, and HMT are enriched with tumor sup-
pressors, which are also enriched in neighbors of all CMEs. This analysis provides 
further mechanistic link between CMEs and cancer (Table  1 ).

   In the fi nal analysis, we generated a list of 2,932 cancer-related genes using the 
DAnCER database [ 33 ], which archives disease–gene associations derived from 
Gene2Mesh (  http://gene2mesh.ncibi.org/    ), GAD [ 61 ], and PharmKGB [ 62 ]. 
Statistical analysis (Fisher’s exact test) indicates that DME and HMT as well as 

    Table 1    Enrichment of oncogenes, tumor suppressors, and cancer genes in CM enzymes and their 
neighbor   s   

  

Oncogenes 

(1036)

Tumor suppressors 

(1240)

Cancer genes 

(2932)

Enzymes Neighbors Enzymes Neighbors Enzymes Neighbors
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Fractio

n

p-
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DME

(5) (27) 0.600

1.393

E-03 0.074 0.426 0.400

3.575

E-02 0.222

6.192

E-03 1.000

7.800

E-05 0.407

1.129

E-03

HAT

(24) 

(544) 0.042 0.732 0.096

3.396

E-05 0.083 0.459 0.142

3.236

E-11 0.167 0.500 0.329

4.237

E-26

HDAC

(18) 

(429) 0.000 1.000 0.119

6.942

E-08 0.278

4.467

E-03 0.193

4.528

E-20 0.222 0.284 0.378

2.406

E-31

HDM 0.030 0.836 0.047 0.680 0.121 0.157 0.116 4.690 0.152 0.570 0.267 3.613

(33) 

(86)

E-02 E-03

HMT

(44) 

(246) 0.068 0.419 0.077 0.068 0.227

3.640

E-04 0.126

2.265

E-04 0.273

2.646

E-02 0.313

9.042

E-11

      “Fraction” denotes the fraction of CM enzymes or neighbors that also belong to oncogenes, tumor 
suppressors, or cancer genes. Fisher’s exact test was employed to determine the  p -value of enrich-
ment. Signifi cance level is set at  p  < 0.05. The highlighted values in different colors indicate signifi -
cantly enriched CMEs or interaction neighbors for different types of CMEs. Figures in the 
parentheses under column names denote the number of genes/proteins in each group. Figures in 
the fi rst and second parentheses under row names denote the number of genes/proteins in each 
CME group and in the neighborhood of each CME group, respectively  

S. Pu et al.

http://gene2mesh.ncibi.org/


59

neighbors of all CMEs are enriched with cancer genes (Table  1 ). These results sug-
gest that while mutation of some CM enzyme genes per se can cause cancer, as 
documented by COSMIC [ 4 ], perturbation of interactions between CMEs and their 
neighbors in the PPI network, which we fi nd to be enriched with oncogenes and 
tumor suppressors, might be a major contributor to tumorigensis as well. It can be 
envisioned that CME-interacting oncogenes may regulate the expression of tumor 
suppressors and other genes through interactions with CMEs, and vice versa. As 
changes in CMEs usually affect a host of genes, the signals carried by CME- 
interacting oncogenes and tumor suppressors can be profoundly amplifi ed by regu-
lating CMEs. Therefore, by acting as links between oncogenes and tumor suppressors 
and by acting as signal amplifi ers, CMEs occupy strategically critical positions in 
the cancer-related cellular pathways and thus play a central role in cancer cell biol-
ogy (Fig.  6 ).

       CME Interactomes and Epigenetic Therapy 

 As the role of epigenetics in cancer is increasing appreciated [ 63 ], epigenetic ther-
apy has been viewed as a promising new direction for cancer treatment [ 64 – 67 ]. 
Inhibitors of DNMT (Azacitidine and Decitabine) and HDAC (Vorinostat and 
Romidepsin) have been approved for clinical use in specifi c types of cancers 
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  Fig. 6    A schematic drawing summarizing the relationships among chromatin-modifying enzymes 
(CME), oncogenes, tumor suppressors, and cancer, as derived from our analysis of the CM-PPI 
network in human       
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[ 68 – 71 ]. More epigenetic therapies targeting other CMEs (HAT, HMT, HDM, and 
histone kinases) and chromatin readers (such as the BET family of bromodomain-
containing proteins) are being actively developed, with some reaching preclinical 
and clinical trial stages [ 30 ,  65 ,  72 ]. As CMEs are involved in regulation of genes 
with diverse functions, the selectivity of epigenetic inhibitors is critical for drug 
effi cacy and off-target toxicity. 

 The delineation of CMEs interactomes and the characterization of CMEs- 
containing protein complexes using high-throughput proteomics approaches 
(see the chapters by Marcon et al., Olsen et al., Smits and Vermeulen, and 
Lakshminarasimhan and Washburn combined with identifi cation of downstream 
genomic targets of CMEs using ChIP-seq techniques, will undoubtedly enhance our 
understanding of gene regulations that will eventually lead to improvement of selec-
tivity of epigenetic inhibitors. Due to experimental limitations, current PPI networks 
only represent an ensemble of all interactions detected so far [ 10 ]. Availability of 
tissue-specifi c and physiological condition- specifi c CMEs interactomes will be 
more powerful in defi ning cancer-specifi c perturbations, thereby aiding in the dis-
covery of more effi cient and more specifi c epigenetic inhibitors for cancer and other 
pathological conditions (see the chapter by Richon et al.).     
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    Abstract     The N-termini of histones are frequent targets for posttranslational 
modifi cations. Currently, 16 distinct classes of histone posttranslational modifi cations 
have been discovered, but three—acetylation, methylation, and  phosphorylation—
account for the vast majority of modifi ed sites in the cell. These modifi cations are 
reversible and their dynamics are controlled by two classes of enzymes which have 
the opposing effects of adding and removing chemical groups. Over 150 histone- 
modifying enzymes (HMEs) have been discovered to date. 

 Effects of histone modifi cation can be grouped into two categories: (1) effects on 
the global chromatin environment via the modulation of chromatin conformation 
and (2) effects on the recruitment of chromatin-associated proteins. Both of these 
effects are instrumental in regulating chromatin-related processes such as transcrip-
tion, replication, and DNA damage repair. Dysregulation of histone modifi cation 
pathways has been associated with an increased risk of cancer. Indeed, mutations in 
HMEs are now thought to be a common step in the initiation and progression of a 
variety of cancers. 

 This chapter reviews histone modifi cations, the HMEs, the putative functions of 
histone modifi cation and surveys the evidence for a role of somatic and familial 
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HME mutations in the etiology of cancer. We also review the results of a recent 
survey of cancer mutation data collected in the Catalogue of Somatic Mutations in 
Cancer (COSMIC) to reveal some general trends in HME gene mutations.  

  Keywords     Histone-modifying enzyme   •   Histone acetylation   •   Histone methylation   
•   Histone phosphorylation   •   Cancer   •   Somatic mutation   •   Familial mutation   • 
  Sequencing   •   Epigenetics  

        Introduction 

 Eukaryotic DNA wraps around the core histones H2A, H2B, H3, and H4 (two each) 
to form nucleosomes, the basic unit of chromatin. Nucleosomes are then further 
packed into the compact chromosome structure. All the core histones can be post-
translationally modifi ed at their N-terminal tails through methylation, acetylation, 
phosphorylation, and other chemical modifi cations [ 1 ]. These modifi cations affect 
both chromatin packing and the ability of other chromatin-associated proteins to 
bind and are key regulatory steps in the fundamental processes of transcription, 
DNA replication, and DNA repair [ 1 ]. 

 Histone modifi cation is one of the main mechanisms of epigenetics (another 
being methylation of the DNA), and plays an indispensable role in development, 
tissue differentiation, and the maintenance of stem cell status [ 1 ]. Conversely, 
abnormal alterations in histone modifi cation patterns have been linked to a wide 
range of diseases including cancer, neuropsychiatric disorders, infl ammation, and 
metabolic diseases and in some cases have been identifi ed as the causal factor in the 
etiology of the disease [ 2 ]. In recent years, cancer genome-sequencing projects have 
repeatedly identifi ed frequent mutations in the genes of histone-modifying enzymes 
(HMEs) which catalyze histone modifi cations, suggesting that dysregulation of his-
tone modifi cation pathways may play an important role in oncogenesis. This chap-
ter will review histone modifi cations, HMEs, their functions in normal biological 
processes, then focus on mutations found in HME genes in the context of cancer and 
fi ndings related to their causal roles in cancer.  

    Histone Modifi cations and Histone-Modifying Enzymes 

 Like many other proteins, histones are posttranslationally modifi ed. So far, 16 dis-
tinct types of chemical modifi cations have been documented, including methyla-
tion, acetylation, phosphorylation, ubiquitination, deimination, citrullination, 
SUMOylation, ADP-ribosylation, and isomerization [ 1 ]. All the core histone pro-
teins, H2A, H2B, H3, and H4, are modifi ed but the vast majority of modifi cations 
are present in H3 and H4 [ 3 ]. Among the 16 chemical modifi cations, acetylation and 
methylation of lysine residues in histone N-termini are the most common and have 
been most extensively studied in both human and model species [ 3 ,  4 ]. 
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 Histone acetylation is reversible and highly dynamic, with the acetyl group 
transferred from acetyl-CoA to N ε  of lysine residues by acetyltransferases and 
removed by deacetylases. In human, there are at least 24 annotated (experimentally 
verifi ed or predicted based on sequence similarity) lysine acetyltransferases (KATs) 
(Table  1 ) and 18 deacetylases (HDACs) (Table  2 ). The KATs can be categorized 
into two general types. Type A acetyltransferases are capable of modifying chromo-
somal histones and can be further divided into the three subgroups GNAT (includ-
ing KAT2A and KAT2B), MYST and EP300/CREBBP families. Type B enzymes 
predominantly modify free histones in cytoplasm [ 4 ].

    For their part, histone deacetylases are grouped into four major classes based on 
sequence homology and substrate specifi city: Class I (HDAC1–3 and HDAC8), Class 
II (HDAC4–7 and HDAC9–10), Class III (SIRT1-7), and Class IV (HDAC11) [ 7 ]. 

   Table 1    Histone lysine acetyltransferases [ 1 ,  5 ,  6 ]   

 Gene name  Alternative  Substrate specifi city  Function 

 CDY1  –  H4  – 
 CDY1B  –  H4  – 
 CDY2A  –  H (by similarity)  – 
 CDY2B  –  H  – 
 CDYL  –  H4  – 
 CLOCK  KAT13D  H3K14, H4  Transcription activation 
 CREBBP  KAT3A  H2AK5, H2BK12/15, 

H3K18/27/56, 
H4K5/8/12/16 

 Transcription activation 

 ELP3  KAT9  H3K9/18, H4  – 
 EP300  KAT3B  H2AK5, H2BK12/15, 

H3K14/18/27/56, 
H4K5/8/12/16 

 Transcription activation 

 GTF3C4  KAT12, TFIIIC90  H3K9/14/18  Pol III transcription 
 HAT1  KAT1  H2AK5, H4K5/12  Histone deposition, DNA repair 
 KAT2A  hGCN5  H2B, H3K9/14/18, 

H4K5/8/12/16/91 
 Transcription activation 

 KAT2B  PCAF  H2B, H3K9/14/18,  Transcription activation 
 KAT5  TIP60, PLIP, 

HTATIP 
 H2AK5, 
 H3K14, 
 H4K5/8/12/16 

 Transcription activation, 
DNA repair 

 MGEA5  –  H3K14, H4K8  – 
 MYST1  KAT8, HMOF  H4K16  Chromatin boundaries, dosage 

compensation, DNA repair 
 MYST2  KAT7, HBO1  H3, H4K5/8/12  Transcription, DNA replication 
 MYST3  KAT6A, MOZ  H3K14  Transcription activation 
 MYST4  KAT6B, MORF  H3K14  Transcription activation 
 NAT10  –  –  – 
 NCOA1  KAT13A, SRC1  H3, H4  Transcription activation 
 NCOA2  KAT13C, P160  H3, H4  Transcription activation 
 NCOA3  KAT13B, ACTR  H3, H4  Transcription activation 
 TAF1  KAT4  H3, H4  Transcription activation 
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 Histone lysine acetylation is a relatively promiscuous process. Multiple acetyl-
transferases and deacetylases are capable of modifying the same H3 or H4 lysine 
residue and the same acetyltransferase/deacetylase can typically modify multiple 
residues. For instance, at least fi ve acetyltransferases (KAT2A, KAT2B, MYST3, 
MYST4, and GTF3C4) are capable of adding an acetyl group to lysine 14 of histone 
3 (H3K14), while three of them (KAT2A, KAT2B, and GTF3C4) are capable of add-
ing an acetyl group to three different lysine residues (H3K9, H3K14, and H3K18). 

 Histone methylation may occur on either lysine or arginine residues, but lysine 
methylation has been studied much more intensively than the corresponding arginine 
modifi cation. So far, methylation on at least seven lysine residues on the core histones 
has been documented, including H2BK5, H3K4, H3K9, H3K27, H3K36, H3K79, 
and H4K20. For each lysine, 1–3 methyl groups can be added to become mono, di, 
and trimethylated lysine (for example, H3K4me1, H3K4me2, and H3K4me3). 

 Like histone acetylation, histone lysine methylation is reversible and carried out 
by two opposing classes of enzymes.    In human, there are 34 known lysine methyl-
transferases (KMTs) (Table  3 ) which can be divided into two classes: SET domain 
KMTs and non-SET domain KMTs and 24 demethylases (KDMs) (Table  4 ) which 
also belong to two groups: LSD1 and JmjC domain KDMs. Both classes of KMTs 
transfer a methyl group from the donor, S-adenosyl methionine to lysine [ 8 ]. 
However, the two classes of KDMs remove methyl groups by different mechanisms: 
LSD1 uses FAD as the cofactor to turn the methylated amino group of the lysine 
into the fi nal products formaldehyde and amine, while JmjC domain KDMs need 
two cofactors α-ketoglutarate and Fe II  to produce the fi nal products formaldehyde 
and lysine with one methyl group taken off [ 8 ].

  Table 2    Histone 
deacetylases [ 1 ,  5 ]  

 Gene name  Alternative name  Substrate specifi city 

 SIRT1  –  H1K25, H2A, H3K9, H4K16 
 SIRT2  –  H3K56, K4K16 
 SIRT3  –  H3K56 
 SIRT4  –  H 
 SIRT5  –  H 
 SIRT6  –  H3K9/56 
 SIRT7  –  H 
 HDAC1  –  H3K56 
 HDAC2  YAF1  H 
 HDAC3  RPD3  H3K4 
 HDAC4  –  H 
 HDAC5  –  H 
 HDAC6  –  H 
 HDAC7  –  H 
 HDAC8  –  H 
 HDAC9  –  H 
 HDAC10  –  H 
 HDAC11  –  H 
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   Table 3    Histone lysine methyltransferases [ 1 ,  5 ,  6 ]   

 Gene name  Alternative name  Substrate specifi city  Function 

 ASH1L  KMT2H  H3K4, H3K36me1/2  Transcription activation 
 ASH2L  –  H3K4  – 
 DOT1L  KMT4  H3K79me1/2/3  Transcription activation 
 EHMT1  KMT1D, GLP  H1K25me1, H1K186me1, 

H3K9me2, H3K27me1 
 Heterochromatin formation/

silencing 
 EHMT2  KMT1C, G9A  H1K25me1, H1K186me1, 

H3K9me1/2, H3K27me1 
 Heterochromatin formation/

silencing 
 EZH1  KMT6B  H3K27me1/2/3  Polycomb silencing, 

Transcription repression 
 EZH2  KMT6A  H1K23me1, H3K9, 

H3K27me1/2/3, 
 Polycomb silencing, 

Transcription repression 
 MLL  KMT2A  H3K4, H3K4me3  Transcription activation 
 MLL2  KMT2B  H3K4, H3K4me3  Transcription activation 
 MLL3  KMT2C  H3K4, H3K4me3  Transcription activation 
 MLL4  KMT2D  H3K4, H3K4me3  Transcription activation 
 MLL5  KMT2E  H3K4me1/2  Transcription activation 
 NSD1  KMT3B  H3K36me2, H4K20me2  Transcription activation, 

or repression 
 PRDM2  KMT8, RIZ1  H3K9me2  Transcription repression 
 PRDM8  –  H3K9me  – 
 PRDM9  –  H3K4me3   
 SETD1A  KMT2F  H3K4me3  Transcription activation 
 SETD1B  KMT2G  H3K4me3  Transcription activation 
 SETD2  KMT3A  H3K36me3  Transcription activation 
 SETD3  –  H3K36  Transcription activation 
 SETD7  KMT7  H3K4me1  Transcription activation 
 SETD8  KMT5A  H4K20me1/2  Transcription repression 
 SETDB1  KMT1E, ESET  H3K9me3  Transcription repression 
 SETDB2  KMT1F, CLL8  H3K9me3  Transcription repression 
 SETMAR  –  H3K4, H3K36me2  – 
 SMYD1  KMT3D  H3K4   
 SMYD2  KMT3C    Transcription activation 
 SMYD3  KMT3E  H3K4me2/3  Transcription activation 
 SUV39H1  KMT1A  H3K9me3  Heterochromatin formation/

silencing 
 SUV39H2  KMT1B  H3K9me3  Heterochromatin formation/

silencing 
 SUV420H1  KMT5B  H4K20me2/3  Transcription repression, 

DNA damage response 
 SUV420H2  KMT5C  H4K20me2/3  Transcription repression 
 WHSC1  NSD2, MMSET  H3K27me3, H3K36me1/2  – 
 WHSC1L1  NSD3  H3K4me2, H3K27me2/3  Transcription activation 

or repression 
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    Typically more than one methyltransferase and demethylase is capable of 
modifying the same lysine residue [ 8 ]. For example, nine methyltransferases and six 
demethylases are capable of modifying H3K4. On the other hand, unlike acetyl-
transferases, most methyltransferases have narrow substrate specifi city [ 8 ]. For exam-
ple, all fi ve MLL family members methylate H3K4 only. Some modifi ers have 
even narrower specifi city. SETD8 is an example that only catalyzes mono and 

   Table 4    Histone lysine demethylases [ 1 ,  5 ,  6 ]   

 Gene name  Alternative name  Substrate specifi city  Function 

 C14orf169  NO66  H3K4me3, H3K36me2/3  – 
 JHDM1D  KDM7  H3K9me2, H3K27me2, 

H4K20me1 
 – 

 JMJD1C  TRIP8, JHDM2C  H3K9  – 
 JMJD5  KDM8  H3K36me2  Transcription activation 
 KDM1A  LSD1, BHC110, 

AOF2 
 H3K4me1/2, H3K9me1/2  Transcription activation and 

repression, heterochro-
matin formation 

 KDM1B  AOF1, LSD2  H3K4me1/2, H3K9me2  – 
 KDM2A  JHDM1a, FBXL11  H3K36me1/2  – 
 KDM2B  JHDM1b, FBXL10  H3K4me3, H3K36me1/2  – 
 KDM3A  JHDM2a, JMJD1A  H3K9me1/2  Androgen receptor gene 

activation, 
spermatogenesis 

 KDM3B  JHDM2b, JMJD1B  H3K9me1/2  – 
 KDM4A  JMJD2A, JHDM3A  H1.4K26me2/3, 

H3K9me2/3, 
H3K36me2/3 

 Transcription repression, 
genome integrity 

 KDM4B  JMJD2B  H1.4K26me2/3, 
H3K9me2/3, 
H3K36me2/3 

 Heterochromatin formation 

 KDM4C  JMJD2C, GASC1  H1.4K26me2/3, 
H3K9me2/3, 
H3K36me2/3 

 Putative oncogene 

 KDM4D  JMJD2D  H1K25me1, 
H1.4K26me2/3, 
H3K9me2/3, 
H3K36me2/3 

 – 

 KDM5A  JARID1A, RBP2  H3K4me2/3  Retinoblastoma-interacting 
protein 

 KDM5B  JARID1B, PLU-1  H3K4me1/2/3  Transcription repression 
 KDM5C  JARID1C, SMCX  H3K4me2/3  X-linked mental retardation 
 KDM5D  JARID1D/SMCY  H3K4me2/3  Male-specifi c antigen 
 KDM6A  UTX  H3K27me2/3  Transcription activation 
 KDM6B  JMJD3  H3K27me2/3  Transcription activation 
 MINA  MDIG  H3K9me3  Transcription activation 

of rRNA 
 PHF2  –  H3K9me2,  Transcription activation 
 PHF8  –  H3K4me3, H3K9me1/2, 

H3K27me2, 
H4K20Me1 

 Transcription activation 
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dimethylation of H4K20 [ 9 ]. However, others are able to modify two or three different 
lysine residues, such as EMH1 and EMH2 methylating both H3K9 and H3K27. 

 There are eight arginine residues on the core histones (H2AR3, H2AR11, 
H2AR29, H3R2, H3R8, H3R17, H3R26, and H4R3) on which methylation has 
been reported. Arginines may be mono or dimethylated, and dimethylation may be 
symmetric with two methyl groups added to two different N atoms, or asymmetric 
with both methyl groups attached to the same N atom. Compared to the number of 
lysine methylation modifi ers, there are many fewer arginine methylation-modifying 
enzymes: just seven arginine methyltransferases (PRMTs) (Table  5 ) and one 
demethylase JMJD6 have so far been found. Like KMTs, PRMTs also use 
S-adenosyl methionine as the cofactor for the methyl group transfer. The demethyl-
ation by JMJD6 is thought to be similar to JmjC domain KDMs, although the exact 
molecular mechanism is still unclear [ 8 ]. Different PRMTs have distinct methyla-
tion patterns which have different biological functions. For example, CARM1, 
PRMT1, and PRMT6 catalyze asymmetric dimethylation and the resulting argi-
nines serve as transcription-activating marks, while PRMT5 and PRMT7 lead to 
symmetrically dimethylated arginines as repressive marks [ 10 ].

   Histone phosphorylation may occur on serine, threonine, tyrosine, and histidine 
and is controlled by the two opposing classes of enzymes, kinases (phosphate addi-
tion), and phosphatases (phosphate removal) [ 11 ]. At least 34 kinases (Table  6 ) and 
12 phosphatases (Table  7 ) have been reported to be involved in histone phosphory-
lation and most of them modify serine and threonine residues. Many kinases and 
phosphatases display substrate specifi city towards the H2A variant H2AX, which 
plays an important role in the response and repair of DNA double strand breaks 
(DSBs) in cells [ 12 ].

        Function of Histone Modifi cation 

 Effects of histone modifi cation may be divided into two general categories: effects on 
chromatin conformation and compaction and effects on the recruitment of chromatin- 
associated proteins [ 1 ]. The electrostatic attraction between the positive charges on 
N ε  of lysine residues and the negative charges of DNA keeps DNA tightly bound to 
the histone core. Histone acetylation on N ε  of lysine residues neutralize a portion of 

   Table 5    Histone arginine methyltransferases and demethylase [ 1 ,  5 ,  6 ]   

 Gene name  Alternative name  Substrate specifi city  Function 

 PRMT1  ANM1  H4R3me1/2a  Transcriptional activation 
 PRMT2  ANM2  H4  – 
 CARM1  PRMT4  H3R2me1, H3R17me1/2a, H3R26me1  Transcriptional activation 
 PRMT5  –  H2AR3, H3R8me2, H4R3me2  Transcription repression 
 PRMT6  ANM6  H2AR3me2, H3R2me2a, H4R3me2  Transcriptional repression 
 PRMT7  ANM7  H2A, H4R3me2s  – 
 PRMT8  –  –  – 
 JMJD6  –  H3R2me1/2, H4R3me1/2  – 

Familial and Somatic Mutations of Histone-Modifying Enzymes in Cancer



72

the positive charge and thus are thought to reduce the electrostatic attraction between 
histones and DNA, thereby leading to “loosened” or “open” chromatin conforma-
tions [ 1 ]. These are more accessible to factors involved in DNA-related cellular 
processes such as transcription, DNA repair, and DNA replication [ 1 ]. 
Phosphorylation of histone adds a negative charge to the histone tail and is thought 
to alter chromatin structure [ 11 ]. Histone methylation, however, does not change 
either lysine or arginine’s charge and has minimal steric effect on chromatin struc-
ture due to the small size of the methyl group [ 8 ]. 

 Compared to the effects of histone modifi cation on chromatin conformation and 
compaction, the effects of histone modifi cation on the recruitment of factors 
involved in various cellular processes have been more extensively studied [ 1 ]. 

  Table 6    Histone kinases 
[ 1 ,  5 ]  

 Gene name  Alternative name  Substrate specifi city 

 ATM  –  H2AS139 
 ATR  –  H2AS139 
 AURKB  –  H3S6/10/28 
 AURKC  –  H3S10/28 
 BAZ1B  WSTF  H2AY142 
 BUB1  –  H2AT120 
 CDK17  –  – 
 CDK3  –  – 
 CDK5  –  – 
 CHUK  –  H3S10 
 CSNK2A1  CKII  H4S1 
 DAPK3  –  H3T11 
 GSG2  HASPIN  H3T3 
 GSK3B  –  H1T10 
 JAK2  –  H3Y41 
 LIMK2  –  – 
 MAP3K8  –  H3S10 
 MASTL  –  – 
 NEK6  –  – 
 NEK9  –  – 
 PAK2  –  H3S10 
 PIM1  –  H3S10 
 PKN1  –  H3T11 
 PRKCB  –  H3T6 
 PRKCD  –  H3T45 
 PRKDC  DNAPK  H2AS139 
 RPS6KA3  RSK2  H2AS16/139 
 RPS6KA4  MSK2  H3S28 
 RPS6KA5  MSK1  H2AS1, H3S10/28 
 STK10  –  – 
 STK4  MST1  H2AS139, H2BS14 
 TLK1  –  H3S10 
 VRK1  –  H3S10 
 ZAK  MLTK  H3S28 
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Although histone methylation has a minimal effect on histone conformation, 
methylated lysine residues with different number of methyl group can be recog-
nized and differentiated by proteins that contain methylated lysine-binding domains. 
There are at least fi ve domains that recognize methylated histones: the chromodo-
main, the plant homeodomain (PHD), TUDOR, the proline–tryptophan– tryptophan–
proline domain (PWWP), and the unfortunately-named malicious brain tumor 
domain (MBT) [ 1 ]. The exquisite sensitivity of methylated lysine-binding proteins 
in recognizing the differences among mono, di and trimethylation provides a high 
degree of specifi city to the binding of chromatin-associated proteins that contain 
one or more of these domains. In addition to histone methylation, acetylated his-
tones are recognized and bound by bromodomains and PHD and phosphorylated 
histones by the BRCA-1 C terminus domain (BRCT) [ 1 ]. 

 The histone-binding domains can co-occur in proteins with other domains of 
various functions including DNA-binding (e.g., FYRN and FYRC) and chromatin- 
related enzymatic activities (e.g., ATP-dependent chromatin-remodeling enzymes 
and histone modifi ers) [ 13 – 15 ], thereby allowing “cross talk” among different his-
tone modifi cations. For example, repressive mSin3a-HDAC1 deacetylases complex 
can be recruited to actively transcribing genes through its bound partner ING2, 
which has an H3K4me3-binding PHD domain, and shut off the transcription [ 16 ,  17 ]. 
On the other hand, histone modifi cations may change recognition sites, thus prevent 
binding by other proteins. For instance, H3K4 methylation occludes the binding of 
the NuRD complex, which has histone deacetylase activity and is transcription 
repressive, thereby contributing to transcription activation [ 18 ].  

    The “Histone Code” 

 The combination of the effects of histone modifi cations on chromatin conformation 
and compaction, plus the ability of histone modifi cations to regulate the recruitment 
and binding of non-histone proteins to chromatin, is thought to have profound 

  Table 7    Histone 
phosphatases [ 1 ,  5 ]  

 Gene name  Alternative name  Substrate specifi city 

 DUSP1  –  H3S10 
 EYA1  –  H2AY142 
 EYA2  –  H2AY142 
 EYA3  –  H2AY142 
 EYA4  –  H2AY142 
 PPM1D  –  H2AS139 
 PPP1CA  –  H2AFXS140 
 PPP1CC  –  H3T11 
 PPP2CA  –  H2AS139 
 PPP2CB  –  H2AS139 
 PPP4C  –  H2AS139 
 PPP5C  –  – 
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effects on the regulation of transcription, DNA repair, and replication [ 18 ]. This has 
been described as the “histone.” However our understanding of the histone code is 
still rudimentary, and it has not yet been worked out in detail in human or any model 
organism. This section will summarize what we do know at this point in time. 

  Regulation of Gene Expression.   In general, heterochromatin is associated with low 
levels of acetylation and high levels of methylated H3K9, H3K27, and H4K20. The 
associations are supported by studies on heterochromatin and transcription suppres-
sive polycomb complex. HP1, an important protein for maintenance of pericentric 
heterochromatin, binds to methylated H3K9, consistent with the notion that tran-
scription of genes within heterochromatic regions is silenced [ 1 ]. PC2, a component 
of the polycomb complex and recruited by methylated H3K27, is thought to contrib-
ute to the inactive state of the X chromosome in human [ 1 ]. On the other hand, high 
levels of acetylation and trimethylated H3K4, H3K36, and H3K79 are typically 
detected in actively transcribed euchromatin. Consistent with this notion, chromatin 
immunoprecipitation coupled with sequencing (ChIP-seq) studies show that histone 
acetylation is present at promoter and enhancer regions of transcriptionally active 
genes [ 19 ,  20 ]. 

 More recently, results from the comprehensive ENCODE study of functional ele-
ments encoded in the human genome provide further evidence for the association 
between histone modifi cations and gene transcription. For example, in addition to 
the fact that H3K4me3 positions precisely around transcription start sites (TSSs), 
activating marks such as acetylated H3K9 and H3K27, H3K4me3, H3K4me2, 
H3K79me2, and H3K36me3 correlate positively with transcription and can serve as 
predictors for transcription, while repressive marks H3K27me3 and H3K9me3 dem-
onstrate negative correlation and are particularly important for accurate prediction 
of transcription from a subset of promoters [ 21 ,  22 ]. Roles of methylation and acety-
lation of selected histone sites in transcription regulation are summarized in Table  8 .

   Findings from stem cells further support the correlations found between histone 
modifi cations and transcriptional regulation. In mouse embryonic stem (ES) cells, 

   Table 8    Effects of selected histone methylations and acetylations on gene transcription [ 23 – 25 ]   

 Amino acid residue 

 Histone modifi cation 

 Mono-methylation  Di-methylation  Tri-methylation  Acetylation 

 H2BK5  Activation  –  Repression  – 
 H3K4  Activation  –  Activation  – 
 H3K9  Activation  Repression  Repression  Activation 
 H3K14  –  –  –  Activation 
 H3K27  Activation  Repression  Repression  Activation 
 H3K36  –  –  Activation  – 
 H3K79  Activation  Activation  Activation  – 
 H4K20  Activation  –  –  – 
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both active H3K4me and silencing H3K27me are detected in same domains of 
development-related genes, while low transcription levels of the genes are detected. 
It appears that this bivalent histone modifi cation may keep their transcription at a 
poised state, which may be important for maintenance of pluripotency of these cells. 
This interpretation is supported by the facts that when ES cells differentiate the 
poised state is broken where bivalent histone modifi cations on development-related 
genes become either H3K4me or H3K27me [ 26 ,  27 ]. 

 Besides the effect of histone acetylation on transcription via modulating global 
chromatin environment, little is known about how particular acetylated sites con-
tribute to transcription regulation. One exception is the acetylation of H3K56, as the 
residue faces towards the major groove of the DNA that wraps around the core his-
tones, thus its acetylation has a potential to infl uence the interaction between the 
DNA and histones [ 28 ]. 

 Phosphorylation of H3S10, controlled by Aurora kinases RPS6KA3/4/5, may 
play a role in the activation of  c-fos ,  c-jun  during mitosis, and genes regulated by 
NFKB [ 29 ]. Phosphorylated H3S10 may be recognized and bound by the 14-3-3 
protein, a conserved protein involved in cell signaling, through phosphoserine- 
binding modules [ 30 ]. In addition, phosphorylation of H3S10 cross talks with other 
histone modifi cations to affect their state of modifi cation. For example, H3S10 
phosphorylation can increase acetylation of H3K14 [ 31 ,  32 ], eliminate acetylation 
of H3K9 [ 33 ], and inhibit methylation of H3K9 [ 34 ], leading to distinct transcrip-
tion outcomes.  

  Regulation of DNA Repair.   Repair of DNA damage is essential for the mainte-
nance of genomic stability. To repair damaged DNA, the compacted chromatin 
needs fi rst to be relaxed to allow repair proteins to access the DNA damage site, 
then the repair proteins are recruited to the damage site. Histone modifi cation 
plays important roles in both steps [ 3 ]. Upon DSBs, one type of deleterious 
DNA lesions, occur, phosphorylation of an H2A variant, H2AX at S139 is trig-
gered and catalyzed by histone kinases  ATM ,  ATR , or  PRKDC  throughout mega-
bases around the break site. The phosphorylated H2AX then functions as a 
docking site for recruiting proteins including HATs, resulting in the acetylation 
of histones and relaxed chromatin which favors access of repair proteins to the 
DNA lesion [ 35 ]. 

 The importance of histone acetylation to repair of DNA damage has been shown 
by different studies. For instance, KAT5/TIP60, an HAT, is required for recruitment 
and access of repair proteins to DSBs [ 36 ,  37 ]. Conversely, cells defective in H3 
acetylation are sensitive to DNA-damaging agents [ 38 ]. Contribution of histone 
methylation to DNA repair has also been implicated. KAT5/TIP60 can bind to het-
erochromatic mark H3K9me3 leading to histone acetylation and activation of DNA 
DSB repair. Although KAT5 may be recruited to DNA damage sites through an 
alternative route, the interaction with H3K9me3 is required for KAT5 activation and 
the initiation of subsequent DNA repair [ 39 ].  
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  Regulation of DNA Replication.   During DNA replication, the replication machinery 
needs to access the DNA, nucleosome structure has to be broken on the parental 
DNA and re-assembled on the daughter DNA, and the epigenetic state will be re-
built. Although how histone modifi cations exactly contribute to DNA replication is 
still unclear, involvement of histone modifi cation in the regulation of DNA access 
and nucleosome reorganization have been proposed and links have been made 
between histone modifi cations and the regulation of effi ciency and timing of the 
replication origin activity [ 3 ]. Indeed, the KAT HBO1 has been shown by several 
studies to be associated with replication factor MCM2 and with the origin recogni-
tion complex 1 subunit of human initiator protein [ 40 ,  41 ], consistent with the pro-
posal that the enhancement of histone acetylation at the replication origin provides 
a favorable chromatin environment for DNA replication. Histone acetylation has 
also been reported to correlate with replication timing [ 42 ].   

    Somatic Mutations of Enzymes and Cancer 

 The earliest indication that alteration in histone modifi cation pathways might be 
related to cancer was the fi nding that  CREBBP,  a KAT enzyme, is able to bind to the 
adenovirus oncoprotein E1A [ 43 ]; this notion was supported by the subsequent 
detection of recurrent chromosomal translocations in a variety of solid and hemato-
logical malignancies [ 7 ], resulting in fusion proteins involving KATs and oncopro-
teins such as MLL-CBP [ 44 ] and MOZ-TIF2 [ 45 ]. Later, an association of 
MOZ-TIF2 with leukemia was discovered in murine models [ 45 ,  46 ]. Many KATs 
have since been implicated in various cancers due to altered expression patterns and 
somatic mutations, including  CREBBP/KAT3A ,  EP300/KAT3B ,  KAT6A/MOZ , and 
 KAT6B/MORF . Another line of evidence of involvement of HMEs in cancer came 
from aberrant HME expression in various solid tumors [ 47 ]. 

 In general, recurrent mutations are very rare in HDACs [ 7 ]. However, chimeric 
proteins found in leukemia such as PML-RARα, PLZF-RARα, and AML1-ETO are 
able to recruit HDACs which deacetylate histone leading to abnormal gene silenc-
ing and thus contributing to leukemogenesis [ 48 ]. Chemical inhibitors of class I 
HDACs have been tested in patients carrying these chimeric proteins in their malig-
nant cells and in some patients the aberrantly silenced genes were reactivated, lead-
ing to cell growth arrest, apoptosis, and differentiation of their tumors [ 48 ,  49 ]. Two 
such pan-HDAC inhibitors, Vorinostat and Romidepsin, have been approved by 
FDA for use in cutaneous T cell lymphoma patients [ 50 ,  51 ]. 

 HMEs involved in methylation have also been linked to cancer. PRDM2 is an 
H3K9-specifi c KMT and was the fi rst PRDM shown to be tumor suppressor [ 52 ,  53 ] 
Mutations inactivating  PRDM2  have been found in various types of solid tumors [ 54 ]. 
Conversely, experimental overexpression of  PRDM2  in cancer cell lines results in 
apoptosis and/or cell cycle arrest, supporting the notion of PRDM2 as a tumor 
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suppressor [ 55 ]. However, the exact molecular mechanism by which PRDM2 func-
tions as a tumor suppressor is still unclear [ 54 ]. 

 One of extensively researched HMEs implicated in cancer is EZH2 [ 7 ]. EZH2 is 
the enzymatic component of suppressive PRC2 complex, which has methyltransfer-
ase activity specifi c for mono, di, and trimethylation of H3K27. Elevated  EZH2  
expression is correlated with a poor prognosis in prostate and breast cancer [ 56 ], 
suggesting an oncogene role of  EZH2  in the cancers. Heterozygous missense muta-
tions at tyrosine 641 are found in 22 % of diffuse large B-cell lymphoma samples 
and the mutations increase its catalytic activity for converting H3K27me1 to 
H3K27me2/3 [ 57 ]. However, in myeloid malignancies [ 58 ,  59 ] and T-ALL [ 60 ,  61 ], 
loss-of-function mutations in the  EZH2  gene are associated with a poor prognosis, 
suggesting that it can act as a tumor suppressor in other contexts. Inhibitors target-
ing EZH2 have been designed and tested in lymphoma [ 62 ] and leukemia [ 63 ] cells. 

 The  MLL  family of genes has 5 members in human ( MLL1  through  MLL5 ), each 
of which forms the catalytic component of regulatory complexes with H3K4- specifi c 
methyltransferase activity associated with actively transcribed genes [ 64 ]. The  MLL  
genes are frequently mutated in a variety of cancers. For instance, genetic alterations 
are present in  MLL2  in 89 % of follicular lymphoma and 32 % of diffuse large B-cell 
lymphoma [ 65 ]. Mutations in  MLL2  and  MLL3  are found in 16 % of medulloblas-
toma cases [ 66 ].  MLL3  is also frequently mutated in pancreatic cancers [ 67 ]. 

 The mutations in  MLL2  and  MLL3  are distributed throughout the genes in a pat-
tern typical of loss-of-function alterations in tumor suppressors. Knockout of the 
 Mll3  catalytic SET domain in  p53  +/−  mice leads to the development of spontaneous 
urothelial tumors, providing evidence for a  p53 -dependent  Mll3  tumor suppressor 
role [ 68 ]. The prototype family member  MLL , however, differs in mutation patterns 
and functions, as chromosome translocations are the dominant mutations resulting 
in MLL fusion proteins that are apparently causal in certain acute lymphoid leuke-
mias and acute myeloid leukemias [ 69 ]. Recurrent mutations have also been reported 
in KDM genes,  KDM5A, KDM5C,  and  KDM6A  [ 7 ]. 

 Because of the increasing evidence for involvement of HMEs in cancer, we 
recently undertook a survey of HME mutations reported in the Catalogue of Somatic 
Mutations in Cancer (COSMIC) [ 70 ] administered by the Wellcome Trust Sanger 
Institute and collected from a large number of cancer studies published in the pri-
mary literature. To get an overview of somatic mutations in HMEs in cancer, we 
analyzed the mutation data in the most recent version (v61) of the database, which 
was released on September 26 of 2012. This version includes somatic mutations 
from 24 large-scale screen papers and 64 whole genome shotgun sequencing proj-
ects, in addition to those found in many small-scale studies [ 71 ]. 

 We have compiled a list of the 154 HME genes involved in acetylation (42 
genes), methylation (66 genes), and phosphorylation (46 genes) described in the 
previous sections and used this list to analyze the frequency of mutant genes in all 
the gene groups. We found that among the 19,923 genes collected in the COSMIC, 
18,320 genes have at least one non-fusion mutation and the overall mean mutant 
frequency of all the genes is 9.8 %. However, histone phosphorylation genes (both 
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kinases and phosphatases) show very low mutant frequencies (mean = 2.5 %) and 
the majority are under 5 % with four exceptions ( BAZ1B  at 14 %,  EYA3  8.1 %,  ATM  
7.3 %, and  TLK1  5.1 %) (Fig.  1 ). In contrast, many methylation genes (over 25 %) 
(both KMTs and KDMs) display mutant frequencies above 10 % (mean = 7.9 %) 
with the highest at 30.4 % ( MLL2 ) (Fig.  2 ). The acetylation gene group demonstrates 
a somewhat different pattern: mutant frequencies of the majority of KATs are above 
5 %, while the majority of HDACs below 5 % with a prominent exception of  HDAC9  
at 21 % (mean = 5.1 %) (Fig.  3 ). The differences among the three groups in mutant 
frequency are statistically signifi cant, shown by an ANOVA test ( p  < 0.0001) (Fig.  4 ).

  Fig. 1    Mutant frequencies of histone acetylation genes. HME mutant frequency is calculated as 
follows: dividing the number of samples that have at least one mutation in the coding region of an 
HME gene by the number of the samples that are screened/sequenced for the HME gene and then 
the rate is turned into percentage. The gene of a sample may carry more than one mutation, but in 
terms of number of mutant HME gene, it is counted as one. The chart shows two groups of HMEs, 
KATs at  left  and HDACs at  right , separated by the space       

  Fig. 2    Mutant frequencies of histone methylation genes. The calculation of HME mutant fre-
quency is the same as that described in Fig.  1  legend. The chart shows three groups of HMEs, 
KMTs at  left , KDMs in the  middle , and seven RMTs and one RDM (JMJD6) at  right        
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      The trends seen in our analyses are consistent with previous observations [ 7 ], for 
example, low mutant frequencies found in HDACs, but higher in methyltransfer-
ases. It is tempting to relate these trends to their substrate specifi city (low for 
HDACs and high for methyltransferases). We speculate that loss-of-function muta-
tions in HDACs, which are highly overlapping in their substrate specifi city, have 
little effect on the biology of the cancer cell due to the extensive redundancy of the 
system. In contrast, a mutation in a highly specifi c HME such as a methyltransfer-
ase, will have a large impact on the gene(s) that it regulates, and more likely to be 
subject to positive selection in the early cancer cell. 

  Fig. 3    Mutant frequencies of histone phosphorylation genes. The calculation of HME mutant 
frequency is the same as that described in Fig.  1  legend. The chart shows two groups of HMEs, 
kinases at  left  and phosphatases at  right .  JAK2  gene is not included in the calculation because the 
number of mutant  JAK2  in the COSMIC is over 32,000 (with over 99 % of mutations being mis-
sense amino acid mutation V617F and the overall mutant frequency is 37.1 %), which, if present 
in the chart, would make the numbers of all other HME genes look much smaller and their details 
hard to be seen       

  Fig. 4    ANOVA test of 
mutant frequencies of HME 
genes.  Notes : AC stands for 
HMEs of acetylation, ME for 
HMEs of methylation, and 
PH for HMEs of 
phosphorylation       
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 The HME mutation rate appears to be dependent on specifi c tumor types. For 
example,  MLL2  has an overall mutation frequency of 30 %, but the mutation fre-
quency ranges from extremely high in hematopoietic and lymphoid tissues (100 % 
in 90 samples) and prostate (100 % in 8 samples) to extremely low in liver (0 % 
from 18 samples) and kidney (2.99 % in 501 samples) [ 72 ]. Therefore, our analyses 
are useful in fi nding general trends in mutations and in providing guidance for fur-
ther more focused analyses, especially in the context of accumulation of cancer 
sequencing data with ever increasing speed.  

    Familial Mutations of Enzymes and Cancer 

 HMEs have been implicated in a few diseases as an inherited factor, including 
MLL2 in Kabuki syndrome, a pediatric congenital disorder with multiple congeni-
tal anomalies and intellectual [ 73 ], and HDAC6 in Parkinson’s disease, which has 
both familial and sporadic forms [ 74 ], and ATM in ataxia telangiectasia, a rare 
neurodegenerative, inherited disease causing severe disability [ 75 ]. In general, 
familial cancers are rare. Currently, there is very limited knowledge about roles 
played by HMEs in familial cancers. Recently, ATM, a kinase responsible for the 
phosphorylation of H2AS139 has been implicated in familial pancreatic cancer [ 76 ], 
which consists of 5–10 % of all pancreatic cancer cases in the USA. In this study, 
whole-genome and whole-exome sequencing was used to screen for genetic 
alterations in 36 subjects from 16 families. Two different heterozygous nonsense 
mutations in  ATM  were identifi ed in three subjects in each of two families, respec-
tively. Subsequent sequencing of  ATM  in an additional 166 familial pancreatic can-
cer patients found four more mutations, three of which were considered to be protein 
function-damaging. 

 Germ-line  EZH2  mutations identical to some loss-of-function mutations found 
in myeloid malignancies and T-ALL malignancies have been identifi ed in Weaver 
syndrome patients, a congenital genetic syndrome associated with rapid growth 
beginning in the prenatal period and a characteristic facial appearance [ 77 ]. 
However, only two of 19 Weaver patients with  EZH2  mutations develop a malignant 
disorder. 

 Germ-line mutations in  CREBBP , a KAT, appear to be the cause of Rubinstein–
Taybi syndrome, a condition characterized by learning diffi culties and distinctive 
facial features, and an association with tumors in some cases [ 78 ,  79 ]. 

 Several other HMEs including MLL2, EP300, and ASXL1 (responsible for 
deubiquitination of monoubiquitinated H2AK119) have also been implicated in 
inherited tumors since somatic mutations of these genes have been observed in 
tumors and similar germline mutations in developmental disorders [ 80 ]. In addition, 
germ- line mutations in protein components of HME complexes have also been 
linked to familial tumors. MEN1 is an essential component of MLL complex, which 
catalyzes methylation of H3K4. MEN1 functions as a tumor suppressor and certain 
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germ-line mutations in  MEN1  resulted in multiple endocrine neoplasia type 1, an 
inherited tumor syndrome [ 81 ]. Because research on HMEs in familial tumors is 
still in early stage, we may see more to be revealed in future.  

    Conclusions and Perspectives 

 Recurrent and non-recurrent somatic mutations have been identifi ed in most of 150 
some HME genes in a wide range of cancers. In the case of 20 genes, the high fre-
quency of mutation suggests a causal or contributory association with the cancer. 
Some of the mutations have been confi rmed to affect functions of the HMEs and to 
be causative to the cancers. Our analysis of the somatic mutations in HME genes 
collected in the COSMIC database shows some interesting trends towards low 
mutation frequencies in histone acetylation genes, and higher frequencies in genes 
involved in histone methylation. 

 While the somatic and germline mutation of HMEs is one mechanism for HMEs 
to contribute to cancer, there are other types of alterations that can also be contribu-
tory, for example, alterations in HME gene expression, mutations and changes in 
expression in genes of components of HME complexes that are essential for the 
execution of functions of HMEs and in genes coding for proteins that recognize and 
bind to histone modifi cation sites. There is also complication resulted from overlaps 
of substrates of histone modifi cation by HMEs. In fact, the situation is further com-
plicated given the fact that many, if not all, of HMEs also modify other proteins in 
addition to histones, many of which are known oncoproteins and tumor suppressors. 
Therefore, future efforts on revealing roles played by histone modifi cations will 
preferably be designed to examine all related factors involved at different levels 
including genetics, expression, and function. However, the accelerating production 
and accumulation of mutation data from large-scale and high-throughput sequenc-
ing of cancers will continue to provide highly valuable guidance to more focused 
research to reveal roles of histone modifi cation in cancer.     
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    Abstract     Genome-scale studies have provided strong support to the prevalent 
transcription of nonprotein-coding RNAs (ncRNAs) in various organisms. The 
immense functional potential embedded in long intergenic ncRNAs (>200 nucleo-
tides) have especially aroused excitement in the scientifi c community. ncRNA– 
protein complexes are now known to participate in an astonishing array of processes 
in transcriptional and posttranscriptional gene regulations; the mechanisms 
reviewed here may just be a minor fraction of the vast unknowns. These ncRNA-
mediated cellular activities contribute to an expansive spectrum of developmental 
processes such as embryogenesis and organogenesis, and the misregulation of these 
leads to tumor growth and diseases. The characterization of ncRNAs is progressing 
at a very fast pace, so much aided by innovations in genome-wide high-throughput 
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technologies (e.g., mass spectrometry, deep sequencing, large scale RNAi screen), 
and the development of computational tools for data processing. We here present an 
up-to-date view of the expanding fi eld of ncRNAs in epigenetic regulation, and the 
development of genome-wide high-throughput methodologies that facilitates our 
understanding of ncRNAs in a systematic manner.  

  Keywords     Epigenetics   •   Chromatin   •   Noncoding RNA   •   Mass spectrometry   • 
  Sequencing   •   RNAi  

  Abbreviations 

   CD    Chromodomain   
  CHART    Capture hybridization analysis of RNA targets   
  ChIP-seq    Chromatin immunoprecipitation followed by sequencing   
  ChIRP    Chromatin isolation by RNA Purifi cation   
  CLIP    Cross-linking and immunoprecipitation   
  CRP    Chromatin-remodeling proteins   
  CUTS    Cryptic unstable transcripts   
  eRNAs    Enhancer derived RNAs   
  ESCs    Embryonic stem cell   
  HOTAIR    Hox antisense intergenic RNA   
  lncRNAs    Long intergenic noncoding RNAs   
  LSD/co-rest    Lysine-specifi c demethylase corepressor for element1 silencing 

transcription factor   
  mRNA    Messenger RNA   
  Nats    Natural antisense transcripts   
  ncRNAs    Noncoding RNAs   
  NoDS    ncRNA with nuclear detention sequence   
  PAR-CLIP    Photo-activable ribonucleoside-enhanced CLIP   
  PASRs    Promoter-associated short RNAs   
  PRC2    Polycome repressive complex 2   
  PROMPTS    Promoter upstream transcripts   
  RBP    RNA-binding proteins   
  RIP    Ribonucleoprotein immunoprecipitation for RNA   
  RIP-seq    RIP sequencing   
      RNAcompete      
  RNAPII    RNA polymerase II   
  SELEX    Systematic evolution of ligands by exponential enrichment   
  TASRs    Terminator-associated short RNAs   
  TF    Transcription factor   
  tiRNAs    Transcription initiation-associated RNAs   
  TSSa-RNAs    Transcription start site-associated RNAs   
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  uaRNAs    Upstream antisense RNAs   
  UNTS    Upstream noncoding transcripts   
  Xuts    Xrn1 sensitive unstable transcripts   

          Introduction 

 Recently, our understanding of the biological roles of noncoding RNAs (ncRNA) 
had a paradigm shift due to the advent of next-generation sequencing technology. 
Despite the tremendous efforts made, we have just started to appreciate the various 
classes of ncRNAs, which are implicated in almost all of the biological processes 
including embryonic developments and tumorigenesis. In this chapter,  Sect. 2  
focuses on our current knowledge of a major class of ncRNA—the long ncRNAs; 
 Sect. 3  reviews the experimental and computational techniques employed to charac-
terize genome-wide interactions between ncRNAs and proteins;  Sect. 4  proposes 
our perspectives on the future of ncRNA research.  

     Biological Roles of ncRNAs: Known and Unknowns 

    The Expanding Universe of Noncoding RNAs (ncRNAs) 

 The human genome is pervasively transcribed, but only 1–2 % of the transcripts 
generate protein-coding messenger RNA (mRNA) [ 1 – 3 ]. The better-characterized 
groups of ncRNAs include tRNA, rRNA, snRNA, snoRNA, microRNA (miRNAs), 
and piwi-interacting piRNAs. Each group is either processed by the same set of 
enzymes or is involved in common metabolic or cellular pathways, thus sharing 
common sequence features common cellular compartments or common ribonucleo-
protein modules. High-density tiling array and deep sequencing have identifi ed 
ncRNAs of varying lengths [ 1 – 9 ]. Because of the lack of a common feature, we 
arbitrarily classify these ncRNAs into two groups based on size and stability 
(Table  1 ). The fi rst group, cryptic unstable ncRNAs, are short (20–200 bp) RNAs 
that represent ~10 % of the transcriptome in human; they are not protected by ribo-
nucleoproteins and tend to be stabilized upon the deletion of exonucleases [ 49 ,  50 ]. 
Short ncRNAs identifi ed from several studies using different experimental designs 
and organisms may represent the same category of ncRNAs participating-related 
cellular activities [ 49 ]. These include the promoter-associated small RNAs (PASRs) 
[ 51 – 53 ], terminator-associated small RNAs (TASRs) [ 53 ], transcription start site 
associated (TSSa-RNAs), upstream antisense RNAs (uaRNAs), transcription 
initiation associated (tiRNAs) [ 54 ], promoter upstream transcripts (PROMTS) [ 55 ], 
cryptic unstable transcripts (CUTS) [ 56 ], upstream noncoding transcripts (UNTS), 
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    Table 1    A list of ncRNA–protein complexes that are known to be involved in epigenetic gene 
regulation      

 ncRNA name  Protein names  Regulatory function  References 

 Complexes that function in  cis  
 pRNA  DNMT3b, PARP1, 

TIP5 
 rRNA gene silencing  [ 10 ,  11 ] 

 Kcnq1ot1  G9a, PRC2  Imprinting  [ 12 ,  13 ] 
 Air  G9a  Imprinting  [ 14 ] 
 Xist  PRC1, PRC2, YY1  Nucleation of X chromosome  [ 15 – 18 ] 
 Anril  PRC1, PRC2  Gene silencing mediated by NATs  [ 19 ,  20 ] 
 Gtl2  PRC2  Imprinting  [ 21 ] 
 CCND1 ncRNA  TLS  Gene silencing  [ 22 ] 
 Hottip  MLL-WDR5  Hox activate Hox cluster gene  [ 23 ] 
 evf-2  DLX-2  Gene activation  [ 24 ] 
 eRNA  p300, CBP  Gene activation  [ 25 – 27 ] 
 BDNF-AS  PRC2  Gene silencing mediated by NATs  [ 28 ] 
 roX1/2  MOF  X chromosome compensation  [ 29 ,  30 ] 
 mistral  MLL  Hox gene activation  [ 31 ] 
 DEB-T  Ash1l  Gene mis-activation in genetic disease  [ 32 ] 

 Complexes that function in  trans  
 SRA  CTCF, cohesin  Higher order looping of chromatin  [ 33 ] 
 Gas5  Glucocorticoid 

receptor 
 Repress stress responsive gene 

activation by sequestering TF 
 [ 34 ] 

 Linc-p21  hnRNP-K, HuR  p53 pathway gene repression  [ 35 ,  36 ] 
 Hotair  PRC2, LSD1/

co-REST 
 Hox gene repression  [ 37 – 39 ] 

 NF-YA  PANDA  Repress stress responsive gene 
activation by sequestering TF 

 [ 40 ] 

 Malat1  SR splicing 
factors, Pc2 

 Splicing speckle formation/regulate 
splicing, recruit to actively 
transcribed regions 

 [ 41 ,  42 ] 

 NRON  NFAT  Transport transcription factor  [ 35 ] 
 1/2 SBS RNAs  Staufen  Mediate nonsense-mediated decay  [ 43 ] 
 DHFR  TFIIB  Gene repression by blocking 

promoter region 
 [ 44 ] 

 TERC  Telomerase complex  Telomere extension 
 7sk  P-Tefb  Transcription elongation  [ 45 ,  46 ] 
 HSR1  HSF1  Heat shock gene regulation  [ 47 ] 
 Tug1  Pc2, PRC2  Recruit to repressed gene regions, 

repress cell cycle gene expression 
 [ 41 ,  48 ] 

and Xrn1 sensitive unstable transcripts (Xuts) [ 49 ,  50 ,  57 – 61 ]. The second group, 
stable and long ncRNAs (lincRNA, >200 bp ~ 100 kb) are often part of ribonucleo-
protein complex [ 8 ,  48 ,  62 – 65 ]. For this review, we will focus our attention on the 
stable ncRNAs that regulate gene expression transcriptionally at the chromatin 
level; their biological importance is often manifested in disease phenotypes.
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       The Debate: ncRNAs as Functional Modules or Transcription 
Byproducts 

 It might be true that the majority of ncRNAs in cells are transcriptional noise as 
90 % of POL II is known to be engaged in ineffi cient transcription and that these 
short ncRNAs are degraded shortly after synthesis [ 66 ,  67 ]. Various studies have 
shown that some ncRNAs are byproducts of RNA polymerase II (RNAPII) initia-
tion, stalled RNAPII due to pausing factors (NELF, DSIF), ripples from neighboring 
transcription, splicing intermediates, or random transcription from nucleosome-free 
regions at 5′ or 3′ ends of genes [ 28 ,  50 ,  56 ,  60 ,  61 ,  68 – 70 ]. One study showed the 
activity of transcription rather than the transcript product itself carry a function in 
cell as it opens the promoter region to make it more accessible to transcription factors 
and the RNAPII [ 71 ]. Some ncRNAs are rare with low expression in cell; they may 
interfere with transcription but it is doubtful that such observed cellular activity 
would elicit meaningful biological outcome in an organism [ 56 ,  72 ]. It is also 
possible that some ncRNA loci are undergoing positive selections to evolve into 
protein-coding genes, and we are just capturing the evolutionary intermediates. 

 In a manner similar to protein-coding transcripts, many ncRNAs are transcribed 
by RNAPII and contain splice sites, 5′ caps, and 3′ polyA modifi cations [ 6 ]. 
Bioinformatics analyses show that these ncRNAs are evolutionarily more conserved 
than intergenic regions and introns but are less conserved than protein-coding genes 
[ 2 ,  48 ,  73 ,  74 ]. It is hypothesized that certain secondary structures or short stretch 
of sequences within the ncRNAs may be under higher level of selective constraint, 
thus the sequence conservation over the entire length may not be necessarily very 
high [ 25 ,  62 ,  75 ]. To predict whether a specifi c ncRNA is functional, the conserva-
tion of its sequence across species, potential secondary structures, expression 
pattern, and motif features may all need to be considered [ 62 ,  64 ]. 

 Experimentally, ncRNAs’ tissue specifi city can provide support to their function; 
studies have shown that they tend to be more tissue-specifi c than protein-coding 
genes [ 64 ]. Many have been shown to express in different tissues and brain parts, as 
well as in various developmental time points [ 15 ,  64 ,  76 ,  77 ]. More directly, large- 
scale RNAi screens in cell lines provide phenotypic outcome [ 62 ]. These studies 
have shown that (1) ncRNAs are differentially expressed in differentiation stages 
and have parallel expression patterns to some regulatory genes [ 7 ,  15 ], (2) they 
show distinct subnuclear or cytoplasmic localization patterns [ 2 ,  78 ], and (3) 
knocking- down some ncRNAs can lead to pluripotency changes [ 7 ,  63 ,  79 ]. It is 
also important to perform gain-of-function screen to investigate the ncRNAs’ ectopic 
role but such study has not been done at large scale. Overall, it seems that computa-
tional prediction for evolutionary conservation combined with phenotypic screen-
ing using knockdown or overexpression can best support that an ncRNA carries a 
functional role.  
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    ncRNAs’ Functional Diversities in Transcriptional Regulations 

 Long ncRNAs show prevalent activities in transcriptional gene regulations [ 7 ,  21 , 
 48 ,  72 ,  80 – 84 ]. An ncRNA acts in  cis  if it regulates regions at or near the locus of 
its synthesis or acts in  trans  at other genomic loci. We classify their activities into 
four nonexclusive groups, all of which depend on ncRNAs’ interaction with tran-
scription factors (TF), chromatin-remodeling proteins (CRP), and sequence-specifi c 
pairing with the DNA (Table  1 ). 

     cis  Gene Upregulation Through ncRNAs Transcribed from Enhancer 
Regions 

 Chromatin immunoprecipitation followed by sequencing (ChIP-seq) of enhancer 
markers (H3K4me1, H3K27ac) and p300/CBP histone acetyltransferase-bound 
sites revealed that these regions are transcribed into ncRNAs that subsequently 
recruit factors to potentiate nearby gene expression [ 19 ,  40 ,  69 ,  74 ,  85 ]. Two 
genome-wide studies have been performed to look at RNAs transcribed from 
enhancers (eRNA). One study examined the GENCODE annotated 1,000 ncRNAs 
in human and showed that the depletion of ncRNAs affect neighboring gene activa-
tion [ 74 ]. The second study showed that 2,000 genomic sites bound by enhancer 
p300/CBP overlapped with RNAPII-binding sites for active transcription, and these 
sites were changed upon neuronal membrane depolarization [ 19 ]. One mechanistic 
study showed that the ncRNA Evf2 transcribed from a distal enhancer recruited the 
transcription factor DLX2 to activate genes involved in neuronal differentiation [ 12 , 
 74 ,  77 ]. Thus ncRNAs from intergenic or enhancer regions can alter neighboring 
gene expressions [ 25 ,  74 ].  

     cis  Gene Repression 

 The ncRNAs of this category function to reduce the expression of their neighboring 
genes rather than to promote them. One example is the cyclin D1 ncRNA (CCND1), 
which is transcribed from the cyclin D1 gene promoter upon ionizing radiation [ 37 ]. 
CCND1 binds to the transcription modulator TLS, which then blocks the activity of 
CREB and p300, leading to the repression of the target genes [ 37 ]. Another example 
is the ncRNA DHFR, which binds to the promoter of the gene dihydrofolatereduc-
tase, forming a triple helix to block the binding of TFIID for gene transcription [ 26 ]. 
Also playing a prevalent role in  cis  gene repression is the natural antisense transcripts 
(NATs) that originate from the opposite strand of many protein-coding genes [ 22 ,  24 , 
 27 ]. NAT scan regulate the sense transcript through Dicer-dependent RNA cleavage 
or through CRP recruitment mechanisms [ 22 ,  24 ,  27 ]. For instance, the ncRNA 
BDNF-AS represses the sense transcript that encodes for the gene BDNF (brain-
derived neurotrophic factor) through the recruitment of the PRC2 complex [ 67 ].  
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     trans  Gene Regulation Through Binding to and Regulating the 
Activity of Transcription Factors 

 The ncRNAs of this category can form a complex with transcription factors (TF) to 
promote or repress their transcription activities. One example is the 7sk ncRNA, 
which binds to the P-TEFb complex to block its kinase activity for RNAPII Serine 
2, therefore represses RNAPII elongation [ 44 ,  86 ]. Another ncRNA, PANDA (P21 
associated ncRNA DNA damage activated), blocks the activity of the TF NF-Y 
downstream of p53 signaling, thus regulating a large subset of stress response genes 
[ 2 ,  82 ,  87 ]. A third ncRNA, Gas5, enhances apoptosis upon nutrient starvation 
through blocking the glucocorticoid receptor from binding to gene promoters with 
glucocorticoid response elements [ 88 ]. A fourth example is the heat-shock TF HSF1 
that complexes with the ncRNA HSR1 under stress stimuli; this complex then 
acquires DNA-binding specifi city [ 89 ]. Other studies have also shown that ncRNAs 
complex with TF such as YY1, MECP2 to alter their binding behaviors and activities 
in gene regulation [ 7 ,  34 ,  45 – 47 ,  74 ,  90 ].  

     trans  Gene Regulation Through Binding to Chromatin-Remodeling 
Proteins to Reprogram the Epigenetic Code and Alter Gene 
Expression Indirectly 

 Many ncRNAs are in a complex with histone modifi ers (methyltransferases, 
demethylases, acetyltransferases, deacetylases) and their binders (e.g., PRC2, 
PRC1, MLL, Ash1l, CBP, P300, SetD8, P400, Eset/SETDB1, Suv39h1, G9a, LSD, 
Hdac1, SMCX/Jarid1c/Kdm5c, Jmjd6, Cbx1, Cbx3, Cbx4/Pc2, Tip60/Kat5, and 
Jarid1b/Kdm5b) [ 2 ,  16 ,  23 ,  40 ,  41 ,  48 ,  63 ,  72 ,  80 ,  84 ,  90 – 92 ]. The activity of this 
category of ncRNAs overlaps with the previously mentioned natural antisense 
transcripts (NATs) but can act in  trans . The ability of the ncRNAs to bind multiple 
chromatin complexes enables them to act as fl exible molecular adaptor to process 
combinatorial chromatin code [ 42 ]. A few examples include the ncRNA TERC that 
acts as a template for the telomerase complex, the ncRNA HOTAIR that recruits 
PRC2 and LSD/co-Rest for gene repression, and the ncRNA Xist that interacts with 
PRC2 and YY1 for X chromosome inactivation [ 13 ,  14 ,  20 ,  31 ,  38 ,  47 ,  92 – 95 ]. One 
may envision that ncRNA adaptors can recruit chromatin remodelers, transcription 
factors, and enhancers to generate distinct ribonucleoprotein clusters on the 
chromatins that they can also pair with specifi city. These functions enable the 
ncRNAs to regulate the expression of groups of genes synergistically with specifi city 
and selectivity (Table  2 ).

       Other Regulatory Roles of ncRNAs 

 ncRNAs’ posttranscriptional regulatory activities in the cytoplasm are also diverse; 
we will briefl y summarize them here [ 95 ]. (1) traffi cking: ncRNA (NRON) regulates 
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nuclear traffi cking of TF NFAT [ 10 ,  33 ]; (2) translation regulation: HuR recruits 
Ago2 for ncRNA linc-p21 degradation, otherwise, linc-p21 accumulation leads to 
enhanced JUNB and b-catenin translation [ 96 ]; (3) mRNA decay: Staufen mediates 
mRNA decay through base pairing mRNA 3′ UTR with Alu repeats [ 97 ]; (4) ceRNA/
miRNA sponges derived from pseudogene transcripts (e.g., PTENP1) can dramati-
cally upregulate the expression of their functional genetic counterparts (e.g., PTEN 
transcript) through competing for and diluting away their regulatory miRNAs [ 35 , 
 98 ,  99 ]. Another example for miRNA sponge is ncRNAlinc-MD1 that sponges the 
miR133/135 to upregulate the expression of TFs (MAML1, MEF2C) in muscle 
differentiation [ 98 ].   

    Chromatin Remodeling Through ncRNAs 

 ncRNAs’s role in chromatin remodeling has been widely studied using imprinting, 
X chromosome inactivation, Hox gene cluster, and ESC differentiation or repro-
gramming systems; please refer to references [ 43 ,  91 ] for more details. 

    Imprinting and Dosage Compensation 

 Imprinting is an essential process that initiates paternal- or maternal-chromosome- 
specifi c expression patterns in many loci. Most mammalian imprinted regions 
contain antisense ncRNAs whose expression represses the loci in  cis ; examples 
include the paternal-allelic expression of ncRNA Air and Kcnq11ot that silence 
Igf2r and Kcnq1genes through recruitment of histone lysine methyltransferases 
G9a and PRC2 [ 16 ,  40 ,  84 ,  91 ,  100 ]. Similarly, the stochastic X chromosome inac-
tivation in epiblast involves the interplay of several ncRNAs (Xist, Jpx, Tsix, Xite, 

   Table 2    ncRNA as templates/adaptors for the assembly of ribonucleoprotein modules 
[ 13 ,  14 ,  20 ,  31 ,  38 ,  47 ,  92 – 95 ]   

 ncRNAs  Protein complexes  Functions 

 TERC  Telomerase complex  Telomere regulation 
 HOTAIR  PRC2, LSD/co-Rest  Gene repression at the HoxD cluster 
 Xist  PRC2, YY1  X chromosome nucleation 
 ANRIL  PRC1, PRC2  Tumor suppressor locus regulation 
 MALAT1, 

NEAT1 
 SR splicing factors  Splicing regulation and splicing 

speckle formation 
 pRNA  DMNT3b, PARP1, and 

TIP5 NoRC complex 
 Establish and maintain silenced rDNA 

chromatin during cell division 
 SRA  Insulator CTCF, 

cohesin 
 Control higher order looping and 

imprinted gene expression 
 ncRNAs 

with NoDS 
 VHL, Hsp70, and 

MDM2/PML 
 Capture and immobilize proteins to 

regulate their dynamics 
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Linx) through the recruitment of repressive chromatin complexes: DNMT3a, PRC2, 
PRC1, and macroH2A [ 41 ,  43 ,  75 ,  91 ,  101 – 104 ]. In particular, ncRNA Xist and its 
antisense ncRNA Tsix are transcribed on both X chromosomes; Tsix activated by 
ncRNA Xite silences Xist in  cis  with the recruitment of DNMT3a and blocks the 
interaction between Xist and PRC2; and the ncRNA Jpx activates Xist in  trans  thus 
antagonizes Tsix [ 101 ]. Eventually, Xist is only expressed by the chromosome that 
will be silenced, and the RepA region on Xist interacts with Suz12 of PRC2 through 
a 28 nucleotide motif, which then deposits H3K27me3 marks to nucleate the X 
chromosome [ 41 ,  91 ]. The RepF region within Xist interacts with the sequence- 
specifi c TFYY1 as its zinc fi nger domain binds DNA and RNA simultaneously [ 47 ]. 
Xist is thus an ncRNA adaptor that bridges PRC2 and YY1 to achieve synergistic 
repression of the DNA loci that it hybridizes to. Similar dosage compensation 
upregulates gene expression from the single X chromosome in Drosophila acts 
through the ncRNAs roX1 and roX2 that recruit the MOF histone acetyltransferase 
for histone H4K16 acetylation [ 39 ,  91 ,  105 ].  

    Hox Gene Cluster Regulation 

 The Hox gene clusters in bilateria contain homeobox TF genes that are organized in 
tandem; these genes determine the anterior–posterior axis patterning process that is 
conserved from fl y to man. Diverse ncRNAs regulate the clusters with repressive 
and activating activities in  cis  and  trans  [ 91 ,  100 ]. In fl ies, ncRNAs transcribed from 
the Bxd and Ubx Hox regions can induce and repress Ubx gene expressions [ 17 , 
 106 ]. In mammals, HOTAIR transcribed from HoxC cluster  trans  silences the HoxD 
cluster through recruiting PRC2 and LSD/co-Rest [ 42 ,  100 ,  107 ]. HOTAIR binds 
PRC2 (Suz12, Ezh2) through its 5′ end, and LSD1 through its 3′ end [ 42 ,  45 ]. 
Another Hox cluster ncRNA HOTTIP is transcribed 5′ to the HoxA cluster; it then 
recruits MLL/WD5 to drive H3K4 trimethylation and upregulates genes in  cis  [ 92 ]. 
A third ncRNA Mistral activates Hoxa6/7 and cell differentiation via MLL1 recruit-
ment [ 42 ,  92 ,  100 ,  107 ].  

    The Roles of ncRNAs in Stem Cell Pluripotency, Differentiation, 
and Reprogramming 

   ncRNA Expression Profi ling 

 In vitro stem cell pluripotency, cell lineage specifi cation, and induced pluripotency, 
stem cell reprogramming (iPSC) assays have been used to investigate ncRNAs’ 
functional roles. ncRNA’s expression was examined in ESCs through profi ling the 
expression of 954 ncRNAs to show that 174 of them were differentially expressed 
through a 16-day differentiation time course [ 1 ]. In this study, some ncRNAs were 
found to share expression profi le with developmental genes, and two ncRNAs 
(Evxas and Hoxb5/6as) were found to associate with MLL1 to generate active 
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histone mark H3K4me3 [ 1 ]. One ingenious study examined intergenic ncRNAs 
using ChIP-seq of H3K4me3 (which marks the gene promoter), H3K36me3 (which 
marks the gene body), and RNAPII (which marks active transcribed regions) to 
profi le active transcribed intergenic regions in ESCs [ 6 ]. These signatures reveal 
that ~1,600 and ~2,500 ncRNA regions in mouse and human are active, respec-
tively; and 24 % of them are physically associated with PRC2 [ 48 ]. However, a limi-
tation of this approach is that it only considers regions that do not intersect with 
protein- coding genes, thus excluding ncRNAs that are intronic or antisense with 
respect to genes.  

   ChIP-seq-Binding Pattern and ncRNA Knockdown Studies 

 Approaches using ChIP-seq against the protein-ncRNA complexes and RNAi 
against ncRNAs have directly shown that ncRNAs are regulated by major stem cell 
TFs and play active roles in cell differentiation. One study showed that ncRNAs 
were bound by p53, NF-kappaB, Sox2, Oct4, and Nanog in ESCs, and the knock-
down of these ncRNAs altered cell pluripotency, suggesting that the ncRNA and the 
pluripotency TFs are in a regulatory feedback loop [ 6 ,  29 ]. A second study showed 
that hundreds of ncRNAs such as linc-ROR, linc-SFMBT2, and linc-VLDLR had 
upregulated expression in iPSC reprogramming and were directly bound by the TF 
Oct4, SOX2, or Nanog at their promoters [ 30 ]. The knockdown of linc-ROR reduced 
reprogramming effi ciency and led to expression of genes in p53 signaling and apop-
tosis [ 30 ]. It is still not clear how linc-ROR affects the p53 pathway, i.e., whether 
through transcriptional or posttranscriptional means. A third study using RNAi 
screen against 237 ncRNAs in ESCs showed that these ncRNAs mediated gene 
expression in  trans  through associating with CRPs, and these nRNAs maintained 
ESC pluripotency [ 7 ]. The knockdown of these ncRNAs induces specifi c differen-
tiation pathways for endoderm, ectoderm, and mesoderm formations [ 30 ,  40 ].  

   ncRNA–Chromatin Protein Complexes in Stem Cells 

 Studies have shown that ncRNAs regulate pluripotency through binding to CRPs, 
TFs, and enhancers [ 2 ,  7 ,  63 ]. Some ncRNAs bridge multiple CRP complexes (e.g., 
linking PRC2 and Eset and Jarid1c, PRC1, and Jarid1b) and the knockdown of these 
components lead to similar gene expression changes [ 7 ]. As these CRP complexes 
may act redundantly in gene regulation, it remains unclear if single ncRNA is neces-
sary and suffi cient to bridge them specifi cally, and if some ncRNAs function redun-
dantly. One way to elucidate this would be through performing co-immunoprecipitation 
of the protein complexes with and without RNase. As well, in cells that lack a par-
ticular ncRNA expression, one does not expect the protein clusters to form if they 
require the particular ncRNA bridge. 

 Studies often reveal the same set of protein complexes (e.g., PRC2, G9a. MLL, 
Ash1l, DNMT3a, CTCF) to remodel chromatin loci via various ncRNAs; PRC2 
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RIP-seq experiments indeed show that PRC2 is associated with a large number of 
ncRNAs [ 48 ,  80 ]. One study suggested that transcription start site-associated 
ncRNAs are GC rich and forms stem loop; such loops are preferentially recognized 
by PRC2 to nucleate the loci in  cis  [ 72 ]. It remains unclear whether gene silencing 
specifi ed by the ncRNA–dsDNA formation requires triple helix formation in 
general, and what are the structure or sequence features in ncRNA that are necessary 
for this activity.    

    ncRNA–Protein Interactions Are Regulated 
by Posttranslational Modifi cations 

 The RNA-binding activity of the RNA-binding protein (RBP) is regulated by the 
protein’s posttranslational modifi cations. For example, chromodomain (CD) is now 
shown to have RNA/DNA-binding capacity in addition to histone lysine methylation- 
binding ability (for H3K9me, H3K27me) [ 90 ]. The Drosophila CD in MOF and 
MSL3 that are involved in dosage compensation can bind RNA, and the mammalian 
Cbx7 CD also possesses RNA-binding capacity for ncRNA Anril [ 39 ,  83 ]. One 
NMR study of fi ssion yeast ( Schizosaccharomyces pombe ) Chp1 CD shows that it 
has RNA-binding capacity that is enhanced when it is simultaneously bound to the 
histone H3K9me2 mark [ 108 ]. A study of the Pc2/Cbx4’s binding to ncRNAs shows 
that it is regulated by methylation of Pc2/Cbx4 at Lysine191 by the methyltransfer-
ases SUV39H1 and the demethylase KDM4C [ 90 ]. Methylated Pc2/Cbx4 is associ-
ated with repressive Pc group bodies, whereas unmethylated Pc2/Cbx4 localizes to 
the active interchromatin granules. ncRNAs effect the recruitment through Pc2 
CD—methylated Pc2 is recruited by ncRNA TUG1, whereas unmethylated Pc2 is 
recruited by the ncRNAs NEAT2/MALAT1 to these compartments [ 90 ]. Binding of 
these ncRNAs also alters Pc2’s preference for repressive (H3K9me3, H4R3me2s, 
H3K27me2) or active (H2AK5ac, H2AK13ac) histone marks [ 90 ]. Regarding the 
role of phosphorylation in regulating ncRNA–protein interactions, one example is 
Ezh2, the methyltransferase component of PRC2 [ 45 ]. Ezh2 is phosphorylated by 
cyclin-dependent kinase 1 at Threonine 345/487 in a cell cycle-dependent manner, 
and a phospho-mimic at 345 enhances its binding of ncRNA HOTAIR.  

    The Roles of ncRNAs in Tumorigenesis and Diseases 

 ncRNAs are now viewed as programmers for various developmental processes that 
include maternal–zygotic transition, epithelial–mesenchymal transition, organ mor-
phogenesis, and tissue differentiation; thus their role in tumor genesis is evident [ 6 , 
 7 ,  62 ,  63 ,  74 ,  91 ,  109 – 112 ]. ncRNAs’ roles in cancer are diverse, ranging from mis- 
recruitment of chromatin-remodeling proteins (CRPs) and TFs, to mis-repression of 
sense transcript, to mis-splicing-regulations, to misregulation at the translational 
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level. One epigenetic example comes from a study showing that breast carcinoma 
contain differential ncRNA expression from the HoxC cluster, including HOTAIR 
[ 40 ]. Forced expression of HOTAIR recruits PRC2 for enhanced H3K27me3, 
changing the expression of genes that are inhibitory to metastasis [ 40 ], while inhibi-
tion of HOTAIR leads to reduced metastasis. A comprehensive ncRNA analysis has 
been performed in prostate cancer, uncovering 121 ncRNAs (PCATs) that have dif-
ferential expressions across cancer stages. ncRNA PCAT-1 has been found to be a 
prostate-specifi c cell proliferation regulator that it is normally repressed by PRC2 
[ 110 ]. The mechanisms of these PCATs still await elucidation. 

 Many tumor suppressor genes have antisense ncRNAs [ 113 ]. One example is the 
INK4b/ARF/INK4a locus that encodes 3 tumor suppressors, and the antisense 
ncRNA ANRIL that represses the locus in  cis  through interacting with Cbx7 of 
PRC1 and Suz12 of PRC2 [ 83 ,  93 ,  113 ]. Upregulation of ANRIL and Cbx7 lead to 
cancer and cardiac disease [ 83 ,  113 ,  114 ]. There are a few examples of PRC1 binding 
to ncRNAs, suggesting that unlike PRC2 that regulates a large number of loci through 
ncRNAs, the PRC1–ncRNA complex is probably more specifi c to a few loci. 

 Three ncRNAs have been shown to participate in p53 pathway while many have 
been found to have altered expression upon p53 induction [ 6 ]. One is the aforemen-
tioned lincRNA-21 that is transcribed with the nearby CDKN1A gene upon DNA 
damage [ 115 ]. LincRNA-21 binds to hnRNP-K through its 5′ end to upregulate a 
large subset of p53 target genes in apoptosis [ 115 ]. Another study identifi ed more 
than 200 long ncRNAs in regions next to cell cycle-controlling genes (cyclins, cdks, 
cdk inhibitors, etc.) and showed that these mRNAs and the adjacent ncRNAs had 
similar cell cycle-dependent expression profi les [ 82 ]. The ncRNA PANDA (P21- 
associated ncRNA DNA damage activated) blocks p53-dependent apoptosis through 
blocking the TF NF-Y from binding to and activating apoptotic genes downstream 
of p53 [ 82 ]. A third ncRNA, TUG1, is bound by PRC2 and is induced by p53; its 
depletion leads to upregulation of genes involved in cell cycle regulation [ 48 ]. 

 Recently, one ncRNA was characterized to be an epigenetic activator in rare 
genetic disease facioscapulohumeral muscular dystrophy (FSHMD or FSHD) that 
is caused by copy number variation-dependent de-repression of genes in the 4q35 
locus [ 116 ]. In somatic cells, this locus is normally repressed by PRC. But in the 
diseases state, it is transcribed into an ncRNA (DBE-T), which then directly inter-
acts with Ash1l, recruiting it to the locus to dimethylate H3K36 for active gene 
transcription [ 116 ].   

     Methods for Characterizing RBP–ncRNA Interactions: 
Ribonucleoprotein IP Coupled with Sequencing (RIP-seq) 

 High-throughput sequencing technologies have revolutionized genome and 
transcriptome studies; datasets generated from different platforms can often be 
integrated for the purpose of cross-validation and comparison [ 117 ]. For example, 
mass spectrometry and deep sequencing performed on multiple protein baits within 
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the same complex allows protein–ncRNA interactions to be identifi ed, cross-
validated with high confi dence [ 117 ]. RIP-seq data can be compared with ChIP-seq 
of the same protein bait to examine if the protein plays a  cis  or  trans  role with 
respect to the ncRNAs and the genes it regulates. In this section we will review these 
high- throughput approaches; these techniques are also summarized in Table  3 .

      Large-Scale Protein-Tag or Antibody-Based Systems 
for Protein–Protein and Protein–RNA Interactions 

 There is a nontarget-specifi c approach to enrich ncRNA–protein fraction from 
cellular lysates through glycerol gradient to facilitate ncRNA–protein interaction 
studies by sequencing or mass spectrometry [ 118 ]. More target-specifi c ncRNA–
protein interaction studies rely on precipitating the complex for RNA extraction and 
sequencing [ 7 ,  80 ]. Variations to the method include high-throughput sequencing 
with UV-cross-linking and immunoprecipitation (HITS-CLIP) that can be used with 
the addition of 4-thiouridine (4SU) prior to cross-linking for better signal detection, 

   Table 3    Experimental techniques that are amenable for genome-wide ncRNA study   

 Experimental type  Experimental technique  Description 

 ncRNA–protein 
purifi cation 

 Ribonucleoprotein 
IP (RIP) 

 Antibody-based purifi cation of the protein 

 HITS-CLIP  RIP coupled with RNA–protein 
 crosslinking (UV) and RNAase 
treatment to reduce background 

 PAR-CLIP  CLIP with the addition of 4-SU for 
enhanced signal detection 

 MS2-tagged RNA  Purify the RNA and bound protein, DNA 
tag facilitates RNA visualization 

 ncRNA-DNA 
purifi cation 

 ChIRP  Tiling oligos complementary to ncRNAs to 
purify the bound DNA 

 CHART  Oligos complementary to ncRNAs to purify 
the bound DNA and protein 

 Strand specifi c 
sequencing 

 Chemical based  Bisulfi te treatment for C to U conversion 
detected in sequencing 

 d-UTP incorporation during cDNA 
synthesis followed by destruction 

 Template switch  Generates fi rst-strand cDNA with triple G 
overhang for second adaptor that 
contains triple C to recognize 

 Direct sequencing 
strategy 

 ncRNA–protein 
interaction 
in vitro 

 SELEX  Protein domain incubated with synthetic 
RNA library to detect favored sequences 

 RNAcompete  Protein domain incubated with synthetic 
RNA library to detect favored sequences 
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which is termed as Photoactivatable-Ribonucleoside-Enhanced Crosslinking and 
Immunoprecipitation (PAR-CLIP) [ 119 ]. With respect to ncRNAs’ role in chromatin 
regulation, Guttman et al. had performed native RIP-seq to identify 11 chromatin 
proteins to interact with ncRNAs [ 7 ]. 

 Large-scale RIP-seq screen is ideal for the identifi cation and validation of 
ncRNAs that function as linker–adaptors for multiple chromatin complexes. Protein 
tagging and antibody-based approaches can both be used. The advantages of the 
protein-tagging system are that the levels of tagged protein can be controlled and 
standardized across the experiments, and the tag allows easy manipulation for pro-
tein–protein, protein–ncRNA interaction studies, as well as localization study with 
staining [ 36 ]. The disadvantage is that nonphysiological interactions may be 
observed due to bait protein overexpression. The advantages of antibody-based 
studies are that they allow for endogenous protein–protein, protein–RNA interac-
tions to be captured, and for tissue-specifi c or developmental-restricted interactions 
to be readily examined [ 32 ]. If the antibody recognizes the same protein in multiple 
species, the interactions could then be compared across species. Phage display for 
synthetic antibody production has been a popular high-throughput approach for 
generating antibodies with high in vitro binding affi nity and specifi city; but the in 
vivo specifi cities often requires laborious testing [ 32 ]. A disadvantage of the anti-
body approach is that the low abundance interactions may not be readily detected. 
A recent study shows that synthetic antibodies can be generated to identify RBP- 
bound RNAs or to block RBP–RNA interactions [ 32 ].  

    RNA Deep Sequencing with Multiplexing Barcodes 

 Two early studies using high density tiling arrays provided the fi rst evidence that 
ncRNAs are prevalently transcribed in the genome [ 120 ,  121 ]. The advantages of 
deep sequencing are many folds and it is gradually replacing the hybridization- 
based microarray platform. Unlike the array-based techniques, which require prior 
knowledge of the sequence, deep sequencing can capture transcript isoforms and 
splicing variations de novo [ 4 ]. Additionally, deep sequencing allows for a higher 
dynamic range of detection, for a more quantitative measurement, and for single 
base resolution [ 4 ]. The reads from deep sequencing range in length from 30 to 
400 bp, depending on the platform chosen (Illumina/Solexa, Roche/454, Life/APG 
SOLiD, Helicos Biosciences). Illumina platform is more commonly used, generat-
ing 100–200 million pair-end reads per fl ow cell lane. The cDNA library prepara-
tion involves heat or enzyme fragmentation of RNAs, ligation of adaptors that 
contain universal priming sites onto the RNAs, reverse transcription into cDNA, and 
PCR amplifi cation. The samples are then loaded onto a fl ow cell covered with for-
ward and reverse primers, and amplifi cation steps take place to generate clones of 
DNA for detection. The sequences are detected using the 4 color cyclic reversible 
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termination strategy—each cycle starts with the incorporation of 4 nucleotides each 
labeled with a different dye, followed by washing and imaging, and cleavage that 
removes the dyes and regenerates the free 3′end for the next cycle [ 5 ]. At present, 
the sequencing cost is becoming increasingly lower; furthermore multiple samples 
can be barcoded (multiplexed) during adaptor ligation step and sequenced in one 
single lane. The sequencing reads can then be separated by these barcodes into indi-
vidual bins to refl ect reads from each sample during data processing.  

    Strand-Specifi c RIP-seq 

 DNA strand information from RIP-seq can be retained to determine the origin of the 
transcript that is being sequenced: i.e., sense or antisense. There exist several strand- 
specifi c cDNA preparation strategies; some rely on chemical modifi cations or 
orientation- specifi c priming adaptors in cDNA preparation, others use innovative 
direct sequencing technologies. The application of strand-specifi c sequencing to 
RIP is limited due to small amount of starting material; the complexity of the sample 
also tends to be reduced through extensive preparation steps. One method is based 
on changing all C residues to U through bisulfi te treatment of RNA [ 122 ]. A second 
method incorporates deoxy-UTP during second strand cDNA synthesis and subse-
quent destruction of the U-containing strand [ 123 ]. A third method, template- 
switching strand-specifi c cDNA synthesis, involves fi rst-strand cDNA synthesis 
from random hexamers that creates a triple C overhang at the 3′ end, which then 
base pairs with triple G containing adaptor for second-strand synthesis [ 80 ,  124 ]. 
The lack of uniformity of transcript coverage and the introduction of transcript 
length bias and spurious reads are common problems for this method [ 125 ]. This 
method was used in a genome-wide study of PRC2–ncRNA interactome, identify-
ing >9,000 PRC2-interacting RNAs [ 80 ]. The PRC2 interactome is enriched with 
transcripts that correspond to over 40 % of the oncogenes or tumor suppressors, 
including c-Myc, Brac1, Klf4, and Dnmt1. It also encompassed many previously 
confi rmed ncRNAs from imprinting regions [ 80 ]. 

 Developments of direct sequencing technologies allow the fi rst-strand cDNA to 
be determined directly, thus retaining its strand information [ 126 – 129 ]. The fi rst 
direct RNA sequencing was developed using Helicos platform that relies on hybrid-
ization of 3′ polyA RNA to channels of polyT-coated surface; RNA species lacking 
polyA tail can be modifi ed in vitro prior to sequencing [ 130 ]. Only femto-mole or 
less amount of sample is needed for this approach [ 125 ]. A second strategy is to use 
fl ow cell reverse transcription sequencing (FRT-seq) [ 129 ]. The reverse transcrip-
tion step is performed on the fl ow cell using the adapter-ligated mRNA as template, 
thus preserving the strand information. PCR amplifi cation is skipped to reduce bias 
and allows more accurate quantifi cation [ 129 ].  
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    CLIP-seq and PAR-CLIP 

 Comparing to native RIP-seq, CLIP-seq (cross-linking and immunoprecipitation 
coupled with high-throughput sequencing) and PAR-CLIP (photoactivatable-
ribonucleoside- enhanced crosslinking and immunoprecipitation) are more advanta-
geous for elucidating RNA components of known protein–RNA complexes as 
stringent experimental condition is used for enhanced specifi city. UV and formalde-
hyde cross-linking have both been used successfully with CLIP, with the addition of 
RNase (T1, A, I, or a combination of these) to reduce background. RNase digestion 
often requires optimization and might introduce bias [ 131 ]. In HITS-CLIP (high- 
throughput sequencing of RNA isolated by cross-linking immunoprecipitation), the 
RBP-binding site is often skipped by reverse transcriptase in cDNA preparation, 
resulting in signatures such as T substitution and nucleotide deletion that can be 
used to elucidate the exact protein–RNA-binding sites in the analysis [ 131 ,  132 ]. 
HITS-CLIP can detect at a resolution of 30–60 nucleotides bracketing the RBP- 
binding sites; it has been used for RNA binding analysis for Nova, SRSF1, Fox2, 
PTB, and TDP43-splicing factors [ 132 ]. 

 PAR-CLIP incorporates 4-thiouridine (4-SU) or 6-thioguanosine (6-SG) in 
culture media prior to UV 365 nm irradiation and can determine the exact residue 
involved in binding at high resolution [ 119 ]. The protein–RNA interaction site is 
determined by T to C transition. Methods like CLIP and PAR-CLIP can provide 
high resolution identifi cation of miRNA-binding sites on the transcripts as well 
[ 131 ]. A quantitative analysis using CLIP and PAR-CLIP has shown that both 
methods work well for low (HuR) and high (Ago2) complexity sequence binders; 
CLIP giving better correlation between RNA enrichment and affi nity and PAR-
CLIP enabling better recovery of miRNA seed-complementary sites [ 131 ]. The 
major disadvantage of PAR-CLIP is that it cannot be performed in tissues in gen-
eral, though one PAR-CLIP study has been done using  Caenorhabditis elegans  fed 
with 4-SU [ 133 ]. 

 Recently, two studies used PAR-CLIP and quantitative MS for oligodT precipita-
tion of total mRNA to examine the general mRNA–protein interactome [ 134 ,  135 ]. 
These approaches are nontarget-specifi c but reveal the power of integrative high- 
throughput studies. The “interactome capture” unveils ~800 proteins signifi cantly 
enriched in RNA binding and pinned down that mRNA 3′ UTR regions important 
for the interactions [ 134 ,  135 ].  

    RIP-seq Computational Analysis 

 Following sequencing, the reads can either be aligned to a reference genome or 
transcriptome or be assembled de novo into longer transcripts. Paired-end sequenc-
ing strategy is often used to increase read coverage, allowing more confi dent 
alignment or assembly. The experimental challenges with respect to RIP-seq are 
associated with library quality (such that it should be relatively free of adaptor 
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contaminants and is not be overamplifi ed in PCR to produce highly redundant arti-
facts) and sequence quality. The computational challenges include RIP-seq read 
alignment and assembly of ncRNA from the alignments [ 136 ]. 

    Aligning RIP-seq Reads 

 Deep sequencing reads include those that span exon–intron junctions that cannot be 
directly mapped to a reference genome. TopHat is a gapped aligner that is specially 
designed to align RNA-seq reads [ 137 ]. TopHat fi rst maps all the reads to the refer-
ence genome using a fast alignment tool called Bowtie [ 138 ]; it then attempts to 
align unmapped reads to splice junctions using a seed-and-extend strategy. To report 
a splice junction, TopHat adopts a heuristic fi lter to discard hits with low coverage 
across the junction relative to the highest coverage on either side of the junction. 
The latest TopHat version (release 1.4) is able to take advantage of the mate-pair 
information in paired-end sequencing, enabling it to search for splice junctions 
within the genomic interval between the read pair without splitting the reads. Some 
reads, known as multihits, may be mapped to multiple genomic loci due to gene 
duplication or repetitive elements. A common practice is to discard these multihits; 
an alternative approach is to distribute the multihits to the aligned loci with proba-
bilities proportional to the number of uniquely mapped reads that correspond to 
adjacent regions [ 139 ].  

    ncRNA Assembly 

   Annotation-Based Strategy 

 The fi rst strategy is a “rule-based” approach that relies on existing reference 
transcriptome from databases such as Ensembl or UCSC. The abundance of each 
transcript is computed as reads per kilobase of exon per million mapped reads 
(RPKM). A transcript is found to be enriched in the sample above control if its 
RPKM and the fold-change ratio are above certain thresholds [ 80 ,  139 ]. In practice, 
however, these thresholds are sometimes chosen arbitrarily and lack statistical rigor. 
Another disadvantage of the approach is that it cannot identify novel transcripts. 
With replicated samples and controls, a more rigorous statistical test can be 
conducted to detect enrichment from background using either the read counts or the 
RPKM as the metrics for relative transcripts abundance. For a parametric statistical 
test, Gaussian distribution might provide a good approximation to RPKM but it is 
inadequate to model the read counts due to their discrete and skewed nature. Poisson 
and negative binomial (NB) distributions are both popular for modeling read count 
distribution. Alternatively, nonparametric methods such as permutation test may be 
used on datasets with suffi cient number of replicates [ 140 ]. 

 Reference-based assembly methods such as Scripture [ 141 ] and Cuffl inks [ 142 ] 
operate on read alignments (rather than reads) produced by a spliced aligner such as 
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TopHat. Scripture fi rst transforms the genome sequence into a graph with nodes as 
single bases and edges representing all possible connections of bases implicated in 
the (spliced) alignments. It then identifi es statistically signifi cant transcript paths 
across the graph based on their read coverage. Cuffl inks fi rst divides read alignments 
into nonoverlapping components, each considered as a directed graph. Within each 
component, two overlapping fragments are defi ned to be compatible and belong to 
the same path in the graph if they imply the same introns or splicing event. Following 
this defi nition, Cuffl inks fi nds the minimum path cover(s) for all the read align-
ments by implementing a constructive proof of the Dilworth’s theorem. The theorem 
indicates that fi nding such path cover(s) is equivalent to fi nding the largest set of 
mutually incompatible fragments in a bipartite graph. For a more detailed descrip-
tion of transcript assembly methods, please refer to previous reviews [ 136 ,  143 ]. 
These methods do not need to model the two types of background noise in RIP-seq 
data, which represent the nonspecifi c RNA interactions with a protein of interest 
(technical background) and the nonspecifi c RNA input from the control dataset 
(biological background).  

   De Novo Transcript-Assembly Strategy 

 Genome-independent transcript reconstruction algorithms often model the assembly 
problem with a de Bruijn graph with nodes representing subsequences (k-mers) and 
edges representing sequence overlap between the k-mers. The problem of transcript 
assembly is then reduced to fi nding the minimum number of Eulerian paths that go 
through every edge only once [ 144 ]. The disadvantages of this approach are that it 
is very sensitive to sequencing error and that the choice of the k-mer length can lead 
to very different assembly outcomes.  

   Peak Calling Strategy 

 The third strategy is based on ChIP-seq peak calling algorithm as the peaks refer to 
read enriched regions relative to background noise. These algorithms can distinguish 
bona fi de transcription factor binding sites (TFBS) or histone modifi cation patterns 
from background [ 145 ]. Among many programs, MACS [ 146 ] and QuEST [ 147 ] 
represent the parametric and nonparametric framework, respectively. MACS applies 
a dynamic Poisson distribution to model local background bias within the sample and 
control; the  p -values of the candidate peaks are computed using Poisson parameters. 
To correct for multiple testing, MACS computes an empirical false discover rate 
(FDR) using a “sample swap” trick, i.e., treating the data from control as sample. 
At each  p -value, MACS uses the same parameters to fi nd sample peaks over control 
and control peaks over sample. QuEST applies a Gaussian kernel density estimation 
function to model the read enrichments across the genome as a continuous spectrum 
[ 147 ]. Similar to MACS, QuEST estimates an FDR for each candidate peak using 
the control library. QuEST randomly separates the control data into two subsets: 
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one set is used as pseudo-positive and the other as background. At the same  p -value 
cut-off, an FDR is defi ned as the number of peaks detected in the random compari-
son divided by the number of peaks in the actual comparison. 

 Although the underlying statistical frameworks of peak callers may be general-
ized to RIP-seq, most of them are specifi c for ChIP-seq. Unlike RIP-seq reads (25–
100 bp), the ChIP-seq DNA fragments (200–400 bp) are longer; so only ends are 
sequenced with one end coming from the plus strand and the other from the minus 
strand. Many algorithms exploit such strand-dependent bimodality [ 148 ] by search-
ing for the symmetry and shifting the twin peaks toward the middle before modeling 
the peak distribution [ 146 ,  147 ,  149 ]. Most peak callers extend the aligned reads uni 
or bidirectionally (before/after the shift) by the number of bases proportional to the 
length of default or estimated DNA fragment. The read extension is intended to 
improve the power of peak detection. Notably, both assumptions are invalid for RIP- 
seq analysis due to the single-stranded nature of the RNA and the existence of splic-
ing variations. Most peak callers were developed to predict TF-binding sites (TFBS), 
which are usually <10 bp long, much shorter than the length of transcripts that RIP- 
seq aims to identify. Some recently developed algorithms [ 149 – 152 ] allow for 
broader regions associated with histone marks to be predicted [ 149 ,  153 ]. However, 
the performances of these algorithms tend to heavily depend on the nature of the 
ChIP-seq dataset [ 148 ,  154 ]. The aforementioned strategies are not ideal for RIP- 
seq analysis; the authors of this chapter have recently developed a software tool 
(RIPSeeker) that is specialized for RIP-seq analysis (  http://www.bioconductor.org/
packages/2.12/bioc/html/RIPSeeker.html    ).    

    Other Genome-Wide Studies to Defi ne ncRNAs’ Functions 

    Large-Scale Cell-Based RNAi Screen and RNA Localization Studies 

 Several large-scale RNAi screens have been performed to characterize ncRNAs’ 
regulatory roles in pluripotency and differentiation [ 6 ,  7 ,  78 ]. One study used 
Nanog-promoter-driven luciferase reporter to show that 26 ncRNAs promote pluri-
potency and used marker genes for lineage specifi cation to show that various 
ncRNAs are associated with particular differentiation paths [ 7 ]. This information 
was combined with antibody-based RIP-seq to reveal ncRNAs that are in complex 
with CRPs to regulate gene expression circuit [ 7 ]. Another study combined RNAi 
screen with localization study (c-KLAN), in which in vitro transcribed dsRNAs 
were used to make an esiRNA library against 594 ncRNAs to examine their knock-
down effect in ESC identity [ 78 ]. The same set of RNA was converted into probes 
for in situ hybridization (FISH) to detect ncRNA localization [ 78 ]. Localization 
studies could crudely classify ncRNAs into transcriptional/chromatin related or 
posttranscriptional gene regulation pathways. RNA/DNA FISH used with protein 
immunostaining have been done in both cells and tissues to provide more refi ned 
pattern thus is a more informative strategy [ 155 ].  
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    MS2-Tagged RNA 

 This method uses an ectopically expressed construct that contains the ncRNA linked 
to a MS2 hairpin loop, a 19-nt viral sequence [ 156 ]. Co-currently, the cells also 
ectopically express the MS2-binding protein (RBP MS2) fused to an affi nity tag 
[ 156 ]. The MS2-ncRNA affi nity purifi cation has several versatile applications: (1) 
proteins associated with the ncRNAs can be identifi ed by mass spectrometry; (2) 
associated RNAs (e.g., microRNAs) can be identifi ed through deep sequencing that 
complex with the ncRNA bait; (3) DNA cross-linked to the tagged ncRNA can be 
identifi ed in a manner similar to ChIP-seq [ 157 ]. Once the putative protein and 
DNA interactors are identifi ed, the ncRNA–MS2 system can be used to test for 
truncated ncRNAs to identify the functional modules within the sequence that are 
essential for the interactions. GFP binding to the M2 loop on the tagged ncRNA 
enables straightforward in vivo visualization of the complex; a variant of the method 
that uses cell permeable fl uorophore rather than endogenously expressed GFP is an 
exciting recent advancement in the fi eld [ 158 ].  

   ChIRP and CHART 

 One proposed regulatory role of ncRNAs is that they can function as RNA decoys 
or guides that can form ncRNA–RNA duplex, or ncRNA–dsDNA triplex, to enhance 
or repress gene expression [ 159 ,  160 ]. An example of ncRNA–dsDNA formation is 
ncRNA DHFR, which binds to the promoter to block its own transcription; an 
example of ncRNA–RNA formation is the ncRNA pRNA, which binds to the rDNA 
loci for gene repression [ 18 ,  26 ]. Two groups have developed two similar strategies 
to examine genome-wide ncRNA–dsDNA interaction, as well as the bound chroma-
tin proteins [ 161 ,  162 ]. ChIRP (Chromatin Isolation by RNA Purifi cation) relies on 
glutaraldehyde cross-linking of ncRNAs to DNA and subsequent precipitation with 
tiling oligos targeting the full length of the ncRNAs [ 162 ]. ChIRP-seq has been 
applied to examine 3 lncRNAs (roX2, HOTAIR, and TERC), which revealed that 
these interactions are sequence specifi c and are present in multiple foci genome 
wide. Sequence motif search showed that HOTAIR preferentially occupies a 
GA-rich DNA motif to nucleate broad domains, which are then associated with the 
PRC and the repressive H3K27me3 marks. Importantly, HOTAIR interacts with 
DNA in the absence of Ezh2, indicating that ncRNA–DNA binding is at the top of 
the epigenetic signaling cascade [ 162 ]. 

 CHART (Capture Hybridization Analysis of RNA Targets) is a similar method 
that uses tagged oligo complementary to the ncRNA target for the pull-down of 
associated proteins and DNAs [ 161 ]. The method shows that the ncRNA roX2 is 
part of the MSL complex and localizes to active gene regions for dosage compensa-
tion [ 161 ]. The major caveat of both methods is that the oligos used to retrieve 
ncRNAs may directly interact with the DNA targets, thus generating a high back-
ground and false positive rate [ 161 ]. Both studies also require rigorous negative 
controls, which would be samples in which the ncRNA target has been effi ciently 
depleted through in vivo or in vitro means.  
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   ncRNA Stability 

 As RNA is incorporated into ribonucleoprotein complexes co-transcriptionally, 
ncRNAs that complex with proteins are therefore more stable than those that are just 
transcriptional byproducts [ 163 ]. Large-scale ncRNA stability measurement is thus 
an informative determinant of ncRNAs’ functionality. One study employed actino-
mycin D for transcription blockage in cells and probed RNA stability with custom 
arrays to determine the half-lives of ~800 ncRNAs and 12,000 mRNAs [ 11 ]. The 
measured half-lives of ncRNAs and mRNAs vary over a wide range with the median/
mean of ncRNAs (3.5 h/4.8 h) to be less than that of mRNAs (5.1 h/7.7 h) [ 11 ]. 
Intergenic and  cis -antisense ncRNAs that have gone through splicing are more stable 
than those that are nuclear. A second study used 4-thiouridine labeling of RNA and 
measured transcript decay at different time points in cells using microarrays [ 164 ]. 
Such study could be adapted to measure  cis -regulatory elements that underlie 
ncRNA stability, employing deep RNA-seq for high sequence resolution.  

   ncRNA Structure Predictions 

 High-throughput genome-wide RNA structure probing methods have utilized nucle-
ases to cleave various structures within RNAs, followed by RNA sequencing of the 
fragments and computational analysis [ 165 ,  166 ]. One study used the combination 
of V1 RNase for ssRNA and S1 RNase for dsRNA cleavage, and another used 
nuclease P1 for ssRNA cleavage [ 165 ,  166 ]. A third method (hydroxyl radical foot 
printing) used known secondary structure to model tertiary structure to generate 
nicks in RNA backbone using hydroxyl radical, which report the solvent accessibil-
ity of the RNA [ 167 ]. Reverse transcription at the nick generates a cDNA profi le; 
the lower the cDNA signature for a sequence, the more buried it is within the 3D 
structure [ 167 ]. Regardless of the accuracy of these predictions, the in vitro studies 
do not take into account the protein–ncRNA complex formation that affects ncRNA 
structure and accessibility in vivo. All these approaches require RNA extraction and 
renaturation in vitro [ 168 ]. Combining the structure probing strategies with the 
aforementioned purifi cation techniques, one may better predict the structure of the 
RBP–ncRNA interaction complex, e.g. which region of the ncRNA is buried in 
protein, which is exposed in solution and form secondary structure, and which may 
associate with dsDNA.  

   ncRNA–Protein Interaction Motif Predictions 

 It has been proposed that the interactions between RBP and dsRNA are not sequence 
specifi c, i.e. not dependent on specifi c RNA sequence motifs, but the interactions 
between RBP and dsRNA are often sequence specifi c. Such interactions have been 
studied through both in vivo and in vitro means [ 169 ]. The well-characterized RBP 
domains include RNA recognition motif, K homology, SAM, DEAD box helicase, 
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dsRNA binding domain, Piwi, Paz, Pumilio, TRAP, S1, and Zinc fi nger; there are 
also reports on noncanonical RNA-binding domains (Chromo, SAO, WD40 motif, 
LSD, RGG box, etc.) [ 135 ,  170 ]. Many of these domains exist in tandem or in 
combination, forming diverse modules that enhance RNA-binding affi nity and 
specifi city in various regulatory pathways [ 135 ,  170 ]. In RNA interactome capture 
studies, proteins containing unstructured repeated regions that are enriched of 
Glycine, Arginine, Lysine, and Tyrosine are overrepresented (e.g., RGG Box) and 
may include additional novel RNA-binding domains [ 135 ]. It is not clear how the 
canonical RNA-binding domains would bind ncRNAs, or if many novel RNA-
binding domains are yet to be identifi ed for ncRNA binding. 

 In vivo, HITS-CLIP or PAR-CLIP allow identifi cation of protein binding sites on 
ncRNAs, and the motif enriched in binding can be searched computationally using 
motif search algorithms such as MEME [ 171 ]. The structure of the bound region on 
ncRNAs could also be computationally screened for secondary structure predictions. 
In vitro, methods such as SELEX (Systematic Evolution of Ligands by EXponential 
enrichment) and RNACompete allow RNA motif or structure to be predicted 
through incubating a library of synthetic RNAs with purifi ed protein domains 
[ 172 – 174 ]. SELEX begins with a pool of synthetic random RNA library; the 
sequences purifi ed by the bound proteins are then amplifi ed by PCR and sequenced 
for consensus motif [ 172 – 174 ]. RNACompete workfl ow relies on the generation of 
an RNA pool through in vitro transcription that comprises 213,130 unique RNAs 
with all possible 10-bp sequences and all possible 7- or 8-bp loops. A pull-down of 
RNAs bound to tagged RBP of interest, and microarrays are used to examine enrich-
ment of RNAs in the bound fraction [ 172 ].    

     Future Perspectives 

 While numerous ncRNAs are identifi ed at rapid pace, we are overwhelmed by how 
little we know in detail about their function. The building of a genome-wide ncRNA–
protein interaction network will be the fi rst step towards examining ncRNA function 
systematically. ncRNA expression profi le overlapped with ChIP-seq data should 
also be performed at system scale to reveal in detail, how ncRNAs are regulated, 
and what acts as their stimuli or elicits a feedback loop at their transcription level. 
We also know little about how the RBP and ncRNA interact and the exact domains 
and sequence motifs involved, as well as the overall 3D structures. Does the binding 
of ncRNA alter the protein structure or does ncRNA act as a linker–adaptor, or 
whether the ncRNA enhances or represses the protein’s catalytic activity? 
Modifi cations such as phosphorylation or methylations associated with ncRNA–
RBP are also of great interest. The information embedded within the sequence or 
structure of the ncRNAs needs to be clearly elucidated as it is important to know 
how minor perturbations in ncRNAs can be translated into disease phenotypes. Such 
study could be facilitated by Genome-wide Association Studies (GWAS) that 
uncover correlations between mutations in the ncRNA loci to disease phenotypes. 
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With better understanding of the versatility in ncRNA–protein interactions in 
development and disease, we can design ncRNA as guides, inhibitors, decoys, or 
linker–adaptors to reroute the epigenetic program. Such genetic reprogramming 
through ncRNA may be of great therapeutic value for cancer or disease treatment 
in the future.     
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    Abstract     Cellular localization and activity of most proteins are highly dependent 
on the formation of complexes with other proteins and/or other biomolecules. 
Moreover, protein–protein interactions and the nature of the complexes formed are 
modulated in cell differentiation, de-differentiation, and carcinogenesis. Therefore, 
identifi cation of protein interactors is essential to the understanding of protein 
biological activity in given cell states. Formation of DNA-binding complexes impli-
cating proteins such as DNA repair enzymes, DNA- and histone-modifying 
enzymes, transcription factors, and gene activators, repressors, and silencers greatly 
affect DNA integrity and gene expression associated with multiple processes includ-
ing cellular division and cancer development and progression. Protein–protein 
interaction mapping proved to be particularly diffi cult for chromatin-bound protein 
complexes due to the insolubility of these high molecular weight biomolecule 
assemblies. Recently, DNA-based methods were developed to isolate DNA-bound 
protein complexes formed at a specifi c locus. Techniques were also developed to 
purify the breath of proteins associated with a particular protein target using modi-
fi ed chromatin immunoprecipitation. The isolated proteins are then identifi ed by 
tandem mass spectrometry and protein complexes are represented using dedicated 
softwares. In this chapter, we present the recently developed methods allowing for 
the isolation and identifi cation of chromatin-bound protein complexes and to assign 
biological functions to these biomolecule. We also discuss the future challenges in 
the fi eld of chromatin-bound protein interactor isolation and identifi cation.  

  Keywords     Chromatin-associated proteins   •   Modifi ed chromatin immunoprecipitation   
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  Abbreviations 

   CENPA    Centromer protein A   
  ChAP-MS    Chromatin affi nity purifi cation with mass spectrometry   
  CTCF    CCCTC-binding factor   
  E-MAP    Epistasis mini-array profi le   
  GENECAPP    Global exonuclease-based enrichment of chromatin-associated pro-

teins for proteomics   
  H3K4me3    Histone H3 lysine 4 (K4) tri-methylation (me3)   
  HJURP    Holliday junction recognition protein   
  HSP90    Heat shock protein 90   
  Kog1p    Kontrol of growth protein   
  Lge1p    Depletion of large cell 1   
  MChIP    Modifi ed chromatin immunoprecipitation   
  NPM1    Nucleophosmin1   
  PICh    Proteomics of isolated chromatin segment   
  SMYD2    SET and MYND-containing protein 2.   

       Protein–protein interactions and the formation of protein complexes dictate the 
biological activity of most proteins. Very successful mass spectrometry-based 
methods developed to identify the set of proteins that can interact with a given 
protein (its interactome) [ 1 – 3 ] were applied to large-scale interactome mapping in 
various organisms [ 4 – 9 ]. These studies solved technically challenging aspects asso-
ciated with protein–protein interaction studies and spur the development of bioin-
formatics tools to study protein networks and to query the interactome. Intrinsically, 
these large-scale studies rely on a cookie cutter approach in which one protocol is 
applied to all the bait proteins. Retrospective analysis of these datasets revealed 
gaps in the interactome for subgroup of proteins including membrane proteins and 
protein bound to macromolecules. In particular, we noticed that the interactome of 
DNA- associated proteins was often missing or only represented the in-solution 
interactions of the proteins rather than its interactions while associated with DNA. 
Moreover, the notion of protein complexes is evolving and includes complexes 
formed using a macromolecular backbone on which direct and indirect interconnec-
tions between protein complexes occurs. This is driven by the emergence of 
techniques that allows the study of macromolecular based connections including 
protein, DNA, and other biomolecules. 

 In eukaryotes, DNA is compacted in chromatin structures composed of repeated 
nucleosome units where 146 DNA base pairs are wrapped around an octamer of 
histone (two copies of histone H2A, H2B, H3, and H4 and/or their isoforms) [ 10 ]. 
We defi ned the interaction of DNA-associated proteins into three subgroups (Fig.  1 ). 
The fi rst subgroup represents the interactions of a bait protein while it is free in solu-
tion. These can be interactions required to regulate association of the bait to DNA 
(or other proteins on DNA) or interactions corresponding to other functions not 
directly associated with DNA (Fig.  1 ). For example, although the SET and 
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MYND- containing protein 2 (SMYD2) associates with DNA to methylate histone 
H3K4 [ 11 ], it also methylates heat shock protein 90 (HSP90) [ 12 ] independently of 
the presence of DNA. The second subgroup of interactions is composed of the direct 
interactors of the bait proteins while it is associated with DNA (Fig.  1 ). Finally, the 
third subgroup of interactors is composed of proteins not physically attached to the 
bait proteins but rather proteins that are indirectly associated through the common 
DNA strand. These “neighboring” proteins either generically appears on DNA, but 
others correlate with the presence of the bait protein (Fig.  1 ).

   One important challenge for the isolation and identifi cation of bait proteins in 
complex with DNA is maintaining the complex while using techniques to solubilize 
chromatin. Because of its large size, chromatin and its associated proteins are elimi-
nated with other insoluble material during classical immunopurifi cation involving 
clarifi cation of cell extracts. Moreover, classical approaches to isolate DNA-bound 
proteins such as acid and high-salt extraction perform well to enrich proteins such 
as histone [ 13 ,  14 ]. However, these approaches do not maintain the protein/chroma-
tin structure (denaturing conditions) and therefore are not suitable to identify his-
tone interactors and the interactions of other DNA associated proteins. Here we 
present methods developed specifi cally for the identifi cation of protein complexes 
associated with chromatin. 

    Nucleic Acid Probes 

 Immobilized DNA probes were fi rst used in affi nity chromatography to purify 
DNA-binding proteins [ 15 ]. This general principle was further refi ned to identify 
protein complexes bound to chromatin. The goal of those methods is to defi ne the 
set of proteins interacting with a defi ned, exogenous, short DNA sequence. The 
overall concept is presented in Fig.  2  and examples of such methods are presented 
in this section.

  Fig. 1    Type of protein 
complexes. Chromatin- 
binding proteins can be found 
within protein complexes (1) 
free in solution, (2) directly 
interacting with DNA-bound 
proteins, or (3) recruited to 
DNA and indirectly 
interacting with DNA-bound 
proteins ( purple ellipse ). 
Other noninteracting, generic 
DNA-binding proteins can be 
found in the vicinity of the 
complex ( yellow triangle )       
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  Fig. 2    DNA probes to identify DNA-binding protein complexes. ( a ) A double-stranded, biotin 
conjugated ( gray sphere ) DNA probe is immobilized on straptavidin-conjugated beads ( blue cir-
cles ). Modifi ed histones (acetylated for example) can be incorporated to the DNA probe to generate 
chromatin and screen for proteins binding to these modifi cations if desired. The immobilized DNA 
probe is incubated with nuclear-extract proteins (represented by the different forms), noninteracting 
proteins are washed, and DNA-binding proteins are eluted and identifi ed by mass spectrometry. ( b ) 
DNA probe is incubated with nuclear extract and the mixture is separated on agarose gel ( gray slab ). 
Electrophoretic shifts to higher molecular weights are observed when protein complexes are bound 
to DNA. Agarose gel bands are cut, proteins are extracted, and identifi ed by mass spectrometry. 
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      Reconstitution of DNA-Bound Complexes In Vitro 

 In the nucleus, distant chromatin segments are sometimes brought together and 
reside in the same nuclear area. Insulators and boundary elements are involved in 
the clustering of DNA in “nuclear territories” characterized by specifi c expression 
profi le. DNA segregation is mediated by long-range chromatin interactions involv-
ing DNA-bound protein complexes. CTCF (CCCTC-binding factor, CCCTC being 
DNA bases) is the only known protein with insulator functions in vertebrates, but its 
mode of action was mostly unknown. In an effort to identify CTCF interactors, 
Rubio et al. designed an experiment to enrich CTCF and its interacting partners 
using DNA probes [ 16 ]. Biotinylated DNA templates of 163 bp containing the 
CTCF-binding sequence of the c-myc insulator element sequence were generated 
by PCR and coupled to streptavidin-linked magnetic beads (Fig.  2a ). Negative con-
trol templates with mutations in the CTCF binding site were also produced. These 
immobilized DNA probes were incubated with nuclear extracts to capture CTCF 
along with its binding partners. Proteins from the specifi c DNA probe and the con-
trol probe were eluted and analyzed by quantitative mass spectrometry. The cohesin 
subunit Scc3/SA1 was found to interact with CTCF and was greatly enriched in the 
CTCF-binding probe sample compared to the negative control. Supporting this 
result, cohesin subunit Scc3/SA1 also colocalized with a subset of genomic CTCF 
binding sites, as demonstrated by ChIP-Chip large-scale experiment. Cohesin is 
essential for chromatid cohesion in mitotic metaphase and CTCF was found in cen-
tromeric region of metaphase chromosomes using immunofl uorescence. These 
results suggest a role for CTCF sister chromatide cohesion [ 16 ]. Thus, immobilized 
DNA probes proved very effi cient and useful as a screening tool for the enrichment 
and identifi cation of chromatin-bound protein complex. 

 In another study, small double-stranded oligonucleotide probes with an estrogen 
response element sequence were used to identify large protein complexes recruited 
to DNA by the estrogen receptor α [ 17 ]. The DNA probe was incubated in vitro with 
the recombinant estrogen receptor α and nuclear extracts from HeLa cells (Fig.  2b ). 
DNA–protein complexes were separated from unbound probes and free proteins on 
an agarose gel. Shifts in electrophoretic migration pattern were observed between 
free and protein-bound probes, indicating that protein–DNA complexes were 

Fig. 2 (continued) ( c ) Cells are fi xed with formaldehyde, which crosslink protein complexes to 
DNA. Cells are lysed, DNA is fragmented and denatured, but proteins remains attached to a DNA 
strand due to crosslinking. A single-stranded DNA probe complementary for a sequence of interest 
is coupled to beads and used to purify the DNA of interest with its coupled proteins. DNA-binding 
proteins are then identifi ed by mass spectrometry. ( d ) Cells expressing a fl ag-tagged Lac1 protein 
( light blue circle with purple box attached ) are transfected with a minichromosome with a binding 
sequence for the protein of interest and another sequence for Lac1. Then minichromosome is 
replicated by the cells and binds protein complexes at one locus and the fl ag-tagged Lac1 at another. 
The cells are lysed and the minichromosome is affi nity-isolated using the tagged Lac1 protein. 
Proteins binding to the minichromosome are identifi ed by mass spectrometry       
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maintained intact during electrophoresis. Probe bands shifted to higher apparent 
molecular masses were cut, and the proteins were extracted and analyzed by mass 
spectrometry. Large interconnected enzyme networks involved in DNA repair and 
members of the INHAT complex interacting with the estrogen receptor α were iden-
tifi ed in this study [ 17 ]. 

 Instead of being developed around specifi c DNA sequence, some protein com-
plex formations are triggered by posttranslational modifi cations of histones 
N-terminal tail. Tri-methylation of histone H3 lysine 4 (H3K4me3) and 9 (H3K9me3) 
is associated with activation and repression of transcription, respectively. The num-
ber and sites of these modifi cations are modulated upon carcinogenesis. To identify 
proteins specifi cally interacting with differently marked histone H3, biotinylated, 
uniformly modifi ed oligonucleosmes composed of a double- stranded DNA segment 
wrapped around the core histones H2A, H2B, H4, and H3 with H3K4me3, 
H3K9me3, or unmodifi ed H3 were separately generated [ 18 ]. These oligonu-
cleosmes were immobilized on streptavidin beads, isotope-labeled Hela cell extracts 
were added to the oligonucleosomes, and proteins interacting with the oligonuclo-
somes were identifi ed by affi nity purifi cation and quantitative mass spectrometry. 
This method identifi ed proteins directly interacting with modifi ed histone H3 as 
well as indirect interactors recruited to the site by the direct interactors. Proteins 
interacting with the unmodifi ed histone H3, but excluded by histone H3 trimethyl-
ation were also identifi ed. Interestingly, the set of interactors identifi ed using modi-
fi ed histone H3 embedded in the oligonucleosome was signifi cantly different from 
interactors of modifi ed histone H3 tail peptides and mono-nucleosomes, indicating 
that the histone H3 environment greatly infl uences its interacting partners [ 18 ]. 

 Although very successful in the context of the three studies describe here, these 
methods are based on the assumption that the nuclear or cellular extracts contain a 
reasonable amount of the soluble form of the targeted protein and its interactors, 
which might not be the case for many nuclear proteins binding strongly to DNA. 
The two fi rst methods also require previous knowledge of the DNA binding site for 
the protein of interest and thus, cannot be applied to proteins with unknown DNA 
binding sequence. More studies are needed to establish whether this approach can 
be used for the systematic study of protein complexes associated with DNA.  

    Isolation of DNA–Protein Complexes Generated In Vivo 

 Déjardin et al .  also used DNA probes to isolate chromatin but developed a very dif-
ferent workfl ow for their method named Proteomics of Isolated Chromatin Segment 
(PICh) [ 19 ]. In PICh, protein–protein and protein–DNA interactions are stabilized 
by crosslinking with formaldehyde during cell fi xation (Fig.  2c ). Cells are then 
lysed, the chromatin is fragmented by sonication, denatured, and hybridized with 
sequence specifi c, single-stranded, biotin-labeled DNA probes containing modifi ed 
nucleotides. Protein–chromatin–DNA probe complexes are captured on streptavidin- 
coupled magnetic beads and proteins are identifi ed by mass spectrometry. Compared 
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to the two previous methods described above, PICh identifi es protein complexes 
formed inside the cells instead of test tubes and the DNA probes are used to retrieve 
chromatin fragments with bound proteins instead of being the bait to isolate DNA- 
binding proteins. Using PICh, the authors identifi ed multiple telomere binding 
proteins including orphan nuclear receptors [ 19 ]. One limitation of this method is 
the isolation of suffi cient material for identifi cation of proteins by mass spectrom-
etry. This can be challenging for the study of rare loci, organisms with complex 
genome, or when limited amount of starting material is available. In the study 
described here, 3 × 10 9  cells (equivalent to 3 L of Hela S3 cell culture) are required 
for each purifi cation, despite the high frequency of the telomere loci (2 per chromo-
some). Therefore, PICh is best suited to study abundant genomic loci or for organ-
isms with low genetic complexity and easy to grow in large quantity such as yeast 
and bacteria. 

 Another similar technique to PICh is the Global Exonuclease-based Enrichment 
of Chromatin-Associated Proteins for Proteomics (GENECAPP). In this approach, 
formaldehyde is used to crosslink DNA and its associated proteins, and the DNA is 
then fragmented. Then exonuclease III is used to generate single-stranded DNA–
protein complexes [ 20 ]. In GENECAPP, complexes are captured on a nucleotide 
array that allows screening of multiple DNA sequences on a modifi ed microscope 
slide. Captured protein complexes are trypsinized on-chip and peptides are analyzed 
by mass spectrometry to identify interactors. The potential of this approach was 
demonstrated for the study of the FoxO1-IGFBP1 promoter region complex.  In vitro  
reconstitution of the complex followed by capture on tilling arrays was used to 
demonstrate the feasibility of this approach. 

 A different strategy was developed to specifi cally isolate protein complexes 
involved in DNA segregation. Chromosome segregation is a crucial aspect of cell 
division and allows even distribution of the chromosomes to the dividing cells. 
Chromosome segregation involves formation of the kinetochore: a protein macro-
molecular complex located at centromeric chromatin loci that attach to microtubules. 
Although systematic studies of the kinetochore have been performed [ 21 ,  22 ], the 
full repertoire of proteins participating to the kinetochore is still unknown. Moreover 
posttranslational modifi cations, in particular protein phosphorylations, are key reg-
ulators of the dynamic of the kinetochore. As well, many articles have studies the 
role of protein phosphorylations in kinetochore dynamic [ 23 ], but the repertoire of 
phosphorylations and their temporal modulation is still incomplete. This is in part 
due to diffi culties in isolating suffi cient amount of kinetochore protein complexes 
with suffi cient purity. In order to tackle this problem, Akiyoshi et al .  used yeast as 
model organism and devised a 2 kb circular minichromosome containing the yeast 
centromere from chromosome 3 and the lactose operon purifi cation system [ 24 ] 
(Fig.  2d ). This system allows for the affi nity purifi cation of the minichromosome 
from a yeast strain expressing a Flag-tagged version of Lac1. Minichromosomes 
replicate and segregate in cells and can be used for the isolation of kinetochore 
protein complexes bound to the centromere element of the minichromosome. The 
authors identifi ed 35 out of the 38 previously known kinetochore associated proteins 
using this method and 10 phosphorylation sites on 7 proteins by coupling this 
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minichromosome purifi cation system to quantitative tandem mass spectrometry. 
More interestingly, the protein Fin1 was identifi ed as a new element of the kineto-
chore. Fin1 interacts with protein phosphorylase 1 (PP1) and regulates its associa-
tion to the kineotochore. Fin1–PP1 complex formation is inhibited upon 
phosphorylation of Fin1 by Cdk1 [ 25 ] and association of phosphorylated Fin1 with 
the 14-3-3 proteins [ 26 ]. Proper regulation of Fin1 through phosphorylation is 
essential for proper formation of kinetochore and spindle function [ 24 ].   

    Immunoaffi nity Purifi cation of Chromatin-Bound Complexes 

 While methods based on DNA probes are very good at identifying proteins interact-
ing at a precise DNA loci, to date their design does not permit the broad identifi ca-
tion of interactors of a given nuclear protein throughout the genome. Other research 
groups have focused on the purifi cation of protein complexes while maintaining 
their association to DNA (Fig.  3 ).

   One approach to maintain the protein–DNA complex and solubilize the DNA is 
to introduce micrococcal nuclease digestion during the purifi cation of the complex. 
This was demonstrated by Sullivan et al .  [ 27 ,  28 ] who, using this approach, 

  Fig. 3    Immuno-affi nity 
purifi cation of DNA-bound 
protein complexes. Cells are 
engineered to express a 
protein of interest ( yellow 
circle ) fused to a tag ( purple 
hexagon ). The protein of 
interest interacts with 
DNA-bound protein 
complexes. Cells are lysed, 
the DNA is fragmented either 
by sonication or digestion 
with nucleases, and the cell 
lysate is clarifi ed by low 
speed centrifugation to 
maintain DNA-bound 
complexes in solution. The 
clarifi ed extract is incubated 
with beads coupled to an 
antibody specifi c for the tag 
on the protein of interest. 
Interactors of the protein of 
interest are immunopurifi ed 
and identifi ed by mass 
spectrometry       
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identifi ed the mammalian protein complex attached to centromer protein A 
(CENP-A), which replaces the histone H3 protein in nucleosomes of active cen-
tromers. Briefl y, in that study Hela cells stably expressing a TAP-tagged CENP-A 
(or histone H3.1 as control) were generated to allow for immunopurifi cation of 
CENP-A protein complexes [ 29 ]. The stable cell lines were lysed and their genomic 
DNA was digested with micrococcal nuclease. This digestion step is very important 
as it permits the solubilisation of DNA–protein complexes assembly by releasing 
mostly single, soluble nucleosomes with their attached intact protein complexes. 
Affi nity purifi cation of CENP-A using the TAP-tag method allowed for the isolation 
of nucleosomes from active centromers. Proteins extracted from the CENP-A inter-
actors were identifi ed by mass spectrometry. Known (CENP-B, -C, -H, -U) and new 
(CENP-M, -N, -T) CENP-A interactors were identifi ed. CENP-A containing 
nucleosomes were also enriched in histone H2A.Z and macroH2A [ 29 ]. The impor-
tance of the DNA digestion by micrococcal nuclease was later demonstrated by the 
same author [ 29 ]. Omitting the nuclease digestion step and pelleting insoluble 
genomic DNA resulted in isolation of soluble TAP-Tagged CENP-A complexed to 
a completely different set of interactors, namely HJURP (Holliday JUnction 
Recognition Protein) and NPM1 (Nucleophosmin1) [ 30 ]. These two proteins asso-
ciate with CENP-A and histone H4 as pre-nucleasome soluble complex and HJURP 
participates to the recruitment of CENP-A to nucleosomes of active centromers. 
This clearly demonstrated that the interactors of a bait protein can be drastically 
different when it is attached to DNA compared to when it is in solution. As well, it 
demonstrated the importance of solubilizing DNA–protein complexes while main-
taining the interaction of the proteins with DNA in order to identify chromatin- 
bound complexes. 

 In 2009, we developed a method named modifi ed Chromatin ImmunoPrecipitation 
(mChIP) to isolate DNA fragments with chromatin-bound protein complexes. The 
mChIP development was based on the chromatin immunoprecipitation (ChIP) 
genomic method where affi nity purifi cation of DNA–protein complexes leads to the 
identifi cation of DNA binding sites. In mChIP, Tap-tagged DNA-binding proteins 
are overexpressed in yeast [ 31 ]. The cells are then collected, lysed, and the DNA is 
fragmented by sonication, generating fragments <2,000 bp carrying protein com-
plexes. The sample is then clarifi ed at low centrifugal force to maintain DNA–pro-
tein complexes in solution. The TAP-tagged protein of interest is isolated by affi nity 
purifi cation and the members of the protein complex are identifi ed by tandem mass 
spectrometry. mChIP identifi ed 98 interactors of the yeast histone protein Hta2p 
during the validation of the method. To put this number in perspective, only 42 
Hta2p interactors were listed in the Biogrid database at the time of the experiment 
[ 32 ]. This demonstrates the sensitivity of mChIP to isolate chromatin-bound pro-
teins compared to the regular immunoprecipitation methods. It was also possible to 
amplify the  GAL1  promoter region by PCR from affi nity purifi ed Htz1p with mChIP. 
The HSP12 promoter region was successfully amplifi ed by PCR using mChIP tech-
nology in another study [ 33 ], demonstrating that whole chromatin sections are iso-
lated with this technology. Based on this success, the authors tackled a more diffi cult 
problem: the identifi cation of protein complexes associated to Lge1, Mcm5p, and 
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Yta7p, three chromatin-bound proteins with interactors that proved diffi cult to 
identify by conventional affi nity purifi cation. Depletion of Large Cell 1 (Lge1p) 
leads to large yeast cells, but the mechanism of action of this protein was unknown 
and only two proteins were known to interact with Lge1p. We identifi ed 40 specifi c 
interactors of Lge1p including Kontrol of Growth (Kog1p), which is involved in the 
control of yeast cell growth. Immunoprecipitation of Mcm5p and Yta7p largely 
increased our understanding of the biological roles of these proteins through the 
identifi cation of 13 and 23 interactors, respectively [ 31 ]. The mChIP protocol was 
later used in the fi rst large-scale study of chromatin-bound protein complex map-
ping where 102 C-terminally TAP-Tagged proteins were used to identifi ed 2,966 
high confi dence interactions involving 724 proteins [ 34 ]. mChIP identifi ed more 
interactors for 75 % of the baits when compared to conventional large scale interac-
tome study and 18 % of the baits that previously failed to identify any interactors in 
previous studies returned results using mChIP [ 34 ]. This demonstrates the power of 
mChIP to identify new chromatin-associated networks of protein interactions. 
Moreover, Lambert et al .  also demonstrated that using different enzymes (MNase 
and DNase) the isolated stretch of DNA fragment could be reduced to the core com-
plex to help differentiate direct interactors versus neighbors through DNA binding. 

 The current disadvantage of the Immunoprecipitation of chromatin-bound com-
plexes is that it results in the global identifi cation of interactors of a given protein 
and does not discriminate between loci. Some proteins participate to the formation 
of different protein complexes with opposite physiological activity (activator vs. 
repressor for example). Those proteins are recruited to various loci depending on 
the presence of other members in the complex. As well, global identifi cation of 
interactors does not indicate the function of the protein under study at different 
genomic locations. Standard chromatin immunoprecipitation and mChIP could be 
used to identify both the breath of proteins interacting with a bait as well as its 
genomic localization. Based on this information, DNA probes or minochromosome 
technologies could be used to identify the subset of interactors at precise loci to bet-
ter understand the role of the protein under study. However, this workfl ow would be 
diffi cult to apply to high throughput studies and would require signifi cant amount of 
starting material.  

    Immunopurifi cation of Protein Complexes at Specifi c 
Chromatin Loci 

 Techniques have also been developed to study protein complexes that occur at spe-
cifi c loci within the genome. An example of such an approach was provided by 
Butala et al .  who used a plasmid containing  E. coli  promoter region of the colicin K 
gene ( cka ) coupled the LacI repressor DNA-binding sequence, engineered to iden-
tify protein complexes binding to the  cka  gene reculatory region [ 35 ]. The plasmid 
is devised to release a linear DNA fragment composed of the  cka  promoter and LacI 
binding sequence in the  e coli.  cells. These particular  E. coli  cells also expressed a 
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Flag-tagged LacI protein that binds to the linear DNA LacI-binding sequence. This 
linear DNA-bound Flag-tagged LacI is used as a handle to allow for immunoaffi nity 
purifi cation of the linear DNA fragment and identifi cation of the proteins bound to 
the  cka  promoter on the same linear DNA. This method can be used to study other 
 E. coli  DNA sequences and is facilitated by the use of this prokaryotic model that 
does not require targeting of the DNA fragment under study to the nucleus. 

 Byrum et al .  developed a method called Chromatin Affi nity Purifi cation with 
Mass Spectrometry (ChAP-MS) whereby protein complexes at a specifi c DNA 
locus in eucaryote are purifi ed and identifi ed by mass spectrometry [ 36 ]. In 
ChAP-MS, a LexA DNA binding site is added upstream of the gene of interest and 
this construct is inserted in the yeast genome by homologous recombination and 
replaces the endogenous copy of the gene. A LexA-Protein A fusion protein 
expressed by the engineered yeast binds to the LexA DNA-binding site and, follow-
ing cross-linking of DNA–Protein complexes and sonication of the chromatin in 
~1,000 bp fragments, the gene of interest is purifi ed using Protein A. Protein com-
plexes at this locus are identifi ed by tryptic digestion and quantitative mass spec-
trometry analysis. Protein complexes at the  GAL1  locus in yeast grown with 
galactose vs. lactose media were identifi ed with ChAPS-MS. ChAP-MS also iso-
lates chromatin segments containing core histone proteins and thus allows for the 
identifi cation of histone tails modifi cations at the targeted locus using the same 
mass spectrometry data. Multiple acetylation and methylation marks were identifi ed 
in histones N-terminal tails in this study [ 36 ]. However, N-terminal tails of histones 
have tightly spaced lysine and arginine residues and tryptic digestion (trypsin 
cleaves C-terminal of lysine and arginine) of histone tails generate very small pep-
tides not amenable to mass spectrometry. Moreover, lysines and arginines are sub-
jected to posttranslational modifi cations (phosphorylation, acetylation, methylation, 
ubiquitinylation, etc.) and these affect trypsin cleavage specifi city and turn-over, 
thus complicating the tryptic digestion. Identifi cation of histone tails modifi cations 
in ChAPS-MS could be greatly improved by using proteases other than trypsin to 
generate peptides for mass spectrometry analysis. Genomic insertion of the LexA 
binding site at the locus of interest was also used by Fukita and Fujii to identify 
components of the chicken insulator HS4 (cHS4) [ 37 ]. A DNA segment containing 
24 copies of cHS4 core sequence with LexA DNA-binding sequences was inserted 
in the genome of a mouse cell line (Ba/F3) engineered to express a modifi ed LexA 
protein that will be used for immunoprecipitation of the cHS4 DNA. The RNA 
helicase p68/DDX5, the matrix protein Matrin-3 and the RNA species SAR1 were 
identifi ed at the cHS4 locus using this insertional chromatin immunoprecipitation 
(iChIP) method. This demonstrates that genomic insertion of LexA DNA-binding 
sequence to isolate specifi c DNA loci is not only applicable to yeast but also to 
mammalian cell in culture. However, considering the high number of gene copies 
inserted at a nonbiological site in the cell genome the biological signifi cance of the 
fi ndings using this system have to be validated. The methods presented in this sec-
tion identify protein complexes at a given DNA locus but do not identify specifi c 
interactors of a protein of interest at this locus. A combination of DNA locus isola-
tion followed by immunoprecipitation of the protein of interest would be suitable 
for this purpose, but would require large amount of starting material.  
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    Assigning Biological Functions to Protein–Protein Interactions 

 An interesting approach to associate protein–protein interactions to biological func-
tion named epistasis mini-array profi le (E-MAP) was developed by Collins SR et al .  
in 2007. E-MAP is based on growth rates measurements of  Saccharomyces cerevi-
siae  cells carrying pairs of mutations in a gene subset associated to a biological 
process [ 38 ]. Comparing experimental growth rate of  S. cerevisiae  cells carrying 
mutations in two genes (double mutants) to the theoretical growth rate based on the 
additive effect of the two single mutations reveals genetic interactions. This method 
allows for the identifi cation of (a) negative interactions where the deletion of two 
genes has a larger impact than the individual deletions, indicating a synergistic 
effect of the two genes and (b) positive interactions where the double mutant fare 
better than the two single mutants (rescue effect) or is comparable to the single 
mutants (the two proteins act in a common complex or pathway). Hierarchical clus-
tering of pairwise interactions of 743 genes (754 alleles) participating to chromo-
some biology using E-MAP segregates genes based on their biological functions. 
For example genes involved in general DNA replication are distinguished from 
genes participating in DNA replication checkpoint complexes, and from genes asso-
ciated with sensing and repair of damaged DNA. By comparing protein physical 
interaction maps derived from high-throughput affi nity purifi cation experiments to 
genetic interaction clustering generated with E-MAP it is now possible to identify 
sub-groups or modules composed of proteins involved in a common biological 
function. Protein from this complex with distinct or opposing functions can also be 
identifi ed. Analysis of the 25 protein complex named Mediator identifi ed modules 
mediating a common function as well as one module with opposing actions on the 
other module functions [ 38 ]. Therefore, by combining physical and genetic inter-
actions it is now possible to gain a better understanding of the biological roles of 
protein complexes. This approach is very interesting when using the budding yeast 
as model organism, but is diffi cult (or impossible) to apply to higher organisms such 
as mice and humans due to the limitation to generate large number of double 
mutants.  

    Future Challenges 

 Many challenges still lie ahead for the study of DNA-associated protein complexes. 
Especially, the studies described here all required large amount of starting material 
and used either model organisms or cell cultures. Low sensitivity associated to iden-
tifi cation of chromatin-bound protein complexes still prevents the use of limited 
amount of starting material such as stem cells and tissues. In cancer cells, chromatin- 
bound protein networks are expected to be highly modifi ed and it would be interest-
ing to identify the DNA-bound protein complexes affected in human biopsies from 
cancer patients. Stem cells and primary cells are also very interesting to study, but 
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are often hard to cultivate in large amount and thus, are not yet amenable to 
chromatin- bound protein complexes studies using current approaches. Another 
limitation associated with low sensitivity in most studies described here is the use of 
overexpressed tagged proteins. The unusually high concentration of a given protein 
due to overexpression could modify the equilibrium of protein complex formation 
and force protein associations not seen with endogenous level of the same protein. 
This would results in identifi cation of physiologically irrelevant protein complexes. 
Possible cellular miss-localization of overexpressed proteins is another problem of 
this system and can also result in non-natural protein complex identifi cation. An 
apparently simple solution would be the use of endogenous proteins, but this is not 
a trouble-free approach either. Apart from sensitivity issues, high affi nity, high 
specifi city antibodies are not available for many proteins of interest, greatly limiting 
this approach. In cell culture, the challenge ahead is to be able to identify chromatin- 
associated complex at specifi c loci and study the dynamic changes in these com-
plexes and loci. 

 Our ability to identify chromatin-associated protein networks has improved 
drastically in recent years due to novel methods and to technological developments. 
In some instances it is feasible to even perform large-scale identifi cation of complex 
associated with DNA and better understand their roles and functions. It is foresee-
able that future laboratory protocol improvements and engineering advances will 
overcome current limitations and allow for a deeper understanding of chromatin- 
bound complex formation, their dynamics of assembly in defi ned cell states, and 
their biological roles in homeostasis and disease states.     
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    Abstract     In recent years, quantitative mass spectrometry-based proteomics has 
proven itself as a powerful technology to study chromatin structure and function in 
eukaryotic cells. Multiple methodologies have been developed which enable a com-
prehensive identifi cation of chromatin readers and the characterization of the 
dynamic protein complexes these readers assemble in. These advancements in tech-
nology have made a big impact in the fi eld of chromatin biology and have led to new 
fundamental insights. In this chapter, we will discuss the quantitative mass 
spectrometry- based methodologies used for identifi cation and characterization of 
chromatin readers and the new biological insights that these approaches have 
generated.  

  Keywords     Epigenetics   •   Chromatin readers   •   Quantitative mass spectrometry   • 
  Proteomics  

        Introduction 

 During the last two decades, our molecular understanding of chromatin structure 
and function has increased tremendously. Nucleosomes, which form the basic 
repeating unit of chromatin, were previously thought to merely serve for compaction 
and storage of DNA inside eukaryotic cells. This view has radically changed and 
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nucleosomes are now appreciated to actively regulate nuclear processes such as 
replication, transcription, and DNA repair. Chromatin-associated proteins, which 
interact with nucleosomes and some of which can modify them, form a major down-
stream target in signal transduction pathways and chromatin therefore plays a cen-
tral role in cell cycle control and mitosis, growth factor signaling, and in stress 
response pathways. Fundamental in these processes are the nucleosomes and the 
posttranslational modifi cations (PTMs) on the N-terminal histone tails that protrude 
from the nucleosome. These tails are subjected to a large number of PTMs, such as 
acetylation, phosphorylation, methylation, and ubiquitination [ 1 ] (Fig.  1 ). In addi-
tion, the DNA itself can be modifi ed through (hydroxy)methylation of cytosine resi-
dues (Fig.  1 ). These modifi cations can affect gene expression and cellular phenotype, 
and modifi cation patterns can be inherited from mother to daughter cells. Histone 
PTMs and DNA (hydroxy)methylation therefore provide epigenetic information 
which, together with genetic information embedded in DNA, determines the pheno-
type of a eukaryotic cell or organism.

   One of the major downstream functions of histone PTMs is the recruitment or 
stabilization of effector proteins which are also called “readers” [ 2 ] (Fig.  1 ). The 
biological function of these readers often correlates to the biology of the epigenetic 
mark they bind to; indicating that the “reading” function of epigenetic modifi cations 
is rather important [ 3 ]. Identifying and characterizing chromatin readers and the 
(dynamic) protein complexes that these readers assemble in is therefore crucial to 
further our understanding of epigenetic modifi cations and their role in determining 
gene expression and cell fate. We have recently developed and applied a number of 
methods based on quantitative mass spectrometry-based proteomics technology 
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  Fig. 1    Graphical representation of chromatin structure and chromatin-associated complexes. 
Nucleosomes form the basic repeating unit of chromatin and both the histone tails and the DNA 
can be modifi ed. The chromatin can be specifi cally bound by “readers” that have a strong affi nity 
for either the modifi ed or the non-modifi ed molecule. These readers assemble in protein 
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that can be used to identify and characterize chromatin readers. In this chapter the 
workfl ow and methodology behind these methods as well as the biological insights 
that these approaches have generated will be discussed in detail.  

    Quantitative Mass Spectrometry-Based Proteomics 
to Decipher the Chromatin Interactome 

 As mentioned above, core histones are subjected to a large number of PTMs, such 
as lysine acetylation and lysine and arginine methylation [ 1 ]. Most of these site- 
specifi c modifi cations are associated with particular functional chromatin states. 
For example, trimethylation of histone H3 on lysine four (H3K4me3) is associated 
with promoters of genes that are being actively transcribed. In contrast, H3K27me3 
is associated with transcriptional repression. Similarly, ubiquitination of H2B at 
lysine 120 is linked to activation of transcription, whereas H2A ubiquitination at 
lysine 119 is linked to gene repression [ 4 ]. Other modifi cations, such as phos-
phorylation of H3S10 and H3S28 are important for mitosis, whereas tyrosine 
phosphorylation of the histone variant H2A.X plays an important role in the DNA 
damage response [ 5 ]. In order to understand the molecular mechanisms underlying 
these associations, it is essential to characterize the proteins and protein complexes 
that specifi cally interact with the epigenetic modifi cations. Several domains capable 
of binding selectively to a particular histone modifi cation have recently been 
described. Examples include the chromodomain of heterochromatin protein 1 (HP1) 
which binds to H3K9me3 [ 6 ,  7 ] and the PHD fi nger of the chromatin-remodeling 
factor BPTF, which recognizes H3K4me3 [ 8 ]. 

    Current State of the Art in Quantitative MS-Based Interactomics 

 To identify interactions between proteins and histone PTMs, several approaches 
have been developed during the last couple of years. For example, candidate chromatin-
“reading” domains can be expressed recombinantly and immobilized on arrays 
which are subsequently incubated with modifi ed histone peptides, a method that 
was pioneered by the Bedford lab [ 9 ]. The disadvantage of this approach is that it is 
not unbiased but based on a selection of candidate domains that are then screened 
for putative interactions with modifi ed histone peptides. To identify interactions 
with histone modifi cations in an unbiased manner, researchers typically make use of 
in vitro synthesized modifi ed and non-modifi ed histone peptides in pull-down 
experiments from crude nuclear or whole cell lysates. Following incubation and 
washes, proteins bound to the modifi ed and non-modifi ed immobilized histone pep-
tide are then resolved using a SDS-PAGE gel and mass spectrometry is applied to 
identify the proteins in both samples [ 10 ]. However, identifying specifi c interactors 
in pull-downs from crude lysates is far from trivial, since these interactions are 
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usually masked by a large amount of high-abundant background proteins. In par-
ticular when making use of modern mass spectrometers, which are very sensitive 
and capable of sequencing thousands of peptides in complex samples in a matter of 
hours, researchers end up with a long list of identifi ed proteins in the control and 
specifi c pull-down and it is often not immediately evident which are the PTM- 
specifi c binders. This approach therefore demands a quantitative fi lter that can be 
used to discriminate high abundant background proteins from specifi c interactors. 
In recent years, several methodologies have been developed that add a quantitative 
dimension to mass spectrometry measurements. Most of these methods rely on the 
introduction of stable isotopes in the proteins or peptides that are analyzed. This can 
be achieved through metabolic labeling during cell culture, the most popular method 
of which is called SILAC (stable isotope labeling by amino acids in cell culture) 
[ 11 ] or by chemical labeling at the protein or peptide level [ 12 ]. Differential label-
ing of proteins or peptides with “light” and “heavy” isotopes allows for a quantita-
tive comparison of peptide and protein abundance between two experimental 
conditions. Prior to mass spec analysis, the light and heavy samples are combined. 
As a result, every peptide that is identifi ed in the mass spectrometer has a light and 
a heavy peak and the ratio between these two peaks, which can be quantifi ed using 
automated data analysis software, reveals the relative abundance of that peptide and 
the corresponding protein in the two different samples.  

    Identifi cation of Histone PTM Readers 

 In the context of PTM-dependent interactions, this quantitative fi ltering principle 
can also be applied. In this approach, in vitro synthesized peptides that are either 
unmodifi ed or carry the PTM of interest are immobilized on a solid resin (Fig.  2 ). 
These peptides are separately incubated with light or heavy-labeled extracts. 
Following washes, beads from both pull-downs are combined and bound proteins 
are analyzed by LC-MS/MS. The quantitative abundance ratio of every peptide and 
corresponding protein in the mass spectrometer indicates whether this protein is a 
background protein ( H / L  ratio close to 1) or a specifi c reader of the PTM ( H / L  ratio 
signifi cantly deviating from 1). This method was fi rst applied to identify 
phosphotyrosine- dependent interactions in signal transduction pathways [ 13 ]. We 
adapted this approach to identify specifi c interactions with H3K4me3 using a 
SILAC-based histone peptide pull-down approach and discovered that the basal 
transcription factor TFIID binds to this mark with a high affi nity [ 14 ]. This discovery 
is highly relevant given the genome-wide correlation between H3K4me3 and active 
promoters. The interaction is mediated via a PHD fi nger in the C terminus of the 
TAF3 protein and the Kd is ~0.16 µM, stronger than any of the other reported inter-
actions with H3K4me3 [ 14 ]. Interestingly, the TFIID complex also contains a 
subunit (TAF1) that harbors a double bromodomain. Bromodomains specifi cally 
interact with acetylated lysines [ 15 ]. Given the general co-occurrence of H3K4me3 
and acetylation of certain lysine residues such as lysine 9 and 14 of histone H3 on 
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histone tails, DNA strands, or nucleosomes can be identifi ed using qMS, as described in the text. 
For further characterization, these readers are tagged with GFP using BAC TransgeneOmics. The 
interactors of GFP fusion proteins can be identifi ed using two different workfl ows; a SILAC-based 
AP-qMS can be used, in which GFP and WT cells are differentially isotopically labeled and 
nuclear extracts obtained from these cells are applied to GFP-AP, mixed afterwards, and analyzed 
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active promoters, this implies a combinatorial agonistic recognition of these histone 
modifi cations by TFIID.

   To investigate such potential cross talk between modifi cations occurring in close 
proximity on histone tails, we made use of a so-called triple pull-down approach. 
Cells can be SILAC labeled with two different stable isotope-containing versions of 
heavy lysine and arginine (lysine 4 and 8; arginine 6 and 10). Together with a third 
culture labeled with light amino acids, this allows incubating three different immo-
bilized histone peptides with three differentially SILAC-labeled nuclear extracts. 
Every SILAC-labeled peptide in the mass spectrometer now appears as a triplet and 
the abundance of each of these three peaks indicates the relative affi nity of that pep-
tide and corresponding protein for each of the three baits. Using this approach, we 
were indeed able to show that H3K4me3 acts agonistically with H3K9 and H3K14 
acetylation to anchor the TFIID complex on active promoters, which generally carry 
these modifi cations. Conversely, the triple pull-down approach was also used to 
show that another modifi cation on the histone H3 tail, the asymmetric dimethylation 
of H3R2 (H3R2me2a), acts to prevent TFIID from binding to H3K4me3. 

 These initial encouraging observations led us to screen fi ve major lysine trimeth-
ylation sites on histone H3 (H3K4me3, H3K9me3, H3K27me3, and H3K36me3) 
and H4 (H4K20me3) for novel readers [ 16 ]. In this study, in addition to performing 
the SILAC-based histone peptide pull-down as described above (called a “forward” 
pull-down), we also performed pull-downs using a SILAC label swap experiment in 
which the unmodifi ed immobilized histone peptide is incubated with heavy SILAC- 
labeled extract whereas the modifi ed histone peptide is incubated with the light 
extract. This is called a “reverse” pull-down. In this setup, PTM-specifi c readers 
that have a high ratio in the forward pull-down, for example a ratio of 10, will have 
a low ratio in the reverse experiment (0.1 ideally). Eventually all the identifi ed and 
quantifi ed proteins in the forward and reverse pull-downs are plotted against each 
other in a two-dimensional plot. Background proteins cluster around the origin of 
the fi gure, whereas the PTM-dependent interactors group together in one quadrant. 
Similarly, non-SILAC-labeled contaminants appear together in a single quadrant 
(low forward and low reverse ratio) and proteins for which binding to the peptide is 
abolished by the PTM also cluster (low forward ratio, high reverse ratio). Using this 
approach, we identifi ed a large number of novel readers for each of the epigenetic 
trimethyl lysines on histone H3 and H4. For example, we discovered that the human 
SAGA complex, which is a major transcriptional coactivator complex, binds to 
H3K4me3 via a tudor domain in its subunit Sgf29. H3K9me3 is mainly read by HP1 
isoforms, Polycomb proteins, and CDYL and CDYL2. Polycomb proteins also 
interact with H3K27me3, whereas proteins carrying a PWWP domain mainly rec-
ognize H3K36me3. Finally, the origin recognition complex interacts with 
H4K20me3. In fact, this protein complex reads all three repressive epigenetic modi-
fi cations (H3K9me3, H3K27me3, and H4K20me3). In this study we further made 
use of the triple pull-down approach to show that the binding of TFIID, SAGA, 
PHF8, and BPTF to H3K4me3 is stimulated by H3K9 and H3K14 acetylation. 
Apparently, multiple proteins and multiprotein complexes have evolved to harbor a 
combination of domains that can specifi cally recognize these different epigenetic 
modifi cations that are commonly present on promoters of genes that are actively 
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transcribed. The triple pull-down approach was also used to show that phosphoryla-
tion of H3S10 and H3S28 selectively inhibits the binding of proteins to H3K9me3 
and H3K27me3, respectively. Thus, multiple micromolar affi nity histone PTM 
interactions together with specifi c DNA interactions eventually result in a very high 
affi nity interaction of chromatin readers to their target genes. Furthermore, these 
interactions can be “tweaked” by adding or removing a certain reader within the 
complex or by adding an inhibitory modifi cation in close proximity to the trimethyl-
ated lysine residue.  

    Identifi cation of DNA and Nucleosome Readers 

 The approach described above is not restricted to modifi ed peptides but can also be 
used to identify specifi c DNA interactions [ 17 ]. In this case synthetic biotinylated 
and immobilized oligonucleotides are used as baits in affi nity pull-downs from 
nuclear extracts. This method can be used to identify proteins binding to a particular 
transcription factor-binding site or a single nucleotide polymorphism that may be 
linked to a certain disease or phenotype [ 18 ,  19 ]. In the context of epigenetics, this 
method can also be used to identify proteins that specifi cally recognize methylated 
or hydroxymethylated DNA [ 17 ,  20 ,  21 ,  22 ]. 

 Finally, complete in vitro reconstituted modifi ed nucleosomes can be used as 
affi nity baits. Using this approach one can investigate histone PTM cross talk 
between modifi cations occurring on different core histones as well as studying the 
interplay between DNA and histone modifi cations [ 23 ,  24 ]. In the future this 
approach can also be used to investigate the combinatorial effects of transcription 
factor-binding sites on DNA and PTMs on core histones. 

    Identifi cation of Protein–Protein Interactions 

 The approaches described in the previous section can be used to identify readers of 
epigenetic histone and DNA modifi cations. However, these experiments do not 
reveal any information about the protein complexes that these readers assemble in. 
Most cellular proteins perform their function in protein complexes, consisting of 
multiple stable core subunits and transient, substoichiometric interactors. Chromatin- 
associated proteins are no exception to this rule. Well studied chromatin-associated 
complexes, such as the Polycomb repressive complexes (PRC1 and PRC2) [ 25 ], the 
nucleosome remodeling and deacetylase (NuRD) complex [ 26 ], and mixed lineage 
leukemia (MLL) complexes [ 27 ,  28 ], harbor multiple (dynamic) subunits with 
different chromatin-binding domains and/or enzymatic activities towards histones 
and DNA. To understand the biological function of identifi ed chromatin “readers,” 
it is therefore crucial to identify their protein–protein interactions (PPIs). These 
experiments also help to discriminate direct PTM-mediated interactions from 
 indirect, PPI-mediated binding to an epigenetic modifi cation.   
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    Current State of the Art 

 Mass spectrometry has recently become an important platform to comprehensively 
identify PPIs of proteins of interest. The earliest approaches relied on tandem affi n-
ity purifi cation (TAP) of the bait protein and its interactors. Two introduced affi nity 
tags were sequentially used for affi nity purifi cation under stringent washing condi-
tions, leading to relatively pure protein complexes. These complexes were separated 
by SDS-PAGE gel and individual gel bands were cut out and identifi ed by mass 
spectrometry [ 29 ,  30 ]. However, mass spectrometers became extremely sensitive in 
recent years, and TAP tag purifi cations typically result in the identifi cation of hun-
dreds of proteins using the current state of the art instrumentation and data analysis 
software, even if the complexes appear relatively pure on gel. To overcome this 
problem, novel quantitative approaches that have been introduced in the previous 
section were developed. In these approaches, affi nity purifi ed samples are compared 
to control samples in a quantitative manner and this enables separating background 
binders from specifi c interactors [ 31 ]. As a consequence, there is no need for 
extensive purifi cation of protein complexes, allowing for single-step affi nity purifi -
cations and less stringent washes. This facilitates the identifi cation of transient, 
substoichiometric but potentially important interactors in addition to core complex 
subunits [ 31 ]. 

 To obtain a quantitative dimension in the mass spectrometric analyses, the earli-
est studies introduced stable isotope labels. As described above, this can be done in 
a chemical manner, in which peptides or proteins are chemically labeled, or in a 
metabolic manner, in which cells are grown in the presence of stable isotope-labeled 
amino acids [ 32 ]. Both chemical and metabolic labeling strategies allow the mixing 
of samples prior to mass spec analysis, thereby enabling direct comparison of pep-
tide abundance. The disadvantage of peptide labeling approaches is that this mixing 
occurs later in the workfl ow, which may induce more handling errors [ 32 ]. Recently, 
label-free quantifi cation methods were developed in PPI screenings [ 33 – 37 ]. In 
these approaches, the obtained mass spectrometry intensities are used to compare 
protein levels in different mass spectrometry runs. However, label-free quantifi ca-
tion relies on more complex computational analyses compared to isotopic labeling, 
in which ratios can be directly derived from the light and heavy peptide pair. 
Therefore, label-free approaches are often slightly less accurate compared to stable 
isotope labeling approaches, although in large high-throughput datasets, this lack of 
accuracy is compensated for by more robust statistics as a result of the large amount 
of samples. 

 During the last couple of years, multiple affi nity purifi cation methods combined 
with quantitative mass spectrometry (AP-qMS) have been developed. Several of 
these approaches make use of endogenous antibodies against proteins of interest. In 
QUantitative Immunoprecipitation Combined with Knockdown (QUICK), a control 
immunoprecipitation experiment is performed in a lysate in which the protein of 
interest is knocked down using RNA interference [ 38 ]. The protein that is knocked 
down and its interaction partners have a quantitative abundance ratio deviating from 
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the background population. Malovannaya and colleagues adopted endogenous 
AP-qMS using a large number of antibodies (>3,000 IPs) against nuclear proteins, 
thereby identifying over 10,000 proteins and even more PPIs to defi ne the nuclear 
“complexome” [ 39 ]. In this approach, rather than using a control pull-down for each 
immunoprecipitation, the complete dataset serves as a control for each individual 
immunoprecipitation. Other AP-qMS methods rely on the introduction of tags into 
proteins, such as FLAG [ 35 ,  40 ] and GFP [ 41 ]. Importantly, workfl ows have been 
adapted such that PPIs can be detected in a gel-free manner and using a single 
LC-MS/MS run, thereby signifi cantly increasing the throughput. A potential prob-
lem of tagging approaches is that these methods tend to result in an overexpression 
of the bait relative to the endogenous protein. This issue can be addressed by induc-
ible expression systems that allow for a sophisticated fi ne tuning of expression 
levels [ 42 ]. An alternative is using BAC TransgeneOmics, in which GFP tagging of 
proteins in mammalian cells is accomplished at near endogenous level by bacterial 
artifi cial chromosomes [ 41 ]. We used this approach to identify PPIs for chromatin 
readers of interest, as will be discussed in detail next.  

    Assigning Chromatin Readers into Complexes 

 The SILAC-based workfl ow of AP-qMS using GFP-tagged nuclear proteins is 
 optimized and explained previously [ 33 ]. Briefl y, cells expressing the fusion protein 
(GFP cells) and control cells (WT cells) without the fusion protein are differentially 
SILAC labeled (Fig.  2 , Interactor identifi cation—SILAC). Nuclear extracts obtained 
from these cells are applied to GFP-AP using GFP-nanotrap beads [ 43 ] and mixed 
afterwards followed by on-bead trypsin digestion and LC-MS/MS (forward experi-
ment). A second experiment is performed in which the SILAC labels of the GFP and 
WT cells are swapped (reverse experiment). In both experiments, proteins that bind 
nonspecifi cally to the AP beads are found in similar levels in the WT and GFP cells. 
Peptides derived from these proteins will show a one to one (1:1) ratio in the mass 
spectrometer. In contrast, the GFP-tagged protein and its interactors will be more 
abundant in the GFP-AP compared to the WT pull-down and will have a ratio that 
is signifi cantly deviating from the background population. 

 This approach was extensively used to characterize the protein complexes 
harboring chromatin readers. In our comprehensive analyses of readers for trimeth-
ylated lysines on histone H3 and H4, many new interactors were discovered. Quite 
a few of these readers were previously uncharacterized proteins, which were not 
known to be involved in chromatin structure and function. One of these proteins, 
LRWD1, was found to have affi nity for three transcriptionally repressive histone 
trimethyl lysine marks (H3K9me3, H3K27me3, and H4K20me3). Interestingly, 
these marks are also bound by the origin recognition complex (ORC), suggesting 
that LRWD1 may be a novel interactor of the ORC complex. Indeed, GFP tagging 
and purifi cation of ORC2 revealed that LRWD1 is a direct interactor of this com-
plex [ 16 ,  23 ]. Independently LRWD1 was also identifi ed by others as a novel ORC 
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complex subunit called ORCA [ 44 ]. The same approach was used to identify two 
novel subunits of the human BPTF/NuRF complex. We also identifi ed a large num-
ber of novel HP1 interactors, many of which carry zinc fi ngers such as POGZ and 
Znf828. These proteins may serve to recruit HP1 isoforms to target sites in the 
genome. 

 The GFP-tag-based purifi cation can also be applied in a label-free approach [ 45 –
 47 ]. In this method, GFP and WT cells are both cultured in normal medium after 
which nuclear extract preparation and GFP-AP MS are done separately (Fig.  2 , 
Interactor identifi cation—label-free). After raw data analysis, the normalized inten-
sity of a protein is compared between the GFP-AP and the control. To quantitatively 
distinguish PPIs from background proteins, an adapted  t -test with a permutation-
based false discovery rate (FDR) is performed using Perseus (MaxQuant soft-
ware package [ 48 ]). A prerequisite of this  t -test is that the specifi c and control 
pull-downs have to be performed at least in triplicate. We used this workfl ow to 
study PPIs of important chromatin-associated complexes. Purifi cation of the PRC2 
and MBD3/NuRD complex resulted in the identifi cation of multiple novel interac-
tors. For PRC2, these included two uncharacterized proteins, C17orf96 and 
C10orf12, which we hypothesize to affect PRC2 activity or play a role in recruiting 
PRC2 to target sites in the genome [ 43 ]. The NuRD complex interacts with multiple 
zinc fi nger proteins including ZMYND8 and Znf592 [ 43 ,  49 ]. The function of these 
proteins is not well understood, but they were recently identifi ed as a major tran-
scriptional coregulator complex [ 39 ]. These results therefore establish a new link 
between the NuRD complex and regulation of transcription.   

    Label-Free Stoichiometry Determination of PPIs 

 All of the above-mentioned stable isotope labeling and label-free approaches 
provide high-confi dence PPI data. These experiments, however, do not reveal any 
information about the stoichiometry of the detected interactions. The identifi cation 
of core subunits is, of course, of major importance in order to determine the key 
affi nities and enzymatic activities of the complex of interest. In order to obtain stoi-
chiometry information, the relative abundance of interactors needs to be determined. 
In recent years, different strategies have been deployed to obtain (relative) quantifi -
cation of the abundance of proteins in a particular sample [ 50 – 52 ]. Many of these 
strategies rely on a spike-in of isotope-labeled reference peptides of which the exact 
concentration is known. The use of these peptides is, however, expensive, not 
straightforward, and it is not suitable for high throughput screening. In a recent 
study, the abundance of proteins was estimated using an algorithm that normalizes 
the sum of peptide intensities of a protein for the theoretical number of its tryptic 
peptides, so-called intensity-based absolute quantifi cation (iBAQ) [ 53 ]. Using this 
algorithm, it is now possible to combine label-free PPI identifi cation with an esti-
mation of the relative abundance of the protein of interest and its interactors [ 43 , 
 44 ]. This facilitates the stoichiometry determination of protein complex subunits, 
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by scaling one of the interactors, for example, the GFP tagged protein to 1 (Fig.  2 —
Stoichiometry determination). In a recent study, we applied this stoichiometry 
determination methodology to the PRC2 and NuRD complexes [ 43 ]. To determine 
the MBD3/NuRD complex stoichiometry, we tagged MBD3 in HeLa cells and 
applied AP-qMS on nuclear extracts. The stoichiometry determination exposed a 
core complex of 1× CHD3/4, HDAC1/2 and MBD3, 2× GATAD2A/B and DOC1, 
3× MTA1/2/3 and 6× Rbbp4/7. The newly identifi ed zinc fi nger proteins Zmynd8 
and Znf592 were found to be substoichiometric, which can be expected of interac-
tors that serve to recruit the core complex to specifi c target genes. Since the struc-
ture of the NuRD complex is still unknown, this information is of high value and it 
might pave the path to recombinantly reconstitute and model this complex. For 
PRC2, we tagged EED with GFP in HeLa cells and performed AP-qMS. This 
revealed a core PRC2 complex, consisting of one molecule of EED, Suz12 and 
Ezh1/2. Recently published cryo electron microscopy data for PRC2 confi rm these 
observations [ 54 ]. Other known interactors such as Rbbp4/7, PCL1/2/3, AEBP2, 
and Jarid2 bind substoichiometrically. The same holds true for the novel PRC2 
interactors C17orf96 and C10orf12. This result implies a functional diversifi cation 
of distinct PRC2 subcomplexes each containing different interactors as a stoichio-
metric component, which may serve to affect PRC2 complex activity or recruitment 
to target loci in a highly regulated spatiotemporal manner.  

    Integrating MS-Based Interactomics Technology 
to Study Chromatin Structure and Epigenetics 

 To exemplify the different workfl ows described in this chapter and to emphasize the 
complementary nature of these experiments, we present an example in Fig.  3 . In this 
case, interactors of methylated DNA were explored using immobilized DNA strands 
with or without CpG methylation. Nuclear extracts from light and heavy-labeled 
HeLa cells were separately incubated with the unmodifi ed and CpG methylated 
DNA, respectively. Additionally, a reverse experiment was performed using a label- 
swap. Plotting the SILAC ratios of both experiments in a scatterplot revealed that 
the NuRD complex specifi cally binds to the methylated DNA, whereas CXXC 
domain-containing proteins and zinc fi nger proteins show a higher affi nity for the 
non-methylated DNA (Fig.  3a ). CXXC domain-containing proteins are known to 
have a preference for non-methylated CpGs [ 55 ]. To characterize the subunit com-
position of the NuRD complex, its core subunit DOC1, which was identifi ed as a 
specifi c interactor in the methylated DNA pull-down, was tagged with GFP and its 
interactors were identifi ed using label-free AP-qMS. Using the described 
permutation- based FDR  t- test (FDR = 0.001 and s0 = 1), all known NuRD subunits 
are identifi ed as interactors together with a zinc fi nger protein and CSB, which was 
recently discovered as a NuRD-associated factor at rRNA genes [ 56 ] (Fig.  3b ). To 
distinguish core subunits from substoichiometric interactors and to characterize the 
stoichiometry of the complex, we performed the iBAQ-based calculations. After 
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scaling the relative abundance data to RBAP46/48, we obtain stoichiometries for 
the core subunits highly similar to previously published data [ 43 ] (Fig.  3c ). 
Strikingly, both CSB and the zinc fi nger protein are highly substoichiometric, as 
one might expect from the fact that CSB, and probably the zinc fi nger protein as 
well, target the NuRD complex to only a subset of target genes [ 56 ].

       Summary and Outlook 

 In this chapter we have outlined recent developments in the fi eld of quantitative 
mass spectrometry-based interactomics and we have illustrated how this technology 
can be used to answer important questions in the fi eld of epigenetics, in particular 
to identify and characterize chromatin readers. In the future, such studies can be 
extended to virtually all organisms and cell types including embryonic stem cells or 
to cells arrested in a particular stage of the cell cycle to identify mitosis or S-phase- 
specifi c readers for epigenetic modifi cations of interest, for example. These quanti-
tative approaches can be further developed to deduce the dissociation constants of 
detected chromatin reader–PTM interactions [ 57 ]. Furthermore, to complement 
these global interaction profi ling experiments, techniques need to be developed that 
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can be used to characterize the proteome and epigenetic modifi cation profi le of 
particular genomic loci in a spatiotemporal and quantitative manner. Several tech-
nologies that can be used for this have recently been developed [ 58 – 61 ]. 

 Due to the fact that epigenetic modifi cations are all reversible, the writers, 
readers, and erasers of these marks are attractive as potential drug targets. 
Therefore, identifi cation and characterization of chromatin readers is not only 
important from a basic scientifi c interest but also from a clinical perspective. For 
example, bromodomain containing chromatin readers such as Brd2, Brd3, and 
Brd4 recently received a lot of attention, since small molecules that inhibit bind-
ing of these proteins to acetylated histones have been developed (JQ1 and I-BET) 
[ 62 ,  63 ]. These compounds have therapeutic potential and can be used for the 
treatment of MLL translocation-induced leukemia to inhibit aberrant expressed of 
proteins such as Myc in the tumor cells [ 64 ]. Such “epidrugs” may also be devel-
oped for other chromatin readers, including those interacting with trimethylated 
lysines on histone H3 and H4, to treat cancers that are characterized by aberrant 
lysine methylation patterns.     
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    Abstract     Current epigenetic research encompasses studies on inheritance of 
stereotypic patterns of chromatin-associated histones and nonhistone proteins, their 
variant forms, modifi cations on the DNA as well as proteins and noncoding RNAs, 
relevant to nuclear-templated cellular events governing vertebrate gene function and 
differentiation. In recent years, the study of chromatin proteins and their interaction 
networks have evolved to grouping meaningful recurring marks into chromatin 
states. Major impetus in the study of chromatin states has been the outstanding 
improvements in analytical technology, including methodologies for effi cient 
extraction of chromatin and its components, innovative preparatory chemistries, 
precision instrumentation, analytical layouts with better chemical discrimination, 
and retooled informatics capabilities. This chapter reviews some important recent 
developments in this growing fi eld of interest and their potential for uncovering 
novel proteins and their modulatory roles in chromatin activity. We outline the 
global profi ling of the most abundant of the chromatin proteins, the histones, and 
their modifi cations in several model organisms and cellular contexts, besides cor-
relating particular histone marks and their turnover rates to specifi c chromatin states. 
A whole nuclear proteome description delineating an integrated workfl ow for pro-
tein preparation, interrogation of chromatin states, and data analysis is illustrated.  
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        Spatial Chromatin States 

    Nucleosome Structure 

 A diploid cell in the human body has about 2-m long DNA compacted in a nucleus 
that is 6 µm in diameter. This mind-boggling compression is made possible by coil-
ing and supercoiling, starting with the wrapping of the negatively charged DNA 
around positively charged basic proteins called histones to form the  chromatin . An 
octomeric ensemble consisting of a pair each of the core histones: H2A, H2B, H3, 
and H4 [ 1 ] winds 146 base pairs of DNA electrostatically (1.7 turns of DNA helix), 
and the next 20 base pairs are bound by the linker histone, the H1 protein, thereby 
spooling two full turns of DNA, into a structural and functional unit of chromatin 
called  nucleosome . Histones have a carboxy - terminal tail, a globular domain, and a 
positively charged amino-terminal tail that is highly conserved as for the amino acid 
sequence [ 2 ].  

    Histone Variants 

 All histones except H4 have been shown to have variations in the amino acid 
sequence at the carboxy terminal leading to  histone variants . A comprehensive 
database of human histone proteins and histone-modifying enzymes, HIstome cata-
logs 55 histone variants, 106 distinct sites of modifi cations brought about by 152 
modifying enzymes [ 3 ]. Histone variants seem to be correlated with particular 
 chromatin states. H2A variants, viz., H2A.X, H2A.Z, H2AvD, macroH2A1, mac-
roH2A2, and H2A. Bbd seem to act in a distinct pattern during gene activation or 
silencing ([ 4 ,  5 ]; reviewed by [ 6 ]). Similarly, H3 variants such as H3.1, H3.2, H3.3, 
and Cenp-A have been found to have unique functional associations. In addition to 
variants, different subtypes can be encodes by two genes as in macroH2A1 and 
macroH2A2 (abbreviated mH2A1 and mH2A2) encoded by  H2afy  and  H2afy2  [ 4 ]. 
Any number of alternative splicing of the histone gene can result in histone iso-
forms, such as seen in H2A isoforms, mH2A1.1 and mH2A1.2 encoded from the 
same gene,  H2afy  but differing in the nonhistone region [ 7 ]. In mammals, a number 
of these histone forms have evolved in a tissue-specifi c manner [ 8 ] and seem to 
carry out specialized functions [ 9 ,  10 ].  

    Histone Posttranslational Modifi cations 

 Histones are modifi ed at specifi c amino acids by multiple functional groups giving 
rise to  posttranslational modifi cations  (PTMs) such as lysine acetylation, lysine and 
arginine methylation, serine and threonine phosphorylation, lysine ubiquitination, 
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sumoylation, etc. A recent study had extended the list to over 130 histone marks, 
comprising functional groups and modifi ed amino acid sites, in a systematic analy-
sis of PTMs on human histones    [ 11 ]. Studies from our lab have confi rmed that the 
turnover rates of PTMs vary depending upon the modifi cation status and sequence 
variant [ 12 ,  13 ]. These PTMs modify the chromatin compaction by altering the 
charge on the amino acid, as seen with histone acetylation neutralizing the charge 
on lysine [ 14 ]; they also infl uence higher-order chromatin structure by organizing 
chromatin into distinct transcriptionally active and silent states [ 15 ], besides regu-
lating chromatin remodeling, chromosomal condensation and segregation, mecha-
nisms of replication, recombination, repair, senescence, and aging by modifying 
internucleosomal and histone–DNA contacts [ 16 ]. Further, histone PTMs act as 
docking sites for recruiting chromatin-associated proteins [ 17 ,  18 ] as well as allo-
sterically regulate the chromatin complex at the binding domains (reviewed by 
[ 19 ]). Just as histone variants defi ne distinct chromatin states (e.g. H3.3 with tran-
scriptional activation and H3.2 with gene silencing), particular modifi cations of the 
same variant also differentially modulate chromatin activity (H3.1 acetylation with 
gene activation and H3.1 dimethylation to gene silencing) [ 20 ].  

    Histone Code 

 The range of histone PTMs includes not only a variety of modifying groups but also 
degrees of modifi cation of each group (mono, di, and tri) and together the specifi c 
patterns of amino-terminal histone modifi cations on a chromosome domain gener-
ate discrete combinatorial codes, often referred to as the  histone code  [ 2 ]. These 
differential forms anchoring chromatin-binding factors provide further functional 
diversity to each site and thereby enhance the informative potential of the genetic 
code. Histone PTM patterns seem to be unique across a broad variety of organisms 
[ 12 ] and even within the same organism, appear to have distinct kinetics at different 
physiological states [ 13 ]. Modifi cations, including acetylation and phosphorylation, 
are reversible and dynamic and are often associated with inducible expression of 
individual genes. Other modifi cations, such as methylation are found to be more 
stable, can be either activating or repressive and are involved in the long-term main-
tenance of the expression status of regions of the genome.   

    Epigenetic Factors Infl uence Functional Chromatin States 

 Broadly, eukaryotic cells exist in two functional chromatin states during key cellular 
events such as proliferation, differentiation, apoptosis, death, and regeneration: 
 euchromatin  with open conformation allowing gene expression and the  heterochro-
matin  with condensation of DNA to inactivate genes. In humans, regions surround-
ing centromeres and telomeres are constitutively heterochromatic, whereas large 
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parts of the chromosome arms consist of transcriptionally competent  euchromatin . 
Heterochromatin may be facultative as in X-inactivation in females, where the silent 
X-chromosome reverts back to euchromatin if transmitted to the male progeny. The 
chromatin states are modulated by proteins and enzymes that bind to the DNA. 
Current consensus is that transcriptionally silent CpG islands have hypoacetylated 
chromatin histone sites that are recognized by de novo DNA methyl transferases 
(DNMTs) that methylate the CpG regions and lock the gene promoter in a repres-
sive state; proteins such as MeCP2 selectively bind to methylated DNA via a 
methyl-CpG sequence-binding domain (MBD) and recruit histone deacetylases 
(HDAC) to repress chromatin and prohibit transcription factor binding [ 21 ,  22 ]. 
However, the CpG islands within gene promoters are marked by monomethylated 
histone H3K4 that prevents de novo DNA methylation [ 23 ,  24 ] and help recruit 
transcription factors such as Sp1 and CTCF, which along with RNA polymerase II 
may block DNMT3a/b interaction with sites of transcriptional initiation [ 25 – 27 ]. 
DNMT1, itself a methylase has been shown to be directly methylated by the histone 
methylase, SET7/9 and demethylated by LSD1 [ 28 ]. Similar infl uences of histone 
distribution on the nature of DNA methylation have been endorsed in several large- 
scale studies of model organisms and humans, employing chromatin immunopre-
cipitation–microarray hybridization (ChIP-on-chip) analyses and expression 
reporter assays [ 29 – 32 ], highlighting the importance of deciphering global histone 
patterns for understanding chromatin dynamics.  

    Interrogation of Chromatin States by Mass Spectrometry 

    Challenges in Proteomics 

 The increased need for sensitive and accurate global identifi cation of aberrant chro-
matin states and epigenetic determinants of disease is one of the many driving forces 
behind mass spectrometry (MS)-based proteomics. Most cancer cells manifest a 
global loss of H4K16ac, the active mark H3K4me3, and the repressive mark 
H4K20me3 and a gain in the repressive marks H3K9me and H3K27me3, due to the 
aberrant expression of histone acetyltransferases (HATs), histone deacteylases 
(HDACs), histone methyltransferases (HMTs), and histone demethylases (HDMs) 
[ 33 ]. In order to tackle the multifactorial molecular profi ling of cells from complex 
biological samples, shotgun proteomics relying on mass spectrometry is performed 
for large-scale analyses. This is performed by digesting proteins into peptides, ion-
izing and sequencing them using tandem mass spectrometry followed by automated 
database searching. The success of this approach depends largely on two parame-
ters: (1) the uniformity of peptide preparation across a variety of samples in differ-
ent experiments to give reproducible results and (2) simplifying sample complexity 
so that tandem MS for important peptides are acquired. Compounding to these 
requirements, unique constraint in the identifi cation of individual proteins within a 
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complex biological sample, limitations in dynamic range impeding detection of 
low-abundance proteins, and evaluation of all potentially useful information from 
the raw data have spurred a number of technical innovations.  

    Types of Mass Spectrometry 

 Mass spectrometry-based approaches measure mass/charge ratio ( m / z ) of the ions 
fragmented from a peptide in helium or argon gas for mapping the chromatin pro-
teins and their modifi cations. Electron capture dissociation (ECD) and electron 
transfer dissociation (ETD) are suitable for fragmenting ions of large peptides and 
proteins while preserving the PTMs stably during the ionization process, whereas 
collision-induced dissociation (CID) works best for short peptides (Fig.  1 ). Different 
PTMs result in unique mass shifts depending on the functional groups attached, 
such as acetylation on lysine residue having a mass shift of 42.011 Da over the 
unmodifi ed peptide. However trimethylation (42.047 Da) may also have an identi-
cal mass shift and by using a high mass accuracy Orbitrap mass spectrometer, these 
masses differing by a mere 0.036  m / z  can be discriminated with reliable sensitivity 
(Fig.  2 ). Depending on the choice of gas phase fragmentation and the extent of the 
protein modifi cation, a method that can both preserve and detect PTMs can be 

  Fig. 1    Workfl ow for quantitative proteomics using bottom-up, middle-down, and top-down MS 
analysis of posttranslational modifi cations.  WCX-HILIC  weak cation exchange-hydrophilic inter-
action liquid chromatography,  CID  collision-induced dissociation,  ETD  electron transfer dissocia-
tion,  HCD  higher energy collisional dissociation,  IRM-PD  infrared multiple photon dissociation, 
 FT-ICR  Fourier transform ion cyclotron resonance,  QTOF  quadrupole time of fl ight,  PTM  post-
translational modifi cation       
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adopted for characterizing chromatin proteins by “bottom-up,” “middle-down,” and 
“top-down” approaches (Fig.  1 ). Bottom-up proteomics relies on enzymatic protein 
digestions before liquid chromatography-coupled tandem MS analysis (LC-MS/
MS), using trypsin for cleaving proteins highly specifi cally at arginine and lysine 
residues, so that peptides with an average size of 700–1,500 Da (typically ~8–25 
residues long) and C-terminal arginine or lysine can be easily sequenced. On the 
other hand, a partial trypsinization or digestion with AspN preferentially cleaving 
proteins at N terminus of aspartic acid and cysteine or GluC cutting at the C termi-
nus of glutamic and aspartic acid, ideally generating 2–20 kDa peptides is preferred 
for middle- down MS. Usually, a combination of enzymes or alternate enzymes is 
used to cleave peptides into sizes amenable for deep sequence coverage. 
Alternatively, top-down proteomics focuses on complete characterization of undi-
gested proteins and is dependent on effi cient separation of intact proteins for deduc-
ing combinatorial PTM information. The higher charge states of intact proteins in 

  Fig. 2    Accurate discrimination of the trimethyl and acetyl variants of histone H3 peptide (9–17 
residues). ( a ) Mass spectrum shows H3K9me3 eluting at 36.4 min with  m / z  528.314. ( b)  Mass 
spectrum shows coelution of H3K9ac and H3K14ac at 40.8 min  m / z  528.296. The H3 peptides 
with analyte modifi cations in subscript ( pr  propionylation,  me3  trimethylation,  ac  acetylation) are 
shown  inset  in the chromatogram. Generally, H3K9me3 is associated with heterochromatin or 
silent euchromatin and H3K9ac has been correlated with transcriptional activation, while H3K14ac 
is critical for DNA damage checkpoint activation       
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the electrospray ionization (ESI) may often result in complex MS and MS/MS 
 spectra and necessitates fragmentation by ETD and the use of high resolution 
 tandem mass analyzers.

        Sample Preparation for Mass Spectrometry 

 In order to understand the chromatin states, it is imperative to develop rapid and 
reliable analytical methods that can be cost effectively performed routinely and in 
high throughput by exploiting naturally endowed features of some chromatin pro-
teins. For example, histone purifi cation in biological samples is greatly eased by 
their abundance in the nuclear compartment and by their basic nature that has 
allowed extraction in sulfuric acid. Phosphatase–deacetylase inhibitor cocktails and 
reducing agents preserve the PTMs on the peptides intact during isolation by 
mechanical disruption or nonionic detergents. Extraction of chromatin proteins in a 
relatively pure state is still not possible for the different species, cell types within the 
organism, and physiological states of the cell. In most cases, a compromise between 
biological specifi city and broadness of characterization needs to be made. In a 
large-scale chromatin proteomic study by our group, three chromatin extraction 
procedures (total chromatin extraction using Triton X-100, salt extraction, and 
micrococcal nuclease digestion) were used to maximized the protein coverage; 
based on the protein quantity, MNase digestion fared better than both total and salt 
extraction, whereas the number of proteins identifi ed were best with salt extraction 
[ 34 ]. This study also demonstrated the utility of simple area peak measurements of 
MNase-digested label-free cultured cells yielding higher specifi city for chromatin 
proteins in eu- and heterochromatin fractions. However, only 25 % of the proteins 
(487 hits) were purifi ed across all three methods and roughly only half of the pro-
teins seemed exclusive to a single preparation, underlining the importance of mul-
tiple methods of sample preparation or the time- conserving isotope or 
metabolic-labeling strategy to enhance data retrieval in global proteomic analyses. 

 Affi nity purifi cation have been used to purify proteins of interest for MS and 
combined with pull-down protocols help to identify protein–protein interactors. 
These methods have to be used with caution as they may nonspecifi cally copurify 
contaminating proteins and inadvertently remove low abundance/low affi nity spe-
cifi c partner proteins along with nonspecifi c proteins. While no one method meets 
all the requirements for interrogating chromatin states, the combination of several 
techniques have been proven to be useful. Immunoprecipiting Brd- and HP1-FLAG 
fusion proteins from asynchronously growing HEK (human embryonic kidney) 
cells, we performed tandem MS to map multiple and distinct PTMs on HP1a [ 35 ,  36 ]. 
Similar methods have been validated by other workers [ 37 ,  38 ]. Approaches such as 
affi nity purifi cation using engineered recombinase excision [ 39 ] or biochemical 
enrichment [ 40 ] though useful for single proteins and modifi cations, are not done at 
a whole-proteomic level and lack specifi city of protein interactions.  
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    Protein Quantifi cation in Mass Spectrometry 

    Label-Free Quantifi cation Format 

 The simplest label-free methods for the relative quantifi cation of proteins in complex 
biological samples depend on the use of ion intensity, the number of unique peptides 
assigned to a given protein, and spectral counts as measures of relative abundance 
for individual proteins in a complex sample; subsequently, the masses of eluting 
cationic peptide precursors are measured in a MS scan. The most abundant precur-
sors can also be selected in series for successive tandem MS events (MS/MS), called 
the  data-dependent acquisition  throughout the entire chromatographic separation 
and mass spectra of peptides generated can be then mapped to peptide or protein 
sequence databases such as the Sequest or Mascot. Relative expression levels (fold 
increase or decrease) can be deduced with algorithms such as MaxQuant, Proteome 
Discoverer, or Mascot Distiller. We routinely target for  m / z  of about 250–1,650 in 
full MS spectra and sequence seven most intense ions by CID for high-throughput 
proteome analysis. This straightforward MS setting had sensitively identifi ed 1,912 
unique proteins in chromatin-enriched fractions from HeLa cells [ 34 ]. Similar unla-
beled middle-down approach identifi ed over 150 PTMs on the histone H3.2-(1–50) 
peptide in asynchronously grown and butyrate-treated HeLa cells using off-line 
weak cation HILIC and infusion of HILIC fractions into an FTICR mass spectrom-
eter with ECD fragmentation [ 41 ]. We found reproducible results employing both 
CID for short peptides (bottom-up and middle-down MS) and ETD for long protein 
(top-down) to confi rm the paucity of histone PTMs in the most abundant of the 
chromatin proteins, HMGA1 [ 42 ].  

    Quantifi cation Through Chemical Derivatization with Stable 
Isotope Labeling 

 Some of the challenges in histone PTM detection by bottom-up MS such as sequence 
coverage are ensured by detecting peptides that are suffi ciently small to bear modi-
fi cations but long and hydrophobic enough to bind to the column. Presence of 
lysines and arginines too close to each other may prevent the digestion at one or the 
other residue, generating missed-cleavage events that are prone to poor reproduc-
ibility in MS. In addition, a difference in peptide sequence and modifi cation state, 
unmodifi ed and trimethylation for instance, may lead to differences in the ionization 
effi ciencies of both peptides. Digestion of proteins into very small peptides result in 
poor chromatographic retention and this limitation has been remedied by chemical 
derivatization of the histones prior to proteolysis using acetic or propionic anhy-
dride [ 43 ,  44 ]. We routinely derivatize the free ε-amino group in the N terminus and 
endogenously unmodifi ed or monomethylated internal lysines, so that large and 
reproducible tail peptides containing histone modifi cations can be generated by 
trypsin digestion that only cleaves histones at the C-terminal to arginine residues 
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generating slightly longer tryptic-like peptides ending in Arg residues that facilitate 
subsequent ionization, detection, and fragmentation by MS, with a mass shift of 
+56 Da. As a further innovation, we use a double derivatization method where a 
secondary derivatization using heavy  d  10 -propionic anhydride is performed after 
trypsin digestion on the second sample so that a pair of equivalent peptides derived 
from two samples that contain identical modifi cations will be detected as a doublet 
separated by 5 Da (the mass difference between  d  5 - and  d  0 -propionylated peptides) 
in MS spectra (Fig.  3 ). By comparing the intensity of individual peaks, the relative 
abundance of specifi c modifi cations in the two samples can be determined [ 36 ,  45 ].

       Metabolic Labeling for Characterizing Dynamic Changes 
in Chromatin Proteins 

 Label-free techniques based on protein spectral counts often have a limited dynamic 
range that is offset by metabolic/isotope labeling techniques that can provide more 
accurate quantifi cation at low signal-to-noise and reduce errors introduced during 
sample preparation prior to mass spectrometry analysis. A metabolic labeling 
method, Stable Isotope Labeling by Amino acids in Cell culture (SILAC), which 
allows the incorporation of stable isotope amino acid residues into proteins has been 
greatly eased quantitative proteomic analysis. Matched cultures of cells are grown 
in identical media except that one medium contains a “light” and the other a “heavy” 
form of a selected amino acid (e.g.,  12 C- and  13 C-labeled L-leucine, respectively). 
Metabolic incorporation of stable isotope amino acids results in pairs of chemically 
identical peptides that can be detected by MS. The relative abundance of the two 
proteins can be accurately determined by the ratio of MS peak intensities for such 

  Fig. 3    Chemical 
derivatization coupled to 
LC-MS/MS can relatively 
quantify proteins from two 
cell types. Full mass 
spectrum for the 2+ charge 
state of the modifi ed 9–17 
residue-long H3 peptide, 
 pr K me2 STGGK ac AP, showing 
relative amounts in human 
myotubes ( blue , derivatized 
with propionic anhydride,  d  0 ) 
and myoblasts ( red , 
derivatized with heavy- 
propionic anhydride,  d  5 ) by 
quantitative bottom-up MS. 
 pr  propionylation,  me3  
trimethylation,  ac  acetylation       
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peptide pairs (Fig.  4 ). Because of its high sequence coverage of identifi ed proteins, 
high labeling effi ciency, and simplicity of incorporation, this strategy has become 
one of the most popular methods for quantitative characterization of differentially 
expressed proteins and posttranslational modifi cations.

   Pulsed SILAC method entails adding isotope-labeled “heavy” amino acids to the 
growth medium for only a short period of time. In heavy-methyl SILAC method, the 
cells were cultured in media with  13 CD 3 -methionine and can be converted to  13  CD 3 - 
adenosyl methionine, a sole biological methyl donor, thereby labeling all newly 
modifi ed histones to heavy methyl group. The identifi cation and relative quantifi ca-
tion of histone methylation can be achieved by measuring relative peak intensities 
of methyl-modifi ed peptide pairs. The advantages of this method include increased 
confi dence in methylation site mapping as well as quantifi cation and distinction 
between trimethylation and acetylation. Using isotope-labeled reference proteome, 
we have tracked the turnover of histone variants and PTMs in unsynchronized grow-
ing HeLa cells, pulsing in media containing exclusively 13 C 6  15 N 2 -lysine, so that 
newly synthesized histones incorporated the isotopically “heavy”  13 C 6  15 N 2 -lysine 
residues [ 46 ]. We found that in contrast to the highly dynamic acetylation, lysine 
methylation kinetics was observed to be much slower on the N-terminal tails of 
newly synthesized histones. In an earlier study, combining in vivo labeling with 
SILAC and top-down MS, Pesavento et al. [ 47 ] showed that almost all K20 methyl-
ations occurred progressively and targeted newly synthesized H4 histones during 
the cell cycle. Further expanding information on the temporal origins and methyla-
tion pathways for histone posttranslational modifi cations during cell cycle using 

  Fig. 4    SILAC labeling enables comparative analysis of multiple samples. LC-MS of unlabeled 
myotubes ( blue ) and  13 C 6 , 15 N 4 -labeled myoblasts ( red ) shows differential expression of skeletal 
muscle marker, desmin (TFGGAPGFPLGSPLSSPVFPR) (2+)       
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 12 CH 3 -methionine labeling, we found that H3K9me3 and H3K27me3 may be the 
“prompts” for histone synthesis and DNA replication in cycling cells [ 48 ]. 

 SILAC-based technology has been employed for genome-wide and modest 
throughput analysis of chromatin proteins in multiple samples in a temporal fashion, 
such as for understanding the pathogenesis of yeast chromatin [ 49 ], cell cycle entry–
exit in human cells [ 50 ], breast cancer-specifi c epigenetic signature [ 51 ], and many 
more. Migliori et al. [ 50 ] reported a previously unknown chromatin mark, H3R2me2s 
favoring euchromatin state during cell cycle withdrawal and differentiation in human 
cells. Using fi ve different stable isotopic forms of arginine, a fi ve- plex SILAC-based 
approach identifi ed 144 nuclear proteins consistently upregulated during adipocyte 
differentiation [ 52 ]. Mann and colleagues demonstrated the highest ratio of modi-
fi ed to unmodifi ed residues of any protein viz. 57 posttranslational modifi cations 
mapped to 36 residues in chromatographically enriched NUCKS in HeLa cells 
grown synchronously in SILAC medium [ 53 ]. SILAC-based quantitative MS in 
affi nity purifi ed HeLa S3nuclear extracts revealed the interactome of two critical 
chromatin marks, H3K4me3 (enriched with 32 proteins) and H3K9me3 (enriched 
with 40 proteins) [ 54 ]. In a recent study, Mann and coworkers reported the highest 
coverage, identifying 5,111 proteins in SILAC-labeled mouse embryonic stem cells 
and detected predominantly active H3K4me3, repressive H3K27me3, and bivalent 
histone marks (H3K4me3 together with H3K27me3). The power of SILAC technol-
ogy resides in the number of amino acids that can be differentially labeled, which 
also imposes a limitation for some proteins ending up not being quantifi ed.  

    Isotope Labeling During Sample Preparation for Relative Quantifi cation 

 Accurate quantifi cation of proteins that are low abundance, hydrophobic, or highly 
charged can also be addressed by innovations in incorporation of mass tags during 
sample preparation (isobaric Tags for Relative and Absolute Quantifi cation, iTRAQ; 
 18 O labeling; Isotope-coded affi nity tag, ICAT; and Tandem Mass Tags, TMT). In 
these cases, relative quantifi cation of peptides is based on ratios of reporter ions in 
the low  m / z  region of spectra produced by precursor ion fragmentation and compari-
son to its unlabeled counterpart, without additional analytical load. Using affi nity 
purifi cation, iTRAQ and mass spectrometry methods, Montes de Oca et al. [ 55 ] 
identifi ed 11 candidates that constitute the proteome of an abundant nuclear protein, 
BAF in mediating DNA damage responses, genome replication, epigenetic control, 
and chromatin organization. Recently, Dephoure and Gygi [ 56 ] validated a rapid 
hyperplex approach with 2-day turnaround time and threefold increased protein 
coverage, using three metabolic labels (light, medium, and heavy labeling of lysine 
 13 C,  15  N, and D) and six isobaric tags (TMT) to profi le the effect of rapamycin on 
yeast proteome and consistently identifi ed >2,200 in four or more time points in 
three biological replicates. A recently developed variation of iTRAQ, mTRAQ 
(Applied Biosystems) performs absolute quantifi cation based on the isotope-dilu-
tion mass spectrometry (IDMS) principle and is specially designed to take advan-
tage of the MRM mode. The mTRAQ labels are nonisobaric and maximize possible 
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differences in the MRM transitions [ 57 ]. Even though iTRAQ can be 8-plexed, 
drawbacks including biases due to labeling effi ciency and limited fractionation 
options at protein and subcellular levels restrict its use for nuclear proteomic 
interrogation. 

 Isotope-coded affi nity tag (ICAT) labeling uses cleavable ICAT reagents consist-
ing of a biotin tag, a cleavable linker, the isotope-coded tag with nine  12 C (light 
form) or nine  13 C atoms (heavy form), respectively, and a protein reactive group. 
The stable isotopes incorporate into the proteins postisolation by selective alkyla-
tion of cysteines. Following SCX, tryptic digestion and separation of cysteine- 
containing peptides in an avidin column, the complexity of the mixture of proteins 
was reduced. ICAT-based technology has been used for describing the chromatin 
state in rat fi broblasts [ 58 ], human B lymphocytes [ 59 ], and skeletal myocytes [ 60 ]. 
However, besides being expensive, time consuming, and tedious to perform, since 
the technique targets the low-abundance cysteine, PTMs on cysteine interfere with 
ICAT incorporation. ICAT also has low peptide coverage as its mass (442 Da) in the 
fragmented ion, interfering  with reverse-phase retention times and MS/MS sequenc-
ing; also, derivatization at two sites may increase the molecular weight by 884 Da, 
thereby generating more complex MS/MS spectra. Another innovation called the 
Mass Coded Affi nity Tagging (MCAT) quantifi es protein by chemically converting 
C-terminal lysine into homoarginine (42 Da heavier). But the differential chemical 
reactivity of peptides to guanidination can be of critical concern in the acquisition 
of data and these tags have not been employed to study chromatin states as yet.   

    Advances in Workfl ow Instrumentation 

 Technological advances to increase resolution of mass spectrometry by ionization 
techniques such as matrix-assisted laser desorption/ionization (MALDI) and ESI 
has been concurrent to evolution of nanoscale extractions, workfl ow refi nement, 
mass-based multiplexing, and high throughput capabilities, thereby greatly enhanc-
ing the scope and potential of proteomic research in recent years. Shotgun pro-
teomic interrogation of complex biological samples using liquid chromatography 
(LC)-electrospray ionization tandem MS (ESI-MS/MS) on 3D- or linear ion traps as 
well as quadrupole time of fl ight (TOF) instruments has now graduated to coupling 
multidimensional separation approaches such as offl ine strong cation exchange 
(SCX) chromatography, online SCX as in MudPIT strategy, by combining SDS- 
PAGE to LC-MS (GeLC-MS), and isoelectric focusing (IEF). In a large-scale pro-
teomic analyses of chromatin and posttranslational modifi cations of chromatin 
protein, we coupled nanoliquid chromatography to LTQ-Orbitrap mass spectrome-
ter for MS–MS to be performed on all the peptide components at the same time in 
parallel without the need to serially select each peptide precursor ion for fragmenta-
tion and identifi ed over 1,900 unique proteins, besides global histone codes in eu- 
and heterochromatin fractions [ 34 ]. These novel proteomic analytical tools enable 
broad characterization, high throughput, improved dynamic range, high resolution, 
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and specifi city of protein identifi cation. However, in order to mature from being 
academic curiosities to reliable and effi cient approaches, these methodologies need 
validation using simple, cost-effective, and user-friendly workfl ows.  

    Data Analysis Following Mass Spectrometry 

 Early nuclear proteomic profi ling of HeLa by MALDI TOF and nanoES-MS relied 
on peptide matching to human-expressed sequence tags [ 61 ]   . In recent years, the 
availability of comprehensive proteomic/genomic databases as well as computa-
tional tools has augmented the protein identifi cation tremendously. From the sim-
plest correlation of chromatographic peak areas detected by MS to signal intensities 
to using data analysis pipelines that compare the experimental spectra to a selected 
protein database using “search engine” algorithms (e.g., Mascott, X!Tandem, 
Sequest, OSSMA), a plethora of free access software are available to a modestly 
bioinformatics-savvy researcher. Although no one software suite has been created 
to handle all data analysis steps, the desired analysis can be achieved by using com-
binations of multiple platforms. We recently developed the PILOT Protein for rapid 
computation of proteins and their PTMs in complex biological samples (HeLa cells) 
and evaluated with fi ve algorithms (VEMS, SEQUEST, InsPecT, X!Tandem, and 
ProteinProspector), the spectral data acquired from fi ve LC MS/MS instruments 
(QTOF, QStar, LTQ-FT Orbitrap, and hybrid Orbitrap/ion trap) of samples extracted 
by three procedures (total extraction, a salt extraction, or a micrococcal nuclease 
(MNase) digestion of Hela cells) [ 62 ]. Lastly, parsing data from different instru-
ments, settings and search engines into publicly available databases is presently a 
work in progress in the mass spectrometry community.   

    Antibody-Based Methods for Interrogating Chromatin States 

 While mass spectrometry is valuable for protein identifi cation and quantifi cation, 
the specifi c confi gurations of epigenetic mechanisms that determine chromatin 
states and the hierarchy of chromatin-proteins are examined at a molecular level 
using two strategies: (1) chromatin-centric approach for quantifi cation of locus- 
specifi c proteins, their PTMs, and the associated DNA segments and (2) genome- 
centric approach for bound factors. Chromatin immunoprecipitation (ChIP) is 
currently used to map known molecular targets and histone modifi cations at the 
nucleosome level but has several drawbacks that limit its widespread utility. ChIP is 
heavily dependent on availability of epitope-specifi c antibodies and can character-
ize the genome-binding behavior of already known proteins and thus does not help 
to identify new, previously unknown proteins, nor does it help to reveal the identi-
ties of additional interacting proteins that are associated with particular genomic 
regions of interest. Further, ChIP can only effectively examine single histone PTMs 
or proteins and cannot simultaneously profi le multiple targets, thereby being time 
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consuming and failing to shed light on the coincidence of particular histone PTMs, 
limitations shared by Western blotting and protein arrays as well. In recent years, 
some of these issues are being addressed by complementing immunoprecipitation, 
cDNA amplifi cation, qPCR, and microarray with application of LC-MS for global 
quantitative proteome analysis. 

 Current immunoprecipitation methods for identifying protein complexes bound to 
chromatin aim to reduce cellular protein contamination while maximizing number of 
chromatin-associated proteins purifi ed. We found about 15 % cytosolic, mitochon-
drial, ribosomal, and cytoskeletal proteins in a combined MS data set obtained after 
analyzing samples following three separate chromatin extraction procedures [ 34 ]. 
However some of these associations may be  bona fi de  as in the case of Ca 2+ /calmodu-
lin interacting with H2AX complex during DNA repair and ionizing radiation- induced 
cell cycle arrest [ 63 ] and our observation of non-nuclear proteins like vimentin in 
chromatin preparations [ 34 ] may be explained by their emerging role in gene regula-
tion [ 64 ] that warrants careful validation for their nuclear involvement. Another draw-
back is low abundance of epigenetic forms of proteins as we found in the case of 
Arg-modifi ed peptides of HMGA1a, probably due to their expression in specialized 
nuclear events [ 42 ]. Thirdly, subtle biologically meaningful proteomic changes may 
be masked when the background association of a protein with chromatin is high as in 
the case of unaltered levels of Pol α-primase binding to replisome [ 65 ]. 

 In the last few years, lack of availability of specifi c antibodies to pull-down all 
nuclear proteins had prompted ex vivo approaches for rapidly identifying and char-
acterizing proteins that interact with the genome at locations of interest. It has been 
shown that sequence-specifi c DNA-binding proteins can be isolated using nucleic 
acid affi nity capture [ 66 ] that “baited” DNA sequence outside of its endogenous 
context or an in vitro capture approach [ 67 – 70 ] and this strategy used along with 
SILAC [ 70 ] and can yield suffi cient material for MS identifi cation. A novel method 
called Proteomics of Isolated Chromatin segments (PICh) uses the endogenous 
DNA to retrieve the protein information. The DNA/formaldehyde- crosslinked chro-
matin regions were processed to release the proteins bound to those loci and identi-
fi ed using mass spectrometric analysis. This method is the reverse of ChIP, which 
uses protein antigens to capture the associated proteins. To determine low abun-
dance proteins from protein–DNA complexes formed in vivo, Butala et al. [ 71 ] used 
a low copy number plasmid containing the sequence of interest and LacI to facilitate 
extraction. Dejardin and Kingston [ 40 ] used locked nucleic acid (LNA) probes to 
capture highly repetitive telomeric sequences to obtain suffi cient bacterial protein 
for identifi cation. With further ingenuity, Wu and colleagues subjected cross-linked 
DNA–protein segments to partial exonuclease digestion to generate single-stranded 
regions of the DNA and captured the complex on a solid support grafted with com-
plementary oligonucleotides, an approach they termed as GENECAPP (Global 
ExoNuclease-based Enrichment of Chromatin- Associated Proteins for Proteomics) 
[ 72 ]. 

 Antibody-based protein arrays have been developed for phosphorylated proteins; 
while they have a utility for high-throughput screening, fi ner details such as the 
exact site of phosphorylation on each protein cannot be determined by this approach. 
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Other limitations of commercial histone antibodies include preferential recognition 
of epitopes multiply enriched for a given modifi cation as against single modifi ca-
tions, failure to distinguish methyl-lysine states (mono-, di-, and trimethylation) and 
to recognize off-target PTMs that are altered by neighboring PTMs [ 73 – 76 ]. As 
conventional immunological methodologies have limited success in detecting mul-
tiple PTMs and sequence variants, it is important to develop site-specifi c histone 
antibodies with good discriminatory abilities for intended targets and validate the 
PTMs, DNA, and protein partners that defi ne particular chromatin states. 

 From the perspective of identifying DNA sequences that are directly or indirectly 
bound to proteins of interest throughout the genome, chromatin immunoprecipita-
tion with subsequent analysis on DNA arrays (ChIP-Chip) [ 77 ], or by DNA sequenc-
ing (ChIP-Seq) [ 29 ,  78 ,  79 ] are popularly used. ChIP-chip (Chromatin IP and 
microarray) that have been used to study histone modifi cations either detect the 
distribution of histone modifi cations using antibodies specially targeting these mod-
ifi cations [ 80 ] or locate the enzymes that catalyze the histone modifi cation reactions 
[ 81 ]. Combining ChIP-chip with expression profi ling has established the correlation 
of histone markers with transcription activity [ 80 ,  82 ]. In humans, CpG island array 
showed strong correlation between CpG methylation and histone modifi cations 
[ 83 ]. Similarly, cDNA array has provided new information on the distribution of 
histone methylation patterns in the coding regions of human genes [ 84 ] and the til-
ing array mapping of H3 markers (dimethyl-K4 and trimethyl-K4, acetyl-H3K9, 
and acetyl-H3K14) to nonrepetitive regions of human chromosomes 21 and 22 [ 29 ], 
enabling wider perspective about correlates of chromatin states. 

 Coupling ChIP and quantitative MS (ChIP-qMS), we estimated the relative 
abundance of histones in human mononucleosomes bound by the bromodomain- 
containing proteins Brd2, Brd3, and Brd4 and by the chromodomain-containing 
heterochromatin proteins HP1 β and HP1 α [ 36 ]. Similar approach had been reported 
using Agilent 1100 series nanoHPLC-Chip/MS system to identify 39 nuclear fac-
tors in  Toxoplasma gondii  that control the activity of bradyzoite-specifi c  ENO1  pro-
moter; TgNF3was targeted for ChIP-Seq and subjected to qPCR to identify genes 
important in proliferation, virulence, differentiation, and cyst formation, through 
modulation of nucleosome assembly and/or disassembly [ 85 ]. Further, RNA 
sequencing has been used to elucidate the development-specifi c hepatic expression 
of 142 epigenetic modifi ers, including enzymes involved in DNA de/methylation, 
histone de/acetylation, histone de/methylation, histone phosphorylation, and 
chromosome- remodeling factors in male C57BL/6 mice [ 86 ].  

    Interrogation of Posttranslational Modifi cation
of Chromatin Proteins 

 Approaches targeting chromatin marks have identifi ed a number of interacting pro-
teins [ 87 – 90 ]. The differential enrichment of these DNA-binding proteins and their 
PTMs along with histone modifi cations may further increase the complexity of the 
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chromatin marks. Unlike the DNA that only gets methylated, chromatin-binding 
proteins bear all conceivable covalent modifi cations in combinatorial patterns 
reminiscent of the histones, albeit at low levels. The complex cross talk between 
PTMs of both histones and DNA-associated proteins is exemplifi ed by ubiquitina-
tion of H2A at K119 that seems to be essential for PcG-mediated gene repression 
and is facilitated by the E3 ligase, a PRC1 protein ring fi nger protein 2, RNF2, 
which itself is a ubiquitin-conjugated protein and alludes to multiple regulatory 
feedback loops [ 91 – 93 ]. 

    Heterochromatin Protein 1 (HP1) 

 We studied the diversity of PTMs of two notable chromatin proteins in order to 
understand the translation of this plurality into combinatorial specifi cities, their 
mechanism of action and functional consequences in appropriate cellular responses. 
The heterochromatin protein 1, HP1 initially recognized to be important in hetero-
chromatin formation, is part of the chromodomain protein superfamily that was 
identifi ed originally in  Drosophila  to mediate position effect variegation [ 94 ]. 
It exists as three isoforms: α, β, and γ and contain a N-terminal chromodomain (CD) 
that binds to histone PTMs such as H3K9me3, as well as a C-terminal chromo-
shadow domain (CSD). During transcription, mammalian HP1γ and H3K9me3 
seem to associate with the elongating RNA polymerase II (PolII), possibly involv-
ing the histone chaperone, FACT [ 95 – 98 ]. HP1 interacts with a number of other 
chromatin proteins such as kinase, KAP-1/Tif1β, histone deposition chaperone, 
CAF-1 complex, an ATP-dependent chromatin-remodeling complex, the BRG1 and 
the SET domain containing H3K9-specifi c HMTs, Suv39h1, SETDB1, and G9a/
GLP [ 99 – 102 ]. Fodor et al. [ 103 ] have demonstrated the functional role of a protein 
hydroxylase at pericentric heterochromatin in mammalian cells by monitoring 
lysine trimethyl states of H3K9me3. We and others have reported PTMs on HP1, 
including acetylation, methylation, ubiquitination, and sumoylation using antibody- 
based methods [ 35 ,  104 – 106 ]. We have comprehensively characterized known as 
well as novel sites of phosphorylation, methylation, acetylation, and formylation by 
nanofl ow liquid chromatography tandem MS, following immunoprecipitation of 
HP1 fusion proteins using anti-HP1-FLAG antibodies in asynchronously grown 
HEK (human embryonic kidney) cells [ 35 ]. The localization of these PTMs seem 
functionally strategic since phosphorylation sites were in the hinge region of the 
HP1 protein, modulating the protein binding at the origin recognition complex, 
while rest of the PTMs were detected in the chromo/chromoshadow domain allud-
ing to interactions with histones. Our study distinguished several PTM marks to 
typify certain chromatin states and contexts such as phosphorylation at Ser-83 (Ser- 
93) as a euchromatic mark of HP1γ, Ser-95 for heterochromatin population, and 
Thr-51 phosphorylation on HP1β during DNA damage by casein kinase II. Further, 
HP1 methylation and acetylation were often at the same sites, possibly functioning 
as “transcriptional switches” similar to those involving acetylation/methylation in 
the case of H3K9ac (associated with gene activation), and H3K9me3 (associated 
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with transcriptional repression), thereby regulating chromatin states. Interestingly, 
we identifi ed a newly recognized modifi cation, the formylation in the chromodo-
mains on HP1that bind particular histone marks as well as co-occur with methyla-
tion, acetylation, and phosphorylation on the same residues and may have erstwhile 
unknown roles in the regulation of chromatin states.  

    High Mobility Group A1 (HMGA1) Protein 

 The second case in point is the widely studied chromatin-associated High Mobility 
Group A1 (HMGA1) protein enriched in both naked DNA and nucleosomes, espe-
cially in the vicinity of H3, H2A, and H2B and particularly seems to be expressed 
at high levels in testis and cancer cells in the adult, besides during embryonic 
development [ 107 ,  108 ]. HMGA family seems to have wide-ranging PTMs in 39 
residues out of the 106 amino acids. Using bottom-up propionylation approach, 
Sgarra et al. [ 109 ] found relatively high levels of phosphorylated forms of the 
well-known C-terminal serine residues on HMGA1a compared to most modifi ca-
tions; a variety of kinases including CDC2, PKC, CK2, and HIPK2 phosphorylate 
the residues, especially at serine and threonine residues that are in close proximity 
to or within the DNA/chromatin binding motifs, possibly fi ne tuning their chroma-
tin remodeling ability [ 109 ]. While bottom- up analysis is suitable for proteins rich 
in Lys/Arg generating short peptides, for those that have long stretches of Lys/
Arg-poor regions, middle-down is the strategy of choice that characterizes the 
PTMs on peptides in higher charge states (>3+), besides giving a bird’s eye view 
of the combinatorial patterns of PTMs and their relationships. Complementing 
bottom-up MS with middle- down analysis of HMGA1a in asynchronously grown 
HeLa S3 cells, we demonstrated all degrees of lysine methylation, lysine acetyla-
tion, arginine methylation, and phosphorylation of threonine and serine residues at 
varying abundance levels combinations and novel sites in HMGA1 [ 42 ]. We also 
found phosphorylation of Ser35 and Thr52 and additionally, we identifi ed two 
novel but low abundance monomethylations on Lys64 and Lys70 of HMGA1a in 
these 1–23 amino acid long peptides, besides the previously reported acetylations. 
Performing relative quantifi cation of all the PTMs, we found a general low abun-
dance of histone PTMs, with di-phosphorylations and single mono-acetylations 
predominating among different peptides while di-/tri-modifi cations, multiple 
PTMs, and any sort of methylation were rare, leading us to speculate that HMGA1a 
may have unique tissue-restricted expression patterns in specifi c cellular and func-
tional contexts.  

    Whole Nuclear Proteome Profi ling 

 Thirdly, in our large-scale proteomic cataloging of human chromatin, we identifi ed 
1,912 unique proteins, of which 45 % were nuclear [ 34 ]. Analyzing mono- and 
oligo nucleosomes, we characterized histone PTMs in the euchromatin or 
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heterochromatin- enriched samples using a stable isotope labeling quantitative MS 
method. We found a total of 274 unique proteins (out of 530) in the euchromatin and 
103 (out of 384) in the heterochromatin fractions. Our quantitative proteomics anal-
yses found that all acetylations including H3K9ac, H3K16ac, H3K18ac, H3K23ac, 
H4K8ac3, and H4K12ac3, besides methylations such as H4K16me2, H4K16me3, 
H4K20me1, H3K36me3, unmodifi ed K27, and K36 (on H3.2) favor euchromatic 
state. This is not so straightforward as it appears, since both unmodifi ed and modi-
fi ed forms can act as active marks if their neighbors (H3K18ac1K23un and 
H3K18unK23ac are euchromatic marks), are indicating that combinatorial codes are 
more important than any single modifi cation alone. On the other hand, modifi cations 
such as H3K16ac, H3K12ac2, H3K16ac2, H3K36me2, H3K27me3, H3K9me3, 
(more in H3.1 and H3.2 compared to H3.3), H3K4me1 (more on H3.3 variant), 
H3K27me1, and H3K9me1 (more enriched on the H3.2 variant) seem to indicate 
heterochromatin state. Further, variant-specifi city of PTMs seems to add another 
layer of complexity to the already bewildering epigenetic landscape. We also found 
histone H3.1 localizing to constitutive heterochromatin, histone H3.2 to facultative 
heterochromatin, and H3.3 to euchromatin, fi rmly supporting the H3 “barcode” 
hypothesis [ 110 ]. As we delve deeper into nuclear proteogenomics, it is apparent 
that gene activation or silencing may not be constituted by discrete on/off states in 
terms of histone PTM patterns and that combinations of histone PTMs may play a 
larger role in modulating transcriptional states than any single modifi cation alone.   

    Defi ning Chromatin States by Histone 
PTM-Based Interactome 

 Global interpretation of the histone code is meaningless unless combinatorial 
histone marks and their interactomes are fully described. Some chromatin marks 
such as acetylation are found to be pervasively activating, while the histone meth-
ylation seems to are either activating/repressing effect depending on the lysine they 
modify. Methylation of H3K4, H3K36, and H3K79, along with hyperacetylation of 
H3K9 were frequently encountered at transcription start sites (TSSs) and promoter 
regions of active genes while methylation of H3K9, H3K27 and H4K20 correlated 
with heterochromatin and transcriptional silencing [ 111 – 113 ]. Co-occurrences of 
chromatin marks such as the mutually antagonistic H3K4me3 and H3K27me3 as 
seen in embryonic stem cells and T cells seem to create “bivalent domains” that 
potentially fi ne-tune differentiation [ 113 ,  114 ]. Similarly, some repressive modifi ca-
tions such as H3K9 methylation may activate genes in a context-specifi c manner 
[ 98 ]. The interpretation of the chromatin marks seem to be very complex and it is 
evident that there are missing links in our understanding of the “histone language.” 
To some degree, examination of chromatin marks in simpler model organisms and 
across species may provide insights about fi ner details of histone signatures [ 12 ], 
but these inventories need to be updated in the context of new knowledge, sites, and 
modifi cations. Lennartsson and Ekwall [ 115 ] summarized particular histone marks 
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predominating during various degrees of gene activation in human CD4+ T-cells: 
H4K20me1, H2AK9ac, H2BK5me, H3K79me1, H3K79me2, H3K79me3, 
H4K16ac mark strong gene expression, H4K16ac, and H3K36me3 maintain inter-
mediate expression, while H2AZ, H3K27me, H3K9me1, H3K4me1, H3K4me2, 
and H3K4me3 are associated with low transcriptional activity. These patterns can-
not be extrapolated to all human cell types, as the human embryonic stem cells seem 
to have H3K9ac, H3K14ac, and H3K4me3 marking high expression, while low 
levels of H3K4me3 correlated with subdued gene activity. It is not yet clear to what 
extent the “histone language” is exclusive and justifi es the need for the exhaustive 
cataloging in all species, cell types, and functional stages. 

 Recently, chromatin immunoprecipitation followed by next generation sequenc-
ing (ChIP-seq) imparted an understanding of the chromatin states in large data sets. 
Systematically mining genome-wide data sets of 38 different histone methylation 
and acetylation marks, the histone variant H2AZ, RNA polymerase II (PolII) and 
CTCF at 200 base pair resolution in human CD4 T-cells, Ernst and Kellis [ 116 ] rec-
ognized 51 chromatin states after analyzing gene annotations, expression informa-
tion, evolutionary conservation, regulatory motif instances, compositional biases, 
genome-wide association data, transcription-factor binding, DNaseI hypersensitiv-
ity, and nuclear lamina maps. The fi rst group of 11 chromatin states (1–11) had high 
frequency of H3K4me3 in common, as well as signifi cant enrichments for DNaseI 
hypersensitive sites, CpG islands, evolutionarily conserved motifs, and bound tran-
scription factors differed however in the presence and levels of other associated 
marks, primarily H3K79me2/3, H4K20me1, H3K4me1/2, and H3K9me1, and of 
numerous acetylations leading to varying strength of the aforementioned functional 
enrichments, and varying expression levels of the DNA hypersensitivity sites, CpG 
islands, evolutionarily conserved motifs, and bound transcription factors; the second 
group of 17 chromatin states (12–28) was defi ned by combinations of seven marks, 
H3K79me3, H3K79me2, H3K79me1, H3K27me1, H2BK5me1, H4K20me1, and 
H3K36me3; the third class of 11 chromatin states (29–39) were associated with 
higher frequencies for H3K4me1, H2AZ, numerous acetylation marks, and/or CTCF 
and with lower frequencies for other methylation marks; the next group of states 
(40–45) marked large-scale repressed and heterochromatic regions, with H3K27me3 
and H3K9me3; the fi nal group of six states (46–51) showed strong and distinct 
enrichments for specifi c repetitive elements (CA)  n  , (TG)  n   or (CATG)  n   (44, 45 and 
302-fold, respectively), some with higher frequencies of H4K20me3 and H3K9me3 
were heavily enriched for satellite repeat elements. 

 Computing recurring combination of a restricted panel of nine chromatin marks 
across nine cell types using the same approach, Ernst and coworkers [ 117 ] defi ned 15 
chromatin states corresponding to repressed, poised, and active promoters, strong 
and weak enhancers, putative insulators, transcribed regions, and large-scale 
repressed and inactive domains. It is interesting to note that the defi nition of chroma-
tin state is being expanded astronomically with the availability of high-resolution 
tools. The automated computational system that enabled this high-throughput 
pipeline, ChromHMM assigns chromatin state association based on ten criteria: 
expression level of downstream genes, transcription factor binding and motif 
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enrichments, spliced exon enrichments, elongating versus resting PolII enrichments 
relative to an IgG control, dinucleotide percentages, chromatin state enrichments for 
each chromosomal staining band for all human chromosomes, staining band genome-
wide enrichments for each state, Gene Ontology (GO) enrichments for states with the 
most transcription start sites, histone deacetylase (HDAC) inhibition response enrich-
ments and RepeatMasker class and family enrichments [ 116 ].  

    Chromatin and Cancer 

 The epigenetic basis for tumorigenesis has espoused a new and active fi eld of cancer 
epigenomics. Extensive reviews have summarized activating and inactivating muta-
tions of some key histone modulators in malignancies implying their role in tumor 
initiation and suppression, respectively. Specifi c histone marks have been associ-
ated with cancer prognoses, clinical outcome, and relapse and have spawned epi-
genetic therapies based on HDAC/HAT and HMT/HDM/HAT and HMT/HDM. 
This promising novel alternative therapeutic approach of targeting transitory epi-
genetic changes compared to the stable genetic mutations for reversal of diverse 
cellular pathogenesis relies heavily on comprehensive understanding of the epigen-
etic consequence of genetic aberrations as key to medical intervention. A common 
diagnostic marker for cancer, hyperacetylation can result from a straightforward 
overexpression of HAT activity as in the case of steroid-receptor coactivator, ampli-
fi ed in breast cancer (A1B1) leading to hyperacetylation characterizing breast and 
ovarian cancer [ 118 ], or may result from complex interactions of aberrations as in 
the case of acute myeloid leukemia triggered by chromosomal translocations that 
creates a fusion CBP-MOZ chimera with protein-interacting domains for HAT, 
resulting in hyperacetylation [ 119 ]. HMTs and HDACs associate with transcription 
factors, tumor suppressors, and oncogenes to regulate cellular functions and their 
dysregulation alters the recruitment of complexes and alter transcriptional activity. 
Thus, while HDAC2 overexpression leads to familial-adenomatosis-polyposis- 
induced tumors [ 120 ], HDAC6 expression predicts better survival in breast cancer 
[ 121 ]. Translational research has elucidated common neoplastic denominators such 
as lysine methyl transferase, NSD2 implicated in the pathogenesis of the hemato-
logic malignancy multiple myeloma (MM) [ 122 ], when knocked down in vitro 
resulted in disruption of H3K36me2 organization, initiating oncogenic program-
ming in many cell types [ 123 ]. Unless phylogeny and functional pathways of these 
upcoming targets are well understood, the prospect for developing epigenetic anti-
cancer drugs will be limited.  

    Concluding Remarks and Perspectives 

 Unlike the cellular proteins, chromatin-associated regulatory factors controlling 
transcription and replication are generally expressed at very low levels and are 
diffi cult to extract from the nucleus, hindering their identifi cation by mass 
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spectrometry. Label-free quantitation between biological samples, as well as 
samples with differential treatments or disease states to compare relative abundance 
of proteins between the samples while good for multiplexing any number of pri-
mary samples, are not sensitive to small changes. Method validation using struc-
tural analogues as internal standards may yield better assay performance results for 
quantitative bioanalytical LC/MS assays; but their identical chemistries may cover 
up assay problems with stability, recovery, and ion suppression. 

 As the repertoire of novel histone modifi cations and sites is being expanded and 
different technical approaches are integrated to understand the histone language, it 
is worthwhile to interrogate old data and revisit old questions to understand the 
scope of their combinatorial effects on chromatin states. By enriching phospho-
proteins by IMAC, we discovered 19 sites of phosphorylation using tandem mass 
spectrometry on six H1 isoforms from asynchronously grown HeLa cells, with 
several of these being found on non-(S/T)P XZ -containing sequences [ 124 ]. The 
same strategy in conjunction with SILAC permitted identifi cation of novel phos-
phorylation sites, besides establishing the hierarchy of phosphorylation [ 125 , 
 126 ]. As ChIP is increasingly coupled into all analytical strategies, the unique 
problems that arise with using antibodies need to be addressed. Clearly, the rate of 
discovering novel modifi cations, new sites, and combinations by mass spectrom-
eter has outpaced the availability of antibodies. Even if they were available, pres-
ence of different epitopes of modifi cation-specifi c antibodies may introduce 
ambiguity in the results and may not in be agreement with mass spectrometric 
identifi cation. 

 The concept of “histone code” that was discovered by proteomic efforts is 
emerging to encompass a more holistic understanding of the functional interplay of 
combinatorial histone marks called “histone language.” With the biological inter-
pretation of histone language using proteogenomic tools such as ChIP-Seq and 
ChIP-chip, widely held paradigms about epigenetic mechanisms, ambi/multiva-
lence of chromatin marks, etc., need to be revisited. The recent spate of chromatin 
state descriptions using ChromHMM indicate that the number of chromatin states 
discerned depends on the chromatin marks and functional genomic characteristics 
included in the study [ 116 ,  117 ]. It is logical that the resolution of mapping increased 
due to multiple parameters in these studies. However, it is imperative to chart a 
universal classifi cation for chromatin state with biological validation for defi ning 
characteristics lest a burgeoning class of nuances of these states confound this 
promising fi eld of knowledge with incoherent data. Standardization of methods and 
availability of reagents such as the 38 antibodies for methylation and acetylation 
marks used by Ernst and Kellis [ 116 ] to describe 51 human T-cell chromatin states 
in a public repository will help reproducibility by other workers and comparison of 
new data sets. To parse the unabated information fl ow, integrated proteomic and 
PTM database should be created for discovering the relationships between genes 
and proteins with their modifi cations from the biomedical literature. The eventual 
promise of proteomics is understanding biology; while technology is the vehicle to 
convey us to this goal, it is the science that drives the process.     
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    Abstract     Recent advances in the fi eld of chromatin remodeling have elucidated its 
role in various cellular processes beyond transcription. The intricate dynamics and 
interplay between several chromatin-remodeling complexes has been shown to be 
responsible for events ranging from cell differentiation, epigenetic regulation, and 
human diseases. One of the biggest challenges in understanding the function of 
these large protein complexes is dissecting their assembly, interactions with other 
proteins, and identifying the role of individual components. Technological advances 
in quantitative proteomics make it one of the most sought after technique in identi-
fying and analyzing multiprotein complexes and posttranslational modifi cations. In 
particular, multidimensional protein identifi cation technology and spectral counting- 
based quantitative proteomic analysis is a popular choice for analyzing chromatin 
remodeling complexes. The reason being they are straightforward approaches and 
are able to identify and quantify low abundant proteins in a label-free manner. This 
chapter highlights the recent fi ndings of chromatin-remodeling complexes with 
respect to cellular processes and disease states and the role of quantitative 
proteomics has played in these fi ndings.  

  Keywords     Chromatin remodeling   •   Cancer   •   Posttranslational modifi cation   •   Mass 
spectrometry   •   Multidimensional protein identifi cation technology   •   Spectral counting   
•   Quantitative proteomics   •   Protein interaction networks  
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   Abbreviations 

  CTCL    Cutaneous T cell lymphoma   
  Da    Daltons   
  dNSAF    Distributed normalized spectral abundance factors   
  DSB    Double-strand break   
  ESI    Electron spray ionization   
  HATs    Histone acetyltransferases   
  HPLC    High-performance liquid chromatography   
  ICAT    Isotope coded affi nity tag   
  iTRAQ    Isobaric tags for absolute and relative quantitation   
  LC    Liquid chromatography   
  MS    Mass spectrometry   
  MudPIT    Multidimensional protein identifi cation technology   
   m / z     Mass to charge   
  NSAF    Normalized spectral abundance factor   
  PFL    Protein frequency library   
  PTMs    Posttranslational modifi cations   
  rDNA    Ribosomal DNA   
  RP    Reversed phase   
  SAHA    Suberoylanilide hydroxamic acid   
  SCX    Strong cation exchange   
  SILAC    Stable isotope labeling by amino acids in cell culture   
  SNAP    SILAC nucleosome affi nity purifi cations   
  TAP    Tandem affi nity purifi cation   
  TMT    Tandem mass tags   

         Introduction 

 The eukaryotic genome is tightly packed into a stable entity called chromatin. The 
packing and access of the genome involves changes in the chromatin structure. This 
highly dynamic and coordinated effort is performed by chromatin-remodeling 
machineries which can be broadly classifi ed into to two main types; the histone- 
modifying complexes and the ATP-dependent complexes belonging to the SWI/
SNF family [ 1 ]. Histones, the basic repeating unit of chromatin, are part of the 
nucleosomal core on which the DNA is wrapped around, are heavily modifi ed by 
posttranslational modifi cations (PTMs). Examples of histone modifi cations include 
acetylation, methylation, phosphorylation, sumoylation, and ubiquitination [ 2 ]. The 
most common histone-modifying complexes are histone acetyltransferases (HATs), 
histone deacetylases (HDACs), histone methyltransferases (HMTs), and histone 
demethylases (HDMTs) [ 3 ]. The discovery of PTMs on histones and their role in 
epigenetics and development lead to the “histone code” hypothesis, which states 
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that the modifi cations on histones play a role in gene regulation and passage of 
genetic information [ 4 ]. Histone modifi cation by PTMs can infl uence chromatin 
structure directly or via chromatin-remodeling complexes [ 3 ]. 

 The association and interplay between complexes involved in chromatin remod-
eling and histone modifi cation are dynamic and often lead to alterations in chromatin 
structure and gene regulation. The interactions between these complexes are man-
ifested in various cellular functions and disease states. It is also becoming clear that 
histone PTMs themselves infl uence each other and the cross talk between them is 
more signifi cant than an individual PTM alone [ 5 ]. Recent advancements in this 
fi eld suggests that site-specifi c modifi cations in histones could lead to several out-
comes depending not just on this dynamics and interplay but also on the cellular 
context where the modifi cations take place, thus adding more complexity to the 
“histone code” leading to coining of terms such as “chromatin language” [ 5 ] and 
“histone language” [ 6 ]. Therefore, it is important to systematically characterize the 
associations and interactions between the chromatin-remodeling complexes and 
identify the individual components that mediate such interactions, especially in a 
context-dependent manner. 

 The complexity of the chromatin-remodeling system requires technologies that 
can handle and analyze complexity. Protein mass spectrometry and quantitative 
proteomics have had a major impact on the analysis of chromatin-remodeling 
complexes and their dynamics. Many approaches and technologies have been devel-
oped to generate novel insights into chromatin-remodeling systems. In this review, 
we will highlight the chromatin-remodeling complexes successfully studied using 
these approaches and we provide recent examples where quantitative proteomics 
technologies have led to novel insights into these systems.  

   Multidimensional Protein Identifi cation Technology 

 Affi nity purifi cation coupled with protein mass spectrometry has proved out to be a 
powerful technology to study protein–protein interactions, protein dynamics, and to 
identify novel multiprotein complexes (reviewed in [ 7 ]). As an example, multidi-
mensional protein identifi cation technology (MudPIT) is a powerful methodology 
that couples two-dimensional chromatography of peptides to tandem mass spec-
trometry resulting in the identifi cation of 1,000s of proteins from a complex mixture 
[ 8 ]. The key advantage of MudPIT is its ease of use and the ability to analyze the 
whole cellular proteome and protein complexes using a shotgun proteomics 
approach (reviewed in [ 9 ]). Although MudPIT was initially established to analyze 
the whole proteome in a comprehensive manner [ 8 ], it is also being extensively used 
to discover novel protein complexes and has been a major contributor in identifying 
and analyzing chromatin remodeling complexes [ 10 – 12 ]. The procedures and 
protocols involved in performing a MudPIT run have been extensively described 
[ 13 ]. Briefl y, proteins to be analyzed in a MudPIT run can either comprise whole 
cell lysates or multiprotein complexes purifi ed using affi nity purifi cation such as 
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immunoprecipitation and or other established purifi cation techniques. The proteins 
are then precipitated and digested using a common protease like trypsin to obtain 
peptides. The peptides are then loaded on to a triphasic microcapillary column that 
serves as an electrospray ionization (ESI) source. The column is packed with mate-
rials consisting of reversed phase (RP), strong cation exchange (SCX) followed by 
RP resin. The column is directly placed “in line” with an HPLC (high-performance 
liquid chromatography) coupled to a tandem mass spectrometer. The peptides fi rst 
bind the RP phase for buffer exchange and then they are moved to the SCX by RP 
gradient [ 13 ]. This is followed by a salt bump to transfer some of the peptides to the 
second RP material, prior to a second RP gradient to elute the peptides directly into 
the mass spectrometer for fragmentation and analysis. Programs such as SEQUEST 
[ 14 ], DTASelect, and Contrast [ 15 ] are then used to interpret the resulting mass 
spectra and identify proteins present in the sample. 

   Quantitative Proteomics 

 Due to the dynamic nature of chromatin-remodeling events, quantitative MS meth-
odologies are required to determine the relative amounts of chromatin-remodeling 
complexes and histone PTMs. This is required for example to compare proteins 
between healthy and diseased cells [ 16 ], to understand the infl uence of a drug on the 
whole cell [ 17 ] or on a particular complex [ 18 ,  19 ], to identify the selectivity of a 
drug, or to understand the dynamics between two multiprotein complexes at a given 
point in a cell cycle. Several quantitative proteomics approaches have been used to 
characterize chromatin remodeling complexes as summarized in Table  1 .

     Stable Isotope Labeling-Based Quantitative Proteomics 

 Quantifi cation of proteins samples by MS was fi rst developed based on incorpora-
tion of a label to a protein or its peptide before analysis. The method is based on the 
fact that a labeled peptide will have similar chemical properties to its unlabeled 
counterpart but differs in its mass. This would allow easy comparison of two different 
types of samples in one MS experiment. Several label-based approaches have been 
employed in recent years such as chemical labeling and metabolic labeling [ 26 ]. 
Chemical labeling approaches involve labeling of amino acids by affi nity tags to 
quantify proteins. For example, in the ICAT approach, proteins from two different 
cells are compared by labeling an amino acid with an isotopic linker, where one 
sample contains the heavy isotope and the other the light isotope, and a tag [ 27 ]. The 
differences in peptide size arising due to linker are exploited to quantitate the pro-
teins from two different samples [ 27 ]. Shiio and colleagues used the ICAT approach 
and identifi ed changes in chromatin-remodeling factors upon Myc oncoprotein 
expression in human B cell lymphocytes [ 20 ]. The ICAT approach is useful to study 
proteins involved in cysteine-based redox processes but is not suited for studying 
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proteins with low cysteine content. In an isobaric-labeling approach, peptides are 
derivatized with various chemical groups that are isobaric (same mass), separated 
using liquid chromatography, and analyzed by tandem MS/MS to obtain peptides 
with different masses that depends on the reporter ions present on the tag. The 
reporter ions can then be compared to obtain quantitative information. Examples of 
isobaric labeling include the isobaric tags for absolute and relative quantitation 
(iTRAQ) approach where up to eight different samples can be analyzed simultane-
ously [ 28 ] and tandem mass tags (TMT) approach where up to six different samples 
can be analyzed simultaneously [ 29 ]. 

 Metabolic labeling is a second stable isotope labeling-based approach. The 
principle of metabolic labeling procedure is similar to chemical labeling, except 

   Table 1    Overview of various MS-based quantitative approaches used in analyzing chromatin 
remodeling complexes and representative examples   

 Quantitative 
approach  Advantages  Disadvantages  Examples 

 Chemical labeling 
 ICAT, 

iTRAQ 
and TMT 

 Fast, any sample can 
be tagged at the 
protein level, 
simultaneous 
analysis of 6–8 
samples is 
possible 
(iTRAQ 
and TMT 
approach) 

 Label introduced at the 
peptide level leading 
to high variation. 
Poor proteome 
coverage (only 
cysteines modifi ed 
in ICAT approach). 
Chemical side 
products can 
obstruct identifi cation 
of rare PTMs 

 Changes in chromatin- 
remodeling factors 
due to Myc oncoprotein
 expression [ 20 ]. 
Mapping interconnec
tions among epigenetic 
modifi cations [ 21 ] 

 Metabolic labeling 
 N 15 , C 13 , 

SILAC 
 Label is incorporated 

at the organism 
level leading 
to low variation 
and high accuracy 

 More expensive and 
does not apply to all 
samples. Isomer 
discrimination is 
diffi cult. Higher 
complexity during 
analysis due to mixing 
two or more samples 

 Identifi cation of chromatin 
remodeling complexes 
binding to histone 
trimethylation marks 
[ 22 ]. Histone PTM 
comparative analysis 
between normal and 
cancerous cells of the 
breast tissue [ 23 ] 

 Label free 
 Ion intensity,

 spectral 
counting 

 Low level of 
complexity, 
whole proteome 
analysis possible. 
Applicable to all 
types of samples. 
Comparison of 
multiple states 
and high dynamic 
range 

 Run to run variations 
and lack of internal 
standard leads to 
greater error in 
individual datasets 

 Regulation of RNA Pol I 
transcription by human 
Sirt7 (class III HDAC) 
through interactions 
with chromatin 
remodeling complexes 
[ 24 ]. Identifi cation of 
proteins associated with 
H3K4me2, K3K9me2, 
H3K9ac PTMs [ 25 ] 
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that the label is introduced to the whole cell or organism via the growth medium [ 30 , 
 31 ]. In metabolic labeling, the entire proteome is labeled and can be easily mixed 
with unlabeled samples [ 30 ,  31 ]. Metabolic labeling can be introduced either glob-
ally such as replacing all nitrogen atoms by N 15  or oxygen atom by C 13  or by a more 
targeted approach such as stable isotope labeling by amino acids in cell culture 
(SILAC), where amino acids such as arginine and lysine are replaced by their heavy 
counterparts [ 32 ]. When cleaving the SILAC-labeled proteins using protease such 
as Trypsin (cleaves at the C-terminal of arginine or lysine), at least one heavy amino 
acid is incorporated into the peptide, permitting relative quantifi cation [ 32 ]. SILAC 
has emerged as a popular method for studying protein dynamics in particular 
chromatin- remodeling dynamics. For example; using SILAC method Vermeulen 
and colleagues were able to identify that human SAGA complex binds to H3K4me3 
site via the double tudor domain of the SAGA subunit Sgf29 and hence established 
a link between human SAGA complex and H3K4me3 [ 22 ]. SILAC-based quantita-
tive proteomics was also used in analyzing lysine acetylation and methylation pat-
terns at fourteen distinct sites on histone H3 and H4 from breast cancer cell lines 
[ 23 ]. This study revealed that signifi cant changes take place in these sites in cancer 
cells, which may represent a “breast cancer-specifi c epigenetic mark” and could 
prove useful in targeted therapeutic strategies [ 23 ].  

   Label-Free Quantitative Proteomics 

 Label-free quantitative proteomics is an alternative approach that is growing rapidly 
in use. There are essentially two types of approaches used in label-free proteomics; 
the ion intensity method and the spectral counting method (reviewed in [ 33 ,  34 ]). In 
an LC-MS analysis, an ion with a given mass to charge ratio is detected and recorded 
at a particular time with a particular intensity. This enables determination of relative 
peptide levels between different samples directly from these peak intensities. 
Although, peptide quantifi cation between two samples could be achieved by directly 
comparing each peptide ion obtained from LC-MS, there are certain practical limi-
tations. For example, run to run variations resulting from sample preparation can 
result in different peptide intensities, making the quantifi cation more challenging, 
although data normalization and statistical analysis can help in overcoming this 
issue (reviewed in [ 33 ,  34 ]). Since large amount of data are generated, sensitive 
algorithms and accurate mass spectrometers are required for automated peak 
alignment and comparison. 

 Spectral counting is another method that is used to carry out label-free quantita-
tive proteomic analysis (reviewed in [ 33 ,  34 ]). In this approach, the total number of 
identifi ed spectra from the same protein is compared between different datasets to 
obtain relative quantifi cation (reviewed in [ 33 ,  34 ]). The approach takes advantage 
of the observation that, the more abundant a protein, more unique peptides result 
from its digestion, giving rise to more spectra [ 8 ,  35 ,  36 ]. In recent years, the spec-
tral counting approach has been refi ned to account for differences in protein size 
since larger proteins usually contribute more distinct peptides and hence more 
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spectra than their smaller counterparts [ 37 ] and for taking into account peptides that 
are shared between multiple proteins [ 38 ]. This has led to the development of nor-
malized spectral abundance factor (NSAF) [ 37 ] and distributed normalized spectral 
abundance factor (dNSAF) [ 38 ] approaches. The NSAF approach has been success-
fully used to estimate the relative levels of each subunit within a protein complex 
[ 39 ,  40 ]. Examples of the use of NSAF/dNSAF approaches for the analysis of 
 protein complexes is given in Table  2 .

        Chromatin Remodeling: Molecular Mechanism, Role 
in Cell Function and Diseases 

   Molecular Mechanisms Behind Chromatin Remodeling 

 The ATPase subunit of the chromatin-remodeling complexes hydrolyses ATP to 
generate the energy needed to switch, slide, and or evict nucleosomes. The com-
plexes employ a common basic mechanism to remodel chromatin; which is disrupt-
ing histone–DNA interactions. Nevertheless, the method of disruption and the 
effects of each complex on the position and stability of nucleosomes differ. To 
explain the mechanism of chromatin remodeling, the “loop capture” hypothesis has 
been put forward where a loop or bulge is created likely from the translocase activ-
ity of the complexes [ 51 ,  52 ]. The “loop capture” hypothesis is proposed based on 
a model where the ATPase subunit of the SWI/SNF binds to DNA at a specifi c loca-
tion, loosens the histone-DNA contacts, and exerts its 3′ to 5′ translocase activity in 
conjunction with a DNA-binding domain to draw DNA from one end and pump it 

    Table 2    Representative examples of multiprotein complexes identifi ed and characterized using 
the MudPIT and dNSAF approach   

 Protein complexes  References 

 Identifi cation of subunit composition of the mammalian mediator complex  [ 41 ] 
 The mammalian HAT complex TRRAP/TIP60 shares subunit YL1 with 

the SRCAP complex 
 [ 42 ] 

 Identifi cation and characterization of yeast INO80 like chromatin remodeling 
complexes in mammals 

 [ 43 – 45 ] 

 Discovery of novel subunits in yeast SWI/SNF and SAGA complexes  [ 46 ] 
 In  Drosophila melanogaster , H3K36 demethylation by KDM4A requires 

interaction with HP1a (heterochromatin protein 1a) 
 [ 47 ] 

 Regulation of chromatin structure by preventing histone exchange at coding 
regions by association of ISW1 and CHD1 with H3K36me3 

 [ 48 ] 

 Organization and network architecture of the yeast SAGA and ADA complex  [ 10 ] 
 Analysis of RNA polymerase complexes  [ 40 ] 
 Identifi cation of novel interaction partners of MLL-fusion proteins  [ 49 ] 
 Identifi cation of proteins from the ELL (eleven-nineteen lysine-rich leukemia) 

complex of  Drosophila melanogaster  
 [ 50 ] 
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to the other end in a unidirectional mode [ 51 ,  53 ]. Although, the binding of the SWI/
SNF complex is required to disrupt histone–DNA interactions, hydrolysis of ATP is 
not required for this process [ 54 ]. Direct observation of DNA distortion by RSC 
(chromatin structure remodeling) complex [ 55 ] and conformational changes 
observed during the ISW2 ATPase cycle [ 56 ] further support the “loop capture” 
model. ISWI family of remodelers, which are smaller than the SWI/SNF complexes, 
seem to differ in their mode of binding and energetics. ISWI binds to nucleosomes 
using lesser number of contacts and their binding seems to require ATP, leading to 
conformational changes [ 57 ,  58 ]. Following ATP hydrolysis by the second ATPase 
domain of ISWI, template commitment occurs. The ISWI complexes bind nucleo-
somes as a dimeric motor allowing bidirectional movement in contrast to the SWI/
SNF complexes. This mechanism of ISWI corroborates well with its function, such 
as establishing boundary elements within the chromatin, where the complex moves 
on both ways of the nucleosome [ 59 ,  60 ]. Despite similar mechanisms and domains, 
the remodeling complexes seem to differ in their function, which could be explained 
by their associated subunits.  

   Role of Chromatin Remodeling in Cellular Function 

 Chromatin remodeling complexes carry out a plethora of biological functions which 
range beyond transcription regulation [ 61 ]. SWI/SNF family members are involved 
   in both activation and repression of transcription, DSB (double-strand break) repair, 
cell signaling, spindle-assembly checkpoint, chromosome segregation, and cohesion 
[ 62 – 66 ]. The ISWI family members participate in assembly of chromatin, nucleo-
some spacing, embryonic development, and differentiation [ 67 ,  68 ]. The CHD fam-
ily of proteins plays essential roles during cell development [ 69 ]. The INO80 
complexes are involved in repression and activation of transcription [ 70 ], DNA 
repair and check point regulation [ 71 ], and replication fork progression and stabili-
zation [ 72 ], whereas the SWR1 complexes are involved in heterochromatin estab-
lishment [ 73 ], chromosome segregation [ 74 ], and cell cycle progression [ 75 ]. Cross 
talk also exists between different types of chromatin-remodeling complexes to perform 
a particular function. For example, the transcription of yeast gene INO1 requires 
both INO80 and SNW/SNF to be present at the promoter site and presence of INO80 
is required for the recruitment of SWI/SNF, indicating conditionality in the recruit-
ment process [ 76 ]. 

 Histone modifi cations by complexes such as HATs and HDACs not only play a 
major role in gene regulation but also carry out several cellular functions. For example, 
the human HATs, TIP60, and yeast Esa1 acetylate H4K12 leading to DNA repair 
and apoptosis [ 77 ,  78 ] whereas, Hat1 is involved in histone deposition [ 79 ]. Histone 
deacetylation of specifi c lysine residues have also been shown to affect cellular 
functions. HDAC1 and 2 together participate in DNA damage response by being 
recruited at the site of damage and deacetylating H3K56 and H4K16 leading to 
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DSB repair [ 80 ]. The histone methylase Dot1 is involved in methylating H3K79 
leading to transcriptional elongation [ 81 ], normal cardiac function [ 82 ], and DSB 
repair [ 83 ]. Similar to HDACs, demethylases also participate in functions other than 
gene regulation. An example is the demethylation of H3K20me1 by the demethyl-
ase PHF8, which leads to cell cycle regulation [ 84 ].  

   Defects in Chromatin Remodeling Leads to Disease States 

 Genes belonging to the SWI/SNF complexes have been identifi ed as tumor suppres-
sors, since mutations in this complex have been implicated in several types of cancer 
such as breast, prostate, lung, and Rhabdoid tumors (reviewed in [ 1 ]). The different 
subunits are associated with different types of cancer (reviewed in [ 1 ]). The NuRD 
(nucleosome remodeling and deacetylase) complex which is part of the CHD sub-
family is also implicated in several cancers including breast cancer since its cell 
type-specifi c subunit MTA proteins been observed in metastatic carcinomas [ 85 ]. 

 Histone-modifying complexes are also implicated in cancer. The human MLL1 
gene encodes for a SET1 family H3K4 methyltransferase, which is part of a large 
complex called COMPASS-like and is involved in epigenetic regulation of Hox 
genes (reviewed in [ 86 ]). Chromosomal translocations in the MLL1 gene have been 
shown to cause aggressive types of leukemia in both infants and adults [ 87 ]. Similar 
to methylation, histone modifi cations involving acetylation have also been impli-
cated in several diseases. Missense and truncating mutations in p300 leading to loss 
of its acetyltransferase activity has been shown to occur in epithelial cancers such as 
breast and prostate [ 88 ]. Human MOF, a HAT which specifi cally acetylates H4K16 
has been shown to be reduced in medulloblastoma cells, both at mRNA and protein 
levels [ 89 ]. HDACs have also been implicated in several cancers and their role 
seems to be either due to activity or loss of it [ 90 ]. HDACs can deacetylate histones 
and downregulate gene expression either by translocating to certain regions of 
chromosome as fusion proteins or their expression itself is upregulated as found in 
gastric, colon, prostate, and breast cancer [ 90 ]. Loss of HDAC2 activity due to 
mutation was identifi ed in colorectal tumors, indicating that HDACs might also 
function as tumor suppressor by downregulating oncogenes [ 90 ]. 

 Mutations in chromatin-remodeling complexes are also implicated in diseases 
other than cancer. For example, the CHD4 gene which codes for the ATPase subunit 
of the NuRD complex has been found to have missense mutations in patients suf-
fering from Schizophrenia, although no molecular basis has been assigned to it 
[ 91 ]. Similarly, mutations in the ATRX gene which encodes the SWI/SNF ATPase 
subunit has been shown to cause inherited mental retardation disorders such as 
alpha- thalassemia [ 92 ]. Interestingly, these mutations have been shown to cause 
aberrant changes in DNA methylation patterns at regions containing repetitive DNA 
and subtelomeric repeats [ 93 ], indicating cross talk between chromatin remodeling 
complexes and PTMs.  
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   Interplay Between Chromatin-Remodeling Complexes 

 The majority of histone-modifying proteins function as complexes. The complexes 
often associate and or share subunits between themselves or with chromatin remod-
elers. This enables them to be recruited together in a spatial and temporal manner to 
carry out cell functions. The subunits shared between complexes often times dictate 
the enzyme activity, substrate preference, nucleosome target, etc. [ 3 ]. As mentioned 
above, TIP60 is recruited at DSB, but it also requires the chromatin- remodeling 
complex NuA4 and its associated p400 ATPase activity to create an open conforma-
tion for effi cient DSB repair [ 94 ]. The yeast Set1 protein, which is part of the 
COMPASS complex, is responsible for trimethylation of H3K4. Set1 is recruited to 
DSB by the RSC complex, again indicating cross talk between histone modifi cation 
and chromatin-remodeling complexes [ 95 ]. A cross talk between phosphorylation 
and acetylation has also been established. During the DSB repair mechanism of 
 Drosophila melanogaster , dTip60 is recruited to the DSB site by phosphorylated 
H2Av (γH2Av), which in turn acetylates γH2Av at K5 leading to exchange of 
unmodifi ed H2Av by the Domino/dTip60 complex [ 96 ]. The ATAC HAT complex 
of  Drosophila melanogaster  contains two distinct HATs (Gcn5/KAT2 which prefer-
entially acetylates H3K9 and H3K14 and Atac2/KAT14 which acetylates H4K16) 
and shares four subunits with SAGA [ 97 ]. ATAC coordinates interactions between 
upstream kinases and their target genes by functioning as a cofactor; another 
instance where cross talk takes place between remodeling events. ATAC complex is 
a cofactor for c-jun-dependent transcription at the JNK target gene site Jra and 
chickadee [ 98 ] and acts as a positive transcriptional coactivator. At the same time, 
under osmotic stress the ATAC complex colocalizes with c-jun, recruits upstream 
kinases such as JNK, and suppresses JNK-dependent gene transcription [ 98 ] indi-
cating a dual role which depends on the context and interaction partners. As we 
learn more about chromatin remodeling, it becomes clear that a high degree of com-
plexity is involved in this process and required systematic analysis. The develop-
ment and advances in fi elds such as mass spectrometry and protein interaction 
networks play a greater role in such analyses.   

   Quantitative Proteomics Analysis of Chromatin 
Remodeling Complexes 

   Protein Interaction Networks 

 The identifi cation of cross talk between multiprotein complexes involved in chro-
matin remodeling leads to questions such as how are these complexes organized and 
how do they interact with each other? Recent evidence shows that subunits shared 
between the complexes can mediate such cross talk [ 6 ,  99 ,  100 ]. One potential 
approach to begin to obtain a better understanding of the links between distinct 
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chromatin-remodeling complexes is to use affi nity purifi cation coupled to mass 
spectrometry-based protein interaction network technologies. Initially, protein 
interaction networks of protein complexes were large-scale studies attempting to 
cover an entire proteome [ 101 ,  102 ]. More recently, methods have been developed 
and applied to study smaller scale and focused interactomes [ 11 ]. The SILAC 
approach combined with computational methods has also been used to develop a 
strategy called the protein frequency library (PFL) [ 103 ]. The PFL method could be 
used to analyze transient and dynamic interactions between protein complexes, 
which are prevalent in chromatin-remodeling events. Specifi cally related to 
chromatin networks, approaches have been developed to analyze chromatin-
associated proteomes by coupling chromatin immunoprecipitation to proteomics 
approaches [ 104 – 106 ]. These approaches may provide important insights into 
chromatin biology when they are used for comparative analyses.  

   Analysis of Multiprotein Complexes 

 Several chromatin remodeling complexes, protein–protein interactions, and complex 
subunit organization have been identifi ed and characterized using the affi nity 
purifi cation-MudPIT approach coupled with quantifi cation using the NSAF method 
(Table  2 ). In this approach, the protein of interest, called the bait, is usually either 
tagged and integrated into the genome of the host or overexpressed using an expres-
sion vector. Commonly used tags are tandem affi nity purifi cation (TAP) tag [ 40 ], 
Halo tag [ 107 ], and FLAG tag [ 11 ]. Once purifi ed, the bait protein can be analyzed 
using techniques such as MudPIT. The spectra obtained from MudPIT are processed 
and quantifi ed to provide information about the proteins present in the complex and 
their relative abundance [ 39 ,  40 ]. Once interaction partners or novel subunits of a 
multiprotein complex are obtained, the partner proteins are tagged and purifi cation 
followed by MudPIT analysis is performed to verify bona fi de interactions [ 11 ]. 

 As an example of a complex studies using the MudPIT and NSAF approaches, 
the yeast class I HDAC Rpd3 exists as two distinct complexes with varying molecu-
lar weights namely, the 1.2 MDa Rpd3L and 0.6 MDa Rpd3S complexes [ 108 ,  109 ]. 
Rpd3 regulates a wide range of genes by performing both transcription activation 
and repression. Rpd3 is recruited to the promoter either by interaction of its subunit 
Sin3 with sequence-specifi c transcription repressor factor Ume6 or by sequence- 
independent binding [ 110 ]. Carrozza and colleagues performed TAP tag purifi cation 
followed by MudPIT analysis on the Rpd3 complexes Rpd3L and Rpd3S and 
identifi ed novel subunits [ 108 ]. The MudPIT analysis also revealed subunits that are 
shared between the two complexes, as well as unique. Rpd3, Sin3, and Ume1 are 
part of a shared subunit core between the complexes, whereas Eaf3 and Rco1 subunits 
are specifi c for Rpd3S [ 108 ]. In additional studies, Sardiu et al. were able to gener-
ate a probabilistic deletion network for the yeast Rpd3 HDAC complex and predict 
interactions between their subunits [ 12 ]. This study determined the organization of 
proteins within the large and small Rpd3 complexes. Using an expanded approach, 
a deletion network analysis of the SAGA/ADA complexes determined that the 
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SAGA complex is composed of fi ve distinct modules and the HAT core of the 
SAGA complex is also present in the ADA complex, which contains the distinct 
Ahc1 and Ahc2 proteins [ 10 ]. Figure  1  demonstrates the approach used in this study 
where AP-MS of TAP-tagged yeast proteins is carried out in  Saccharomyces cere-
visiae  strains deleted for certain genes in the SAGA complex. It is particularly inter-
esting that there are large and small subunits in the Rpd3 network [ 108 ,  109 ] and the 
SAGA/ADA network [ 10 ]. Whether or not this will be a widespread feature of 
chromatin-remodeling complexes remains to be seen.

   In other quantitative proteomic analyses of chromatin-remodeling complexes, 
Hah et al. used affi nity purifi cation followed by SILAC-based proteomic approach 
and identifi ed that BAF57, a subunit of the human SWI/SNF complex, is required 
for cell cycle progression and for maintenance of the SWI/SNF complex [ 111 ]. In 
addition, a SILAC-based proteomic approach called SILAC nucleosome affi nity 
purifi cations (SNAP) was established to study cross talk between chromatin- 
modifying complexes [ 112 ]. In the SNAP approach, modifi ed histone H3.1 was 
reconstituted with recombinant H2A, H2B, and H4 to generate modifi ed octamer, 

  Fig. 1    Deletion network analysis and complex reconstruction of the SAGA and ADA chromatin- 
remodeling complexes. ( a ) Each  column  represents an isolated TAP in a different deletion strain, 
and each  row  represents an individual protein (prey). The  color intensity  represents protein abun-
dance (dNSAF) normalized on the subunits of the SAGA/ADA complexes with the  brightest yel-
low  indicating highest abundance and decreasing intensity indicating decreasing abundance.  Black  
indicates that the protein was not detected in a particular purifi cation. ( b ) Based upon all deletion 
purifi cations, all proteins of the SAGA/ADA complexes were organized into modularity and con-
sequently a macromolecular model was assembled. The size of the  inset circle  correlates to the 
molecular weight of each illustrated protein. From [ 10 ]. Reprinted with permission from Nature 
Publishing Group       
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which was then mixed with DNA to generate modifi ed nucleosomes [ 112 ]. These 
modifi ed nucleosomes were used as baits to perform a SILAC experiment [ 112 ]. 
Using this approach, the authors identifi ed several instances of cross talk between 
histone modifi cations and DNA methylation towards recruitment of proteins to 
chromatin [ 112 ].  

   Applications in Therapeutics 

 Defects in chromatin remodeling have been implicated in cancer [ 1 ,  90 ]. Unlike 
genetic mutations, which are irreversible, chromatin-remodeling events such as his-
tone modifi cations can be controlled due to their reversible nature. Moreover, 
chromatin- remodeling events often involve multiprotein complexes whose subunits 
may be modulated by small molecules in a specifi c manner, to yield desirable 
results. Since drug targets are predominantly proteins, many of which exist as com-
plexes and are tightly networked with other proteins, MS-based proteomics is a 
valuable tool in the drug discovery process. HDACs in particular have generated 
great interest as cancer therapeutic targets [ 113 ,  114 ] and HDAC inhibitors have 
been studied using quantitative proteomics approaches [ 18 ,  33 ]. Smith et al. used 
MudPIT and the NSAF approach to show that suberoylanilide hydroxamic acid 
(SAHA), an HDAC inhibitor used in treatment cutaneous T cell lymphoma [ 114 ], 
induces conformational changes to the SIN3 complexes upon binding, resulting in 
dissociation of its subunit ING2 (Fig.  2 ) [ 18 ,  115 ]. This leads to disruption of the 

  Fig. 2    HDAC Inhibitor-Induced Dynamics of the Human Sin3 Complex. Protein complexes can 
change when subjected to a stimulus. The decrease of Ing2 with the Sin3 complex is shown as an 
example of the way quantitative proteomics can be used to study changes in protein complexes 
[ 18 ]. In this study, the Sin3 complex was analyzed by MudPIT and spectral counting in the absence 
( a ) and presence ( b ) of the HDAC inhibitor SAHA [ 18 ]. Upon incubation with SAHA, the protein 
ING2 was shown to dissociate from the Sin3 complex ( b ) [ 18 ]. As an HDAC inhibitor, SAHA is 
likely binding to and inhibiting the enzymatic activity of the HDAC1 and HDAC2 proteins, but 
this study demonstrates that additional effects of inhibitors on multiprotein complexes can occur. 
From [ 115 ]. Reprinted with kind permission from Elsevier Limited       
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HDAC complex and alters its chromatin targeting, indicating that small molecules 
can mediate their effects by more than one mechanism [ 18 ]. In an extensive study, 
Bantscheff et al. used affi nity capture combined with a quantitative MS based 
chemoproteomics strategy to measure binding affi nities of small molecules to large 
complexes in a native-like environment [ 19 ]. Using this approach, they discovered 
new targets for HDAC inhibitors, showed selectivity exists between the inhibitors 
and HDAC complexes, and also identifi ed a novel HDAC complex called MiDAC, 
which assembles during mitosis [ 19 ].

       Conclusion 

 Our understanding of chromatin-remodeling events has signifi cantly advanced in 
the past two decades. Nevertheless, there are new and exciting discoveries waiting 
to be made, since such events involve several multiprotein complexes and PTMs, 
many of which are still uncharacterized. Moreover, the dynamics and interplay 
between the complexes also present signifi cant complexity and require further 
research. Improvements in MS-based proteomic methods have played a major role 
in answering several questions concerning chromatin remodeling. Thanks to the 
rapid advancement in both technology and method development in quantitative pro-
teomics; it is now possible to analyze multiprotein complex samples and whole cell 
lysates in a quantitative and accurate manner. This provides important information 
about novel PTMs and the relative abundance of protein complexes involved in a 
particular remodeling event. MS-based proteomics combined with molecular biol-
ogy techniques lead to systematic analysis of multiprotein complexes and protein–
protein interaction networks. This provides a better understanding of the dynamics 
and spatiotemporal interactions that occur during chromatin remodeling events in 
both normal and disease states.     
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    Abstract     Regulation of gene expression by proteins associated with chromatin is a 
major, yet poorly understood, feature of differentiation and development. Recent 
genomic studies have highlighted the role of chromatin regulatory proteins in 
pathologies affecting cellular proliferation and cell cycle, such as cancer. Mass 
spectrometry-based proteomics approaches have, in the last decade, provided a 
wealth of information on the dynamic nature of the proteome during cellular 
differentiation. Label-based approaches have predominated the literature, however, 
with the development of increasingly sensitive mass spectrometers and liquid 
chromatographic systems; label-free techniques offer a compelling alternative. 
Using these approaches, a vast repertoire of proteins have been identifi ed in the 
proteome of undifferentiated and differentiating stem cells, including transcription 
factors, chromatin-modifying complexes, histone-modifying enzymes and signal-
ling proteins which act in concert to regulate gene expression. Given the recent 
correlation between mutations in epigenetic machinery and the development and 
progression of various cancers, application of these approaches to the study cancer 
cell proteomes could provide valuable insights into the role of epigenetic reregula-
tion in tumourogenesis.  
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        Epigenetic Regulation in Stem Cells and Cancer 

    Stem Cell Properties 

 Stem cells have been a focus of intense research for several decades. In spite of this 
there are many unanswered questions regarding their regulation and the mecha-
nisms by which they direct single-lineage (homogenous) differentiation. Stem cells 
exhibit two key properties: pluripotency, which is the ability to transform from an 
undifferentiated state [ 1 ] into any type of cell in the adult body and self-renewal, 
which constitutes the ability to maintain the undifferentiated phenotype through cell 
division and replication. Clearly, dysfunction of genes and proteins involved in 
these pathways are a potential cause of diseases of development and differentiation, 
and in particular diseases of proliferation such as cancer [ 2 – 4 ]. While stem cells 
represent a powerful source of cells with the potential to treat human disease 
through regenerative medicine [ 5 ,  6 ] (Fig.  1 ), in order to design disease-specifi c 
therapies and address safety concerns, a more profound understanding of stem cell 
biology is required.

   Genomic DNA sequence in different cell types of an individual organism are 
almost identical; hence, it is hypothesised that epigenetic factors may explain much 
of the difference between cells that have highly varying roles in the body [ 7 ]. 

  Fig. 1    Stem cells have great potential for use in regenerative medicine and for studying human 
development and cancers       
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Epigenetic modifi cations are heritable changes which do not change the DNA 
sequence, but infl uence gene expression by controlling the access of transcriptional 
machinery to gene promoters, through alterations to the chromatin structure. 
Differentiation of a stem cell into any defi ned cell type involves specifi c alterations 
to gene expression, in order to repress pluripotency-associated genes and activate 
cell type-specific genes (Fig.  2 ); this is driven by epigenetic modifications 
ultimately brought about by protein factors and complexes, making proteomics an 
appropriate approach for studying the process of differentiation.

       Epigenetics, Stem Cell Phenotype and Cancer 

 Cellular (or transcriptional) memory involves the epigenetic modifi cation of 
chromatin structure to regulate gene expression in a stably heritable manner. 
Extensive evidence suggests a role for protein complexes in either directly or indi-
rectly altering the structure of nucleosomes, in order to regulate the access of the 
transcriptional machinery to gene promoters [ 8 ]. Nucleosomes are the fundamental 
unit of chromatin and comprise approximately 147 bp of DNA wound around an 
octamer of core histone proteins, H2A, H2B, H3 and H4. Chromatin structure can 
be altered through two types of epigenetic alterations: (a) histone modifi cation or 
(b) ATP- dependent chromatin remodelling. 

  Fig. 2    A simple model of differentiation       
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 Covalent modifi cations to specifi c histone residues (especially on the N-terminal 
tails of histone proteins) alter chromatin structure and function. They include meth-
ylation, acetylation, phosphorylation and ubiquitination. The unique combination 
of these modifi cations has been proposed to form a readable “histone code” [ 9 ]. 
These modifi cations can alter the histone charge which may alter the DNA–histone 
association; alternatively, they can act as recognition and binding sites for other 
chromatin-altering proteins. Specifi c protein complexes are responsible for the 
establishment, maintenance and removal of histone marks, leading to a general 
classifi cation into readers, writers and erasers of the histone code. For example, 
Polycomb Repressor Complex 2 (PRC2) lays down the H3K27me3 mark (trimeth-
ylation of lysine 27 of histone H3, associated with gene silencing) and, along with 
the activating H3K4me3 mark at bivalent domains, is a key component of stem cell 
identity and the “poised” state of developmentally important genes [ 10 ]. Other com-
plexes read and interpret this code. For instance, Polycomb Repressor Complex 1 
(PRC1) stabilises the inactive transcriptional state imposed by PRC2 so that the 
transcriptional memory is maintained. Other complexes contain enzymes such as 
lysine demethylases that remove the marks thereby relieving transcriptional repression 
at those loci. Other important epigenetic mechanism relies on altering accessibility 
of the transcriptional machinery to repressed genes through energy-dependent 
remodelling of nucleosomes or replacement of histone molecules with variant 
forms. ATP-dependent chromatin remodelling complexes are characterised by an 
ATPase subunit which drives the remodelling process. The exact mechanism, or 
mechanisms, of this remodelling are not fully understood, but current proposed 
mechanisms include: the replacement of some or all of the histone octamer; the 
repositioning of the histone octamer relative to DNA (nucleosome sliding); and the 
ejection of part or all of the histone octamer [ 11 ]. Some remodelling complexes 
such as the NUcleosome Remodeling and Deacetylase (NuRD), which possesses 
histone deacetylating activity, are also capable of altering specifi c histone tail residues. 
Epigenetic modifi ers, such as the Polycomb (PcG) complexes, play crucial roles in 
biological processes such as transcription, DNA replication and repair, embryonic 
development and the differentiation of adult somatic cells. Given the fundamental 
role of these proteins, it is perhaps not surprising that recent studies (reviewed in 
[ 12 ]) have implicated the mutation of many of these proteins as key contributors to 
the initiation and progression of tumourigenesis. 

 The development of cancer involves both direct aberrant genetic alterations to 
tumour suppressors and proto-oncogenes, and the deregulation of gene expression 
patterns established through the epigenetic modifi cations described above. A genetic 
alteration may initiate the carcinogenesis, with an epigenetic alteration leading to its 
progression. Alternatively, epigenetic changes may prime cells so that a subsequent 
genetic alternation promotes carcinogenesis. Genetic mutation in epigenetic 
modifi ers can lead to the deactivation of tumour suppressors, through mechanisms 
such as aberrant DNA methylation, or to the overexpression of proto-oncogenes 
through hyperacetylation or the destabilisation of normal silencing marks on these 
proto-oncogenes. Members of PcG complexes have recently been implicated as key 
contributors to the initiation and progression of many different types of human 
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cancers, through their regulation of the INK4B and INK4A-ARF loci which encode 
important tumour suppressor genes [ 13 ]. Overexpression of the PcGs causes 
inappropriate silencing of these loci, and prevents proper cellular senescence from 
occurring, thus allowing the persistence of tumourigenic cells. Given the emerging 
crucial role of epigenetic modifi ers in cancer, they have provided new promising 
targets for therapeutic intervention [ 4 ,  14 ].   

    Mass Spectrometry-Based Approaches to Studying 
the Dynamic Proteomes of Differentiating Cells 

    Model Systems for Studying Stem Cells 

 One goal of stem cell systems biology is to develop a predictive model of the human 
Embryonic Stem Cell (hESC). As an experimental model, however, they are not 
always the most straightforward: they can differentiate into multiple cell types, but 
it is not yet understood how to effectively manipulate this in vitro. Somatic (or 
“adult”) stem cells also provide an alternative model for research. Compared to 
pluripotent embryonic stem cells, these cells can only differentiate into a subset of 
cell types (multipotent) which is dependent on the type of somatic stem cell involved. 
For instance, neural stem cells can give rise to neurons as well as astrocytes and 
oligodendrocytes, while mesenchymal stem cells can differentiate into various cell 
types such as osteocytes, chondrocytes, adipocytes and other related cells found in 
connective tissues. However, as with ESCs, these stem cells can be diffi cult to 
culture and manipulate, as well as being relatively costly. Another alternative is a 
well- characterised immortalised human embryonal cancer cell line, NTERA-2 (or 
NT2), that when treated with retinoic acid (RA) undergoes differentiation. A major 
advantage of NT2 cells is that they undergo homogenous differentiation—differen-
tiating only along a single (neuronal) lineage (Fig.  3 ) [ 15 ]. NT2 cells are, in 
comparison to traditional stem cells, less expensive and easier to handle. However, 
given that these cells are originally sourced from cancer tissue, the possibility 
remains that they may exhibit abnormal expression of certain genes, so results need 
to be treated with caution.

       Label-Based Versus Label-Free Proteomics Approaches 

 In the past decade, mass spectrometry-based proteomics has emerged as a powerful 
tool capable of describing the properties (identity, abundance, sequence variation, 
post-translational modifi cation) of thousands of proteins in a single experiment. 
Thus, aspects of cancer and stem cell biology, which cannot be explained by genomics 
alone, can be investigated using proteomic technologies, revealing an intricate 
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network of signalling cascades, transcription programmes and histone and 
chromatin- modifying enzymes. 

 MS-based proteomics aims to achieve three levels of protein analyses: separa-
tion, quantifi cation and identifi cation. Traditionally, the separation approaches have 
largely involved two-dimensional (2D) separation methods such as the gel-based 
2D gel electrophoresis (2DE) or 2D-differenitial gel electrophoresis (2D-DIGE) 
and more recently the quickly evolving 2D-liquid chromatography techniques. 2DE 
was one of the earliest proteomics approaches to be used, but suffers from a lack of 
reproducibility between gels, an issue which was improved upon by 2D-DIGE 
which allowed for the fl uorescent labelling of samples, thus allowing mixing of 
samples on the same gel, circumventing the issue of gel-to-gel variation. Gel-free 
approaches, such as 2D-liquid chromatography, have become increasingly popular, 
being generally more sensitive than the gel-based counterparts, and more easily 
automated. Gel-free approaches also have an advantage when quantifying proteins, 
as multiple peptides from the same protein can be quantifi ed whereas gel-based 
approaches rely on the use of a single spot’s volume for quantifying that protein’s 
abundance. However, these approaches are not necessarily mutually exclusive and 
are often used in a complementary fashion. 

 Protein identifi cation in MS-based proteomics currently relies on the ability to 
measure peptides derived from tryptic digestion of the sample. Tryptic peptides 
share a number of properties (uniformity of mass and charge) that render them suit-
able for analysis by peptide mass fi ngerprinting or tandem mass spectrometry 
approaches [ 16 ]. Quantitation (or more specifi cally, determination of relative abun-
dance) can be achieved either through the use of isotope-coded labels, e.g. metabolic 
or isobaric labelling, or through a label-free approach. Metabolic labelling, as used 

  Fig. 3    Comparison of heterogeneous ES cell differentiation vs. homogenous NT2 cell 
differentiation       
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in stable isotope labelling in cell culture (SILAC), involves incorporating heavy or 
light versions of a given amino acid into the proteins, by growing samples of cells 
on media which differs only in the presence or absence of the light or heavy form of 
a particular amino acid [ 17 ]. Using SILAC, an experimenter can compare two to 
three samples in a single run, as the “case” cells and control cells can be mixed 
directly after harvesting and combined together for protein extraction and all subse-
quent treatments and analyses. A popular alternative approach has been isobaric tag 
for relative and absolute quantifi cation, or iTRAQ, which was developed in by Ross 
et al. [ 18 ]. iTRAQ involves the use of an isobaric tag which includes a reporter 
group with a different isotopic composition in each tag, thus allowing for discrimi-
nation between tags. Each reporter group has an associated balance group to prevent 
discrimination during MS protein identifi cation; this balance group is separated 
from the reporter during MS/MS peptide fragmentation, allowing for the quantifi ca-
tion of relative abundance between the different reporter tags. This technique has 
the advantage of being applicable to non-auxotrophically cultivable cells, a limitation 
of metabolic labelling, and allows for the comparison of up to eight different samples 
(or four different pairs of case/control samples). 

 The use of labels prior to sample preparation allows for the mixing of different 
samples and their simultaneous preparation, reducing any variability which may arise 
during the isolation and digestion of proteins. This improves the robustness of the 
experiment, as well as allowing for the simultaneous analysis of the samples by MS. 
Label-based approaches also come with limitations: the labels can be costly as well 
as time consuming to apply, and although sample pooling improves robustness, it 
often comes at the cost of resolving power when studying phenomena involving large 
numbers of proteins, such as stem cell differentiation. Many of the proteins funda-
mental to stem cell pluripotency and self-renewal (e.g. Oct4, Nanog) are exclusive to 
embryonic stem cells and present at low quantities. As such, the mixing of undiffer-
entiated ESCs with differentiating cells easily results in the masking of these proteins 
by the more plentiful proteins present in the various differentiating samples. 

 Label-free MS-based proteomics provides a more widely applicable approach, 
only requiring that the sample preparation, chromatographic separation and data 
acquisition protocols are suffi ciently robust to allow for comparison of different 
samples. There is no need for protein labelling and in theory no limitation on the 
number of samples which can be compared. However, given the inevitable variation 
that is likely to arise between different samples, due to factors such as pipetting 
error during sample preparation and variable chromatographic conditions, data 
normalisation is usually performed prior to comparison of results. The underlying 
principle upon which label-free MS quantifi cation relies is that of the linear rela-
tionship between the MS peptide signal and protein abundance—in other words, the 
more prevalent the protein’s representation in the mass spectra, the more abundant 
it is in the sample [ 19 ]. Built on from this principle is a strategy now termed Spectral 
Count (the frequency of tandem MS fragmentation events for a given peptide during 
an LCMS run); this strategy was investigated by Liu et al. [ 20 ] for use in measuring 
relative protein abundance, and validated through their statistical model for random 
sampling during MS/MS data acquisition. This model illustrated a direct relationship 
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between a peptide ion’s abundance in a peptide mixture and its probability of being 
identifi ed in a MS/MS run, as long as all peptides in the mixture are analysed under 
the same conditions. Another approach, termed ion abundance, relies on estimating 
relative peptide quantities by integrating peptide signal across two dimensions ( m / z  
ratio, chromatographic elution time). This approach was recently extended to three 
dimensions (by exploiting redundancies in the ion signal such as different isotopic 
forms of a peptide) [ 21 ]. Although these methods are normally confi ned to determi-
nation of “relative” abundance, they can report of absolute abundance if mass-coded 
(i.e. isotopic forms) reference peptides are added to the experiment. Both Spectral 
Count and Ion Abundance allow one to circumvent the use of stable isotope labels, 
greatly simplifying the experimental procedure.  

    Proteomic Approaches to Studying Epigenetic Regulation 
of Stem Cell Differentiation (Fig.  4 ) 

    Early studies of stem cell epigenetic regulation have generally focused on mouse 
(mESCs) or human (hESCs) embryonic stem cells. Most examined small subsets of 
genes and/or proteins, and only a few investigated the proteome of differentiating cells. 
The fi rm establishment of several key pluripotency-inducing transcription factors 
by Yamanaka et al. [ 22 ,  23 ], including Oct4 and Sox2, provided a basis from which 
to study pluripotency and the mechanisms involved in its regulation. Their work 

  Fig. 4    Hypothetical representation of information which can be derived through analysis of 
MS-based proteomic datasets       
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focused on the use of a few defi ned key factors to induce a pluripotent state onto 
already differentiated somatic cells; the resulting cells were coined induced pluripo-
tent stem cells (iPSCs). Other groups such as van den Berg et al. [ 24 ] and Pardo 
et al. [ 25 ] aimed to determine the network of proteins regulating “stemness” by 
using FLAG-affi nity proteomics approaches to examine the interactors of the key 
pluripotency factor Oct4 in ESCs. The results of these studies indicated a high 
degree of interaction between different transcription factors, with many showing 
co-occupancy of same gene promoters. Overlapping interaction of pluripotency 
factors with several remodelling complexes such as NuRD and hSWI/SNF was also 
observed, suggesting the coordinated activity of a complex network of proteins in 
regulating and maintaining an undifferentiated state. 

 Chaerkady et al. [ 26 ] used iTRAQ labelling of whole cell lysates to examine the 
proteome of hESCs over eight stages of differentiation. They identifi ed and quanti-
fi ed 1,251 proteins using LC-MS/MS with a quadrupole time-of-fl ight (TOF) 
system. However, they were unable to identify any of the pluripotency factors (Oct4, 
Nanog, Sox2) which are only present in low abundances in the nucleus. The low 
resolution of their results was possibly due to a lack of pre-analysis subcellular 
fractionation, combined with a label-based approach which inherently requires the 
mixing of peptides from samples at different stages of differentiation. This severely 
dilutes the peptides of low abundance proteins, especially those (a) only present in 
the nucleus and (b) present only at the earliest stages of differentiation, as is the case 
with many pluripotency factors. Dilution to this extent would make detection of 
these peptides exceedingly unlikely. 

 More recently, Sarkar et al. [ 27 ] attempted to identify the proteomes of three 
subcellular fractions of undifferentiated hESCs: the nuclear, cytosolic and membrane 
fractions. Each fraction was separately SILAC labelled and combined with unla-
belled protein samples from differentiating hESC cells, prior to analysis with a 
high-sensitivity LTQ-Orbitrap XL LC-MS/MS system. Using this approach they 
were able to identify 893 nuclear proteins, 1,397 cytosolic proteins and 1,185 
membrane proteins, with an overall of ~70 % of the total identifi ed proteins being 
unique to one fraction. Overall they achieved signifi cant coverage (total of >3,000 
proteins identifi ed), likely due to their use of subcellular fractionation. 

 Jadaliha et al.[ 28 ] combined 8-plex iTRAQ with LC-MS/MS analysis to inves-
tigate the proteome of differentiating hESCs. They compared the proteome of undif-
ferentiated hESCs to that of hESCs at different stages (days 6, 12 and 20) of 
spontaneous differentiation by embryoid body (EB) formation. The proteins in each 
sample were tagged using eight different iTRAQ labels, and subsequently pooled 
for trypic digestion into peptides which were fractionated in chromatographic 
columns prior to LC-MS/MS analysis. The group performed two technical replicates 
for each of their three biological replicates, and using this approach were able to 
identify 1,032 non-redundant proteins between all replicates. Of these, 156 proteins 
were deemed to exhibit statistically signifi cant changes in abundace during differ-
entiation, with 81 showing upregulation and 79 showing downregulation in at least 
one EB compared to the undifferentiated ESCs. The group carried out Western Blot 
analysis on fi ve (ERP29, NPM1, HSC70, CALU and STMN1) of these 159 proteins 
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with the results of this supporting that of their MS results. The coverage achieved by 
the group included a wide range of proteins with differential abundance profi les 
during differentiation, including nucleic acid-binding protein, cytoskeletal proteins, 
ribosomal proteins, calcium-binding proteins and proteins involved in Integrin sig-
nalling. However, with the exception of Lin-28, the proteins identifi ed did not 
include well-established proteins of the pluripotency network; given the ESC- 
exclusive expression and low abundance of proteins such as Oct4 and Nanog, it is 
possible that the pooling of differentiated and undifferentiated samples lead to the 
masking of these proteins by more abundant proteins in differentiating cells. 

 Pewsey et al. [ 29 ] examined the nuclear fraction of RA-induced differentiating 
NT2 cells, investigating samples from four different stages of differentiation, with a 
focus on the fi rst 6 days. Both iTRAQ and ExacTag labelling approaches were used, 
with the respective samples pooled for analysis by LC-MS/MS with a quadrupole- 
ion trap system. Fifty four proteins were identifi ed, including low abundance 
proteins such as Oct4 and Sox2 (but not Nanog), indicating that the sensitivity was 
relatively high. The combined results of the independent label-based experiments 
(iTRAQ and ExacTag) showed 37 proteins which exhibited statistically signifi cant 
changes in abundance during the fi rst 6 days of differentiation. These results were 
validated by both Western blotting and RT-PCR. Through the use of clustering and 
interaction analyses, they highlighted the presence of an intricate protein–protein 
interaction network in the regulation differentiation; the regulation likely occurring 
by the coordinated effort of numerous proteins, leading to the activation and/or 
silencing of specifi c target genes at defi ned stages of differentiation.  

    Label-Free Proteomics: An Optimised Approach 

 In contrast to the studies described, our lab uses label-free MS analysis (Fig.  5 ). 
Sample preparation involves the subcelluar fractionation of harvested cells followed 
by a size-separation by simple one dimensional SDS-PAGE. Sample lanes are then 
excised and cut into a number of sections (usually a minimum of 10). Each of these 
sections are treated as separate sub-samples and subject to in-gel tryptic digestion 
and peptide extraction. Samples are further fractionated using a reverse-phase 
HPLC system prior to analysis by an LTQ Orbitrap Classic MS (Thermo Scientifi c), 
with a nano-electrospray ionisation source (Proxeon Biosystems). Peptides are ana-
lysed by LC-MS/MS with an initial survey scan collecting data continously in a 
data-dependent manner. Collision induced dissociation (CID) MS/MS scans use the 
ten most abundant ions from the survey scan. The resulting raw MS fi les are pro-
cessed using a quantitative proteomics software application such as MAXQUANT. 
The principle of maximum parsimony [ 27 ] is applied in matching peptides to pro-
teins in the database, with proteins identifi ed in at least two of three experimental 
datasets being accepted. Identifi cations that are only based on one unique peptide, 
or two (or more) unique peptides in only one dataset, need to be manually validated 
by gauging the assignment of major peaks, the occurrence of continuous (at least 
three amino acids) y- or b-ion series, low mass error and the  p -value. The False 
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Discovery Rate (FDR) is determined using a Reversed Sequence database, and 
Spectral Count (the frequency of productive MS/MS events for each protein) is used 
as an estimate of protein abundance [ 30 ].

   Using an approach similar to the above, we have been able to identify over 2,400 
proteins in the chromatin proteome of differentiating NT2 cells, using samples from 
fi ve different time points: undifferentiated NT2 cells (day 0 of  all trans -RA treat-
ment) and four stages of RA-induced differentiation (days 1, 2, 4 and 8). Proteins 
identifi ed included a large cohort of well-established plutipotency-related proteins 
such as Oct4, Nanog and Sox2. Markers for neuronal differentiation were also iden-
tifi ed, including Nestin. Furthermore, a signifi cant number of proteins from several 
chromatin- and histone-modifying enzyme complexes were identifi ed, including 
members of PRC1, PRC2, NuRD, BRAF and Sin3. Data such as this, on changing 
protein abundance during differentiation, can provide the basis from which to 
extrapulate information on the regulatory networks involved in the controlling gene 
expression during celllular differentiation (see Fig.  4 ).   

    Conclusion 

    Great advances have been made in proteomics technology in the last decade, in 
which a single experiment is capable of identifying and quantifying thousands of 
proteins. This capacity will be needed to address the enormous complexity of stem 

  Fig. 5    Workfl ow for a label-free proteomics approach to quantifying the changes in protein abun-
dance during differentiation       
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cell biology, which uses pathways comprised of hundreds of individual proteins and 
dozens of protein complexes. Resolving the changes of abundance, location and 
activity of these protein activities across time and in different cell types still represents 
a formidable challenge. However, an improved understanding of the role of these 
protein networks in normal developmental processes is essential both for ensuring 
that human therapies based on stem cell biology are safe, and in other to uncover the 
basis of cancers induced by dysfunction in epigenetic regulator proteins.     

   References 

    1.    Odorico JS, Kaufman DS, Thomson JA. Multilineage differentiation from human embryonic 
stem cell lines. Stem Cells. 2001;19(3):193–204.  

    2.    Bolli R, Chugh AR, D’Amario D, Loughran JH, Stoddard MF, Ikram S, et al. Cardiac stem 
cells in patients with ischaemic cardiomyopathy (SCIPIO): initial results of a randomised 
phase 1 trail. Lancet. 2011;378(9806):1847–57.  

   3.    Ruff CA, Fehlings MG. Neural stem cells in regenerative medicine: bridging the gap. 
Panminerva Med. 2010;52(2):125–47.  

     4.    Takawa M, Masuda K, Kunizaki M, Daigo Y, Takagi K, Iwai Y, et al. Validation of the histone 
methyltransferase EZH2 as a therapeutic target for various types of human cancer and as a 
prognostic marker. Cancer Sci. 2011;102(7):1298–305.  

    5.    Wu SM, Hochedlinger K. Harnessing the potential of induced pluripotent stem cells for regen-
erative medicine. Nat Cell Biol. 2011;13(5):497–505.  

    6.    Strauss R, Hamerlik P, Lieber A, Bartek J. Regulation of stem cell plasticity: mechanisms and 
relevance to tissue biology and cancer. Mol Ther. 2012;20(5):887–97.  

    7.    Vincent A, Van Seuningen I. Epigenetics, stem cells and epithelial cell fate. Differentiation. 
2009;78(2–3):99–107.  

    8.    Young RA. Control of the embryonic stem cell state. Cell. 2011;144(6):940–54.  
    9.    Strahl BD, Allis CD. The language of covalent histone modifi cations. Nature. 2000;

403(6765):41–5.  
    10.    Margueron R, Reinberg D. The Polycomb complex PRC2 and its mark in life. Nature. 2011;

469(7330):343–9.  
    11.    Piatti P, Zeilner A, Lusser A. ATP-dependent chromatin remodeling factors and their roles in 

affecting nucleosome fi ber composition. Int J Mol Sci. 2011;12(10):6544–65.  
    12.    Dawson MA, Kouzarides T. Cancer epigenetics: from mechanism to therapy. Cell. 2012;150(1):

12–27.  
    13.    Bracken AP, Kleine-Kohlbrecher D, Dietrich N, Pasini D, Gargiulo G, Beekman C, et al. The 

Polycomb group proteins bind throughout the INK4A-ARF locus and are disassociated in 
senescent cells. Genes Dev. 2007;21(5):525–30.  

    14.    Popovic R, Licht JD. Emerging epigenetic targets and therapies in cancer medicine. Cancer 
Discov. 2012;2(5):405–13.  

    15.    Pal R, Ravindran G. Assessment of pluripotent and multilineage differentiation potential of 
NTERA-2 cells as a model for studying human embryonic stem cells. Cell Prolif. 
2006;39(6):585–98.  

    16.    Steen H, Mann M. The ABC’s (and XYZ’s) of peptide sequencing. Nat Rev Mol Cell Biol. 
2004 Sep;5(9):699–711.  

    17.    Ong SE, Blagoev B, Kratchmarova I, Kristensen DB, Steen H, et al. Stable isotope labeling by 
amino acids in cell culture, SILAC, as a simple and accurate approach to expression 
proteomics. Mol Cell Proteomics. 2002;1(5):376–86.  

A. Watson and G. Cagney



209

    18.    Ross PL, Huang YN, Marchese JN, Williamson B, Parker K, et al. Multiplexed protein 
quantitation in Saccharomyces cerevisiae using amine-reactive isobaric tagging reagents. Mol 
Cell Proteomics. 2004;3(12):1154–69.  

    19.    Chelius D, Bondarenko PV. Quantitative profi ling of proteins in complex mixtures using liquid 
chromatography and mass spectrometry. J Proteome Res. 2002;1(4):317–23.  

    20.    Liu H, Sadygov RG, Yates 3rd JR. A model for random sampling and estimation of relative 
protein abundance in shotgun proteomics. Anal Chem. 2004;76(14):4193–201.  

    21.    Cox J, Mann M. MaxQuant enables high peptide identifi cation rates, individualized p.p.b.-
range mass accuracies and proteome-wide protein quantifi cation. Nat Biotechnol. 2008;26(12):
1367–72.  

    22.    Takahashi K, Yamanaka S. Induction of pluripotent stem cells from adult human fi broblasts by 
defi ned factors. Cell. 2006;126(4):663–76.  

    23.    Takahashi K, Tanabe K, Ohnuki MA, Narita M, et al. Induction of pluripotent stem cells from 
adult human fi broblasts by defi ned factors. Cell. 2007;131:861–72.  

    24.    van den Berg DLC, Snoek T, Mullin NP, Yates A, et al. An Oct4-centered protein interaction 
network in embryonic stem cells. Cell Stem Cell. 2010;6:369–81.  

    25.    Pardo M, Lang B, Yu LA, Proser H, et al. An expanded Oct4 interaction network; implication 
for stem cell biology, development and disease. Cell Stem Cell. 2010;6:382–95.  

    26.    Chaerkady R, Kerr CL, Marimuthu A, Kelkar DS, et al. Temporal analysis of neural differen-
tiation using quantitative proteomics. J Proteome Res. 2009;8(3):1315–26.  

     27.    Sarkar P, Collier TS, Randalf SM, Muddiman DC, et al. The subcellular proteome of undif-
ferentiated human embryonic stem cells. J Proteomics. 2012;12:1–10.  

    28.    Jadaliha M, Lee HJ, Pakzad M, Fathi A, Jeong SK, et al. Quantitative proteomic analysis of 
human embryonic stem cell differentiation by 8-plex iTRAQ labelling. PLoS One. 
2012;7(6):e38532.  

    29.    Pewsey E, Bruce C, Tonge P, Evans C, et al. Nuclear proteome dynamics in differentiating 
embryonic carcinoma (NTERA-2) cells. J Proteome Res. 2010;9:3412–26.  

    30.    Cagney G, Park S, Chung C, Tong B, O’Dushlaine C, Shields DC, et al. Human tissue profi ling 
with multidimensional protein identifi cation technology. J Proteome Res. 2005;4(5):1757–67. 
PubMed PMID: 16212430.    

Proteome Analysis of Chromatin Complexes in Differentiating Stem Cells



211A. Emili et al. (eds.), Systems Analysis of Chromatin-Related Protein 
Complexes in Cancer, DOI 10.1007/978-1-4614-7931-4_11,
© Springer Science+Business Media New York 2014

    Abstract     Recruitment of transcriptional regulators and enzymes that remodel 
chromatin structure is controlled by a complex pattern of post-translational modifi -
cations on histones and other chromatin binding proteins. These so-called epigene-
tic marks specifi cally recruit protein interaction modules that “read” the complex 
pattern of post-translational modifi cations resulting in assembly of protein com-
plexes that alter chromatin structure and regulate gene transcription. Often, several 
diverse reader domains are present in nuclear chromatin modifying proteins acting 
synergistically to recognize post-translationally modifi ed histones. In addition to 
this modular set of interactions, some reader domains simultaneously recognize 
combination of several post-translational marks, rather than isolated modifi cations. 
Due to the complexity and the large number of marks and their combinations, reader 
domains have evolved as large and diverse families of interaction modules that spe-
cifi cally recognize combinations of acetylated and methylated lysines, methylated 
arginines, phosphorylated serine, threonine and tyrosine residues as well as other 
modifi cations. High throughput protein crystallography has recently contributed 
signifi cantly in our understanding of the structural mechanisms that govern reader–
histone tail interactions. Established parallel expression and purifi cation of recom-
binant reader domains have enabled screening technologies that evaluated the 
substrate specifi city of entire families of these protein interaction modules. In addi-
tion, dysfunction of epigenetic mechanisms such as writing, erasing and reading of 
post-translational marks has been associated with the development of a large variety 

      Structural Genomics and Drug Discovery 
for Chromatin-Related Protein Complexes 
Involved in Histone Tail Recognition 

                              Panagis     Filippakopoulos       and     Stefan     Knapp     

        P.   Filippakopoulos ,  Ph.D.     
  Nuffi eld Department of Clinical Medicine ,  Medicine Division, Oxford University , 
  Old Road Campus Research Building, Roosevelt Drive ,  Oxford ,  OX3 7DQ ,  UK   
 e-mail: panagis.fi lippakopoulos@sgc.ox.ac.uk 

   S.   Knapp,   Ph.D.     (*) 
  Nuffi eld Department of Clinical Medicine, Medicine Division ,  Oxford University, Target 
Discovery Institute (TDI) ,   Roosevelt Drive ,  Oxford ,  OX3 7BN ,  UK   
 e-mail: stefan.knapp@ndm.ox.ac.uk  



212

of diseases, and reader domains have recently emerged as interesting targets for 
pharmaceutical intervention. Here, we will review our current knowledge of reader 
domain structural biology, the mechanisms of specifi c recognition of substrate 
sequences and emerging inhibitors that specifi cally disrupt binding of reader 
domains to histone tails. Due to space limitations we will limit our analysis in this 
chapter on reader domains that primarily recognize methylated lysine and arginine 
residues as well as acetyl-lysine readers of the bromodomain family.  

  Keywords     Bromodomain   •   Acetyl-lysine reader domains   •   Methyl-lysine reader 
domains   •   MBP (malignant brain tumour)   •   PHD (plant homeodomain)   •   BAH 
(bromo adjacent homology) domains   •   Tudor   •   Chromodomain   •   PWWP   •   WD40 
repeat proteins  

        Architecture of Reader Domains 

 Acetylation of lysine residues changes signifi cantly the physiochemical properties 
of the lysine side chain. Most notably the charge of the unmodifi ed lysine at physi-
ological pH is neutralized by this post-translation modifi cation. In contrast, meth-
ylation of lysines and arginine residues maintains their positive charge making 
specifi c recognition of target sequences more challenging. It is therefore not surpris-
ing that at least some methyl-lysine reader domains are less stringent in differentiat-
ing between their methylated target sequences and unmodifi ed or differently 
modifi ed lysine side chains. 

 High resolution crystal structures are now available for several families of epi-
genetic reader domains, and high throughput structural genomics groups made a 
signifi cant contribution to this effort in particular for bromodomains, PWWP and 
MBT domains (Fig.  1a ) [ 1 ,  2 ].

   Acetylation sites at ε-N-lysine residues are principally recognized by bromodo-
mains, a family of 61 protein interaction modules present in 46 proteins [ 1 ,  3 ] that 
have been named after the Drosophila gene “brahma” for which the central bromo-
domain sequence motif was fi rst recognized [ 4 ]. 

 Despite the low level of sequence conservation, particularly in the terminal heli-
ces, all bromodomains share a conserved fold that comprises a left handed bundle 
of four alpha helices (αZ, αA, αB and αC). The four bromodomain core helices are 
linked by highly diverse loop regions (ZA and BC loops) that determine substrate 
specifi city (Fig.  1b ). Bromodomains harbour a large central cavity which consti-
tutes the binding site for acetyl-lysine containing sequence motifs. The bromodo-
main acetyl-lysine binding site contains largely hydrophobic and aromatic residue 
in addition to a conserved asparagine that anchors the carbonyl group of acetyl- 
lysine by a hydrogen bond. However, a number of alternative residues exist that can 
potentially act as hydrogen bond donors, but no target sequences have been pub-
lished so far for these bromodomains [ 1 ]. 

 In contrast to the acetyl-lysine specifi c bromodomains, protein interaction mod-
ules that selectively recognize methyl-lysine and methyl arginine containing 
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  Fig. 1    Structural coverage and representative folds of acetyl and methyl lysine specifi c binding 
modules. ( a ) Bar diagram showing available crystal structures of representative reader domains. 
Shown are all identifi ed human targets ( orange bars ), structures determined by structural genom-
ics laboratories ( red bars ) and other academic groups ( blue bars ). ( b ) The N-terminal bromodo-
main of BRD4 (1) (PDB-ID: 3UVX). ( c ) Representative structure of a PHD fi nger (PDB-ID: 
2G6Q). Zn 2+  ions are shown as  spheres . ( d ) Chromodomain of HP1 (PDB-ID: 1KNA). ( e ) Double 
tudor domain of JMJ2A (PDB-ID: 2GFA). ( f ) PWWP domain (PDB-ID: 2X4W). Peptide binding 
sites are indicated by showing interacting peptides in ball and stick representation, and binding 
pockets are shown as semi-transparent surfaces       
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sequences are structural highly diverse and contain mainly beta secondary structure. 
To date at least 300 methyl-lysine reader domains have been identifi ed in the human 
proteome, but due to the high diversity of the sequence and structure of these read-
ers, it is likely that the number of known methyl-lysine and methyl-arginine readers 
will increase in the future. This diverse family comprises members of the extended 
“Royal family” (KDM, MBT, Chromo), PWWP, WD40 repeat proteins, BAH 
(bromo adjacent homology) domains and the plant homeodomain (PHD). 

 PHD domains constitute the largest family of reader domains which has been 
originally identifi ed as a conserved sequence motif in Arabidopsis. The substrate 
specifi city of this small and diverse domain can vary from lysine trimethylation 
specifi c to domains recognizing sequences that contain unmodifi ed lysine residues 
or even acetyl-lysine containing recognition sites [ 5 – 10 ]. The structure of a typical 
PHD fi nger comprises two atypical zinc fi ngers that coordinate one Zn 2+  ion each. 
The metal ions signifi cantly stabilize the small, about 50 residues, PHD domain fold 
which mainly contains a beta sheet secondary structure. Small fl exible domains 
such as the PHD pose a challenge to protein crystallography due to the diffi culty of 
growing crystals. Most structural information on these small interaction modules 
has therefore been provided by nuclear magnetic resonance (NMR) studies. 
Interestingly, the PHD domain fold resembles the one described for E3 ligase of the 
RING fi nger family. However, PHD domains do not have E3 ligase activity due to 
the lack of the required interaction site for an E2 ligase. The methyl-lysine side 
chain is recognized by aromatic residues, so-called aromatic cages. Usually a cen-
tral tryptophan that contributes one of the “walls” of the aromatic binding cage 
divides the PHD peptide recognition site into a primary methyl-lysine binding 
pocket and a secondary site that is recognized by fl anking residues such as the 
unmodifi ed arginine in the ING2 peptide complex shown in Fig.  1c . 

 The extended “Royal Family” consists of the methyl-lysine reader domains: 
Tudor, chromodomains, MBT (malignant brain tumour) and PWWP domains [ 11 ]. 

 The Tudor, MBT and PWWP domains share a conserved architecture which is 
composed of fi ve β-strands. The central three strands are also present in chromodo-
mains which are C-terminally extended by an alpha helix. Members of the “Royal 
Family” that bind methylated sequence motifs coordinate the methyl ammonium 
group by a cluster of aromatic residues that form an aromatic cage-like structure. 

 More than 40 chromodomains are present in the human proteome. The character-
istic features of this interaction domain are evident in the structure of the chromo-
domain of HP1 that binds methylated peptides in an extended β-strand conformation 
completing the β-sandwich architecture [ 12 ] (Fig.  1d ). HP1 binds both di- and tri- 
methyl lysine containing sequences, and structures of peptide complexes showed 
strong conservation of binding modes and peptide conformations. Interestingly, 
tudor domains are often found as double domains forming saddle-shaped arrange-
ments (Fig.  1e ). In the lysine demethylase JMJD2A the double tudor domain 
exchanges the third and fourth β strands with respect to the canonical tudor fold 
forming an extended cradle-like structure [ 13 ]. Interestingly, both tudor domains in 
JMJD2A contribute to the binding of one tri-methyl lysine site. The aromatic cage 
is mainly formed by residues in the tudor-2 motif whereas binding specifi city is 
largely determined by side chain interactions with the tudor-1 motif [ 13 ]. 
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 PWWP domains are larger domains that comprise typically 110 residues and 
have been named after the central Pro-Trp-Trp-Pro motif. PWWP have been pre-
dicted to be protein interaction domains but have also been found to interact with 
DNA [ 14 ]. The fi rst structure of the PWWP domain of the DNA methyltransferases 
Dnmt3a revealed a mixed beta sheet and alpha helical fold with the canonical 
N-terminal fi ve-stranded beta barrel fold and a C-terminal half containing a fi ve- 
helix bundle [ 14 ]. 

 Comparison of seven representative diverse members of this protein interaction 
module family as well as complexes with interacting peptides revealed that PWWP 
domains harbour an insertion motif located between the second and third β-strands 
and a C-terminal α-helical bundle which together with the conserved beta-barrel 
recognizes methyl-lysine containing sequences in histones [ 2 ] (Fig.  1f ). 

 BAH (bromo adjacent homology) domains have also been recently identifi ed as 
methyl-lysine binding modules. The BAH domain of ORC1, a component of ORC 
(origin of replication complex) specifi cally recognizes histone H4 dimethylated at 
lysine 20 (H4K20me2) [ 15 ]. In the case of this class of protein interaction modules, the 
dimethyl-ammonium moiety of H4K20me2 containing peptides interacts with an aro-
matic cage by a π-interaction as well as by hydrogen bonding to a glutamate located in 
the binding pocket. However, aromatic cages are not found in all BAH domains sug-
gesting that a large diversity of peptides may be recognized by these domains. 

 Members of the WD40 family have also been reported to recognize methylated 
lysine and arginine residues. WD40 is one of the largest families of protein interaction 
domains recognizing a vast diversity of different binding partners including DNA as 
well as unmodifi ed, phosphorylated and methylated sequence motifs [ 16 ]. The WD40 
domain architecture consists of a β-propeller fold comprising usually seven blades. 
The WD40 repeat protein EED (embryonic ectoderm development) is a regulator of 
the PRC2 (the polycomb repressive complex 2), and it is required for methyltransfer-
ase activity of the PRC2 histone lysine methyltransferase EZH2. Interestingly, the 
EED WD40 domain contains an aromatic cage which has been shown to specifi cally 
bind to H3K27me3 [ 17 ]. Profi ling against a larger set of  methylated histone peptides 
and co-crystal structures showed that the EED WD40 domain also recognizes other 
Kme3 histone sequences that contain the tri-methylated Ala-Arg- Lys-Ser motif pres-
ent in H3K27, H3K9 and H1K26 marks, with  similar binding affi nities [ 18 ]. 

 Sequences containing methylated arginine residues are recognized by the 
WD40 domain of WDR5, a subunit of the MLL (mixed lineage leukaemia) co-
activator complex. Arginines can be dimethylated symmetrically (ω-NG,N′G-
dimethylarginine) by type I protein-arginine methyltransferases (PRMTs) or 
asymmetrically (ω-NG,NG-dimethylarginine) by type II PRMTs. Interestingly, 
symmetric H3R2me2 methylation enhances binding of WDR5 whereas asymmetry 
methylation of H3R2 inhibits binding [ 19 ]. 

 The diversity of methyl-lysine binding domains makes it likely that many more 
protein interaction modules with methyl-lysine binding activity will be recog-
nized in the future. An updated list of available crystal structures of reader domains 
as well as epigenetic enzymes and associated inhibitors is available online on the 
Structural Genomics Consortium Web site (   http://apps.thesgc.org/resources/
phylogenetic_trees/    )    .  
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    Recognition of Histone Target Sequences 

 Protein interaction modules that recognize acetylated- or methylated-lysine and 
arginine residues are present in many nuclear proteins and often coexist in combina-
tions with several interaction domains within the same protein. The multiple reader 
domain architecture suggests that recognition of epigenetic marks is a modular pro-
cess involving interactions with a number of diverse marks that may be located in 
different histones, nuclear proteins or even in different nucleosomes. The compli-
cated arrangement of reader domain in proteins and protein complexes poses a for-
midable challenge for our understanding of the epigenetic code. 

 For individual reader domains, the progress in peptide array technology has 
enabled systematic studies that elucidated sequence specifi city of protein interac-
tion modules [ 20 ]. A recent large-scale structural characterization of the family of 
human bromodomains highlighted the diversity of electrostatic properties that 
reader modules can exhibit, suggesting that despite their highly conserved tertiary 
structure, necessary for the specifi c recognition of ε- N -acetylated lysine residues, 
interactions with linear peptide motifs are mainly driven by the electrostatic nature 
of the surface area lining up the central recognition site (Fig.  2 ). In addition, the 
same study revealed histone peptide recognition motifs of most members of the 
bromodomain family [ 1 ]. This comprehensive study revealed that (a) many bromo-
domains do not target histones and are probably recruited to other nuclear or non- 
nuclear protein complexes; (b) many bromodomains recognize poly-acetylated 
rather than singly acetylated lysine sites; and (c) posttranslational modifi cations 
fl anking the recognized acetylation site have a signifi cant effect on the bromodo-
main peptide recognition process. This unexpected fi nding was fi rst reported by 
Moriniere and co-workers by binding studies and co-crystallization on the murine 
bromodomain protein BRDT [ 21 ]. Interestingly, both acetyl-lysine side chains bind 
to the same bromodomain acetyl-lysine binding site, a binding mode that was also 
observed for the N-terminal bromodomain of human BRD4 [ 1 ]. In all crystal struc-
tures of BRD4 and BRDT histone H4 complexes with diacetylated peptides and the 
N-terminal bromodomains, both acetylated lysines bound simultaneously and with 
highly similar peptide conformations. In that binding mode the conserved bromodo-
main asparagine (N140 in BRD4(1)) forms a hydrogen bond with the carbonyl of 
the N-terminal histone peptide acetyl-lysine. The acetyl-lysine carbonyl forms an 
additional water mediated hydrogen bond with a conserved tyrosine residue (Y97 in 
BRD4(1)) (Fig.  3a ). The binding mode of the N-terminal acetyl-lysine is reminis-
cent of the one observed in peptide complexes of bromodomains with singly acety-
lated histone peptides. The second acetyl-lysine does not form any direct polar 
interactions with the bromodomain; instead, it interacts mainly with the N-terminal 
acetyl-lysine by a water mediated hydrogen bond effectively occupying the bromo-
domain binding site.

    In contrast to bromodomains that are specifi cally recognizing acetylated lysine 
containing sequences, most methyl-lysine reader families interact with a large vari-
ety of modifi cations including not only the preferential recognition of different 
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methylation states but also specifi c interaction with unmodifi ed sequence motifs, as 
well as acetylated lysine residues. In methyl-lysine specifi c reader domains methyl-
ammonium moieties are recognized by aromatic cages which stabilize binding by 
π-stacking interactions (Fig.  3b ). Peptides bind usually in an extended conformation 
fl anking the characteristic beta sheet structure of these reader domains and making 
multiple contacts with additional, usually acidic, binding residues on the reader 
domain surface. Reader domains that do not harbour aromatic cages usually recog-
nize unmodifi ed peptide sequences in a similar binding mode. 

  Fig. 2    Surface charge properties of human Bromodomains. The domains are grouped into the 
eight BRD families (shown in  roman numerals ). Electrostatic surface potentials are shown between 
−10kT/e ( red ) and +10kT/e ( blue ). The BRD names and structures (PDB accession code in  black  
for crystal structures and  red  for NMR models) are shown in the fi gure. All domains are shown in 
identical orientation with their acetyl-lysine binding site facing the reader and highlighted with a 
 dashed circle  on the  top-left  structure (PCAF). Reprinted from Cell, 149(1), Filippakopoulos P, 
Picaud S, Mangos M, Keates T, Lambert JP, Barsyte-Lovejoy D, Felletar I, Volkmer R, Müller S, 
Pawson T, Gingras AC, Arrowsmith CH, Knapp S. Histone recognition and large-scale structural 
analysis of the human bromodomain family. 214–31, Copyright (2012), with permission from 
Elsevier       
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 Structural evidence exists already suggesting that there is co-operativity between 
reader domains in recognizing multiple modifi cations on histones. For example, in 
order for histone H3 peptides to bind to TRIM33, implicated in the control of tran-
scription elongation, the bromodomain module engages the histone tail via its 
K18ac mark (Fig.  4a ) while the PHD fi nger engages to the K9me3 mark (Fig.  4b ). 
The peptide backbone of the histone substrate is recognized by the extended surface 
area of the tandem BRD/PHD module (Fig.  4c ).

       Role of Reader Domains in Disease 

 Mutation and genetic translocations in reader domain containing proteins have 
linked many of these proteins to the development of diseases. Genetic rearrange-
ments of bromodomains of the BET (bromo and extra-terminal) subfamily and 
CREBBP (cAMP response element binding binding protein) for instance have been 
found in a number of aggressive solid tumours and leukaemia [ 22 – 24 ]. 
Overexpression of a number of bromodomain-containing proteins has been reported 
in cancer, correlating with patient survival. ATAD2 for instance is overexpressed in 
>70 % of breast tumours and elevated protein levels correlate with tumour histo-
logic grades, poor overall survival and disease recurrence [ 25 ]. Also, high expres-
sion levels of TRIM24 have been reported in breast cancer leading to poor prognosis 
and patient survival [ 26 ]. The role of bromodomain proteins in development of 
cancer and other diseases has recently been reviewed [ 27 ]. 

  Fig. 3    Examples of histone recognition by reader domains. ( a ) Complex of the N-terminal bromo-
domain of BRD4 with a histone H4 peptide containing acetylation sites at K12 and K16 (PDB-ID: 
3UVX). Histone peptide carbon atoms are coloured in  yellow  and peptide residues are labelled in 
 red . Carbon atoms in depicted bromodomain residues are shown in  grey . Conserved binding site 
water molecules are highlighted as  spheres . The main interacting residues of BRD4 are shown in 
ball and stick representation and are labelled. Key hydrogen bonds are highlighted by  dotted lines . 
( b ) Chromodomain complex of  Drosophila  HP1 with a histone H3 peptide harbouring K9me2 
(PDB-ID: 1KNA). Residues are labelled in a similar way as described in panel A       
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 A large number of mutations in PHD fi ngers have been associated with the 
development of diseases. For instance, chromosomal translocations and mutations 
have been detected in immune and neurological disorders as well as in cancer, 
recently reviewed by Baker et al. [ 28 ]. For example, immunodefi ciency syndrome 
T-B-SCID (Severe Combined Immunodefi ciency) and Omenn syndrome have been 
associated with mutations in the PHD domain of RAG2 recombinase, a key enzyme 
in V(D)J gene recombination [ 29 ]. The occurrence of disease causing mutations and 
genetic translocations in reader domains makes a compelling case for targeting these 
protein recognition modules for the development of novel therapeutic strategies.  

    Bromodomain Inhibitors 

 The bromodomain acetyl-lysine binding pocket is particularly attractive as a target-
ing site for the development of protein interaction inhibitors. Acetylation of lysines 
neutralizes the charge of the ε-amino group resulting in largely hydrophobic and 

  Fig. 4    Structure of a TRIM33 BRD/PHD domain peptide complex. ( a ) Structural overview of the 
complex is shown in ribbon representation on the  left panel . The peptide is shown in ball and stick 
representation, and Zn 2+  ions are indicated as  white spheres . Three areas highlighted in the detailed 
views ( a ,  b  and  c ) are highlighted as  boxes . In the highlighted area ( a ) interaction of K18ac with 
the bromodomain are shown. Panel ( b)  highlights interactions of K9me3. Finally interactions of 
unmodifi ed K4 are shown in panel ( c ). The fi gure has been generated using PDB entry 3U5O       
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aromatic binding pockets with good druggability [ 30 ]. The fi rst bromodomain 
inhibitors were reported about 8 years ago by the Zhou laboratory [ 31 ]. The small 
molecule NP1 targets the bromodomain in the histone acetyl transferase PCAF 
(P300/CBP-associated factor) with an IC50 value of about 1.6 µM. The interaction 
of the inhibitor with the PCAF acetyl-lysine pocket was confi rmed by 2D  15 N HSQC 
NMR spectroscopy. 

 Initial inhibitors have also been reported by the same laboratory that target 
CREBBP using azobenzene based templates such as 4-hydroxyphenylazo- 
benzenesulfonic acid (MS456) and Ischemin [ 32 ]. The most potent compound of 
this series exhibited an IC 50  value of 19.6 µM and modulated p53 function by inter-
fering with the recruitment of CREBBP to this key regulator of cell cycle and DNA 
damage signalling. Surprisingly, the structure of the NP1 and MS7972 complexes 
with their target bromodomains PCAF and CREBBP showed that these inhibitors 
are not acetyl- lysine mimetics and do not therefore form a hydrogen bond with the 
conserved asparagine (N803 in PCAF or N1168 in CREBBP) potentially explaining 
the limited potency of these early inhibitors. 

 First highly potent inhibitors for bromodomains were reported in the patent 
literature. These inhibitors selectively target BET bromodomains (Example 1 from 
WO2009/84693 and Example 2 from WO/2011/054844) but were not rationally 
designed for these targets [ 33 ,  34 ]. Benzodiazepines and thienodiazepines were 
originally identifi ed in phenotypic screens, monitoring the effect of gene expression 
of ApoA1 (apolipoprotein A1), a target for atherosclerosis and infl ammation [ 35 ]. 
Interaction of these inhibitors with bromodomains of the BET family was subse-
quently identifi ed by an elegant chemoproteomic analysis. The discovery of this 
interesting mode of action led to the development of the thienodiazepines JQ1 and 
MS417 as well as the benzodiazepine I-BET [ 36 – 38 ]. Co-crystal structures with 
these highly potent inhibitors revealed a conserved binding mode in which the 
triazolo- thieno-diazepine (JQ1) or triazolo-benzo-diazepine (IBET) ring system 
functions as an acetyl mimetic moiety (Fig.  5A  (a)). Interestingly, the stereo centre 
in IBET and JQ1 led to highly active and analogous inactive stereoisomers. The 
introduction of a nitrogen atom in the place of the asymmetric carbon resulted in the 
discovery of highly selective benzotriazepines [ 39 ].    Substitution of the methyl- 
triazolo acetyl-lysine mimetic group with a methyl-isoxazole led to initial frag-
ments of a different scaffold, Isoxazole 4d, which had an IC 50  value of 4.8 µM with 
excellent ligand effi ciency, found to be selective for BET bromodomains despite its 
small fragment-like character [ 40 ]. The isoxazole acetyl-lysine scaffold was also 
used for the development of the highly potent and specifi c BET inhibitor I-BET151 
which also showed improved pharmacokinetic properties [ 41 ]. The structure activ-
ity relationship (SAR) of bromodomain inhibitors has recently been reviewed [ 42 ].

   A number of diverse other scaffolds binding to BET bromodomains have also 
been discovered. For instance, the fragment 3-methyl dehydroquinazoline-one 
which has been discovered as a fragment hit binding to CREBBP has been opti-
mized to yield the highly potent and selective BET inhibitor PFI-1 (Fig.  5A  (b)), the 
fi rst chemical probe that has been co-developed by an academic group and an indus-
trial partner [ 43 ]. Interestingly, the clinical inhibitor RVX-208 [ 44 ] which is 
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currently in phase II clinical trials for acute coronary syndromes, atherosclerosis 
and Alzheimer disease is reported to act as a BET bromodomain inhibitor (see com-
pany webpage for details   http://www.resverlogix.com/    ).  

    Methyl-Lysine Reader Inhibitors 

 Methyl-lysine reader domains have just recently emerged as targets for inhibitor 
development and only a small number of compounds have been reported so far that 
target the methyl-lysine binding site. Many methyl-lysine readers have also less 
attractive binding sites when compared to bromodomains, but a systematic analysis 
of all available methyl-reader structures and comparison with acetyl-lysine binding 
pockets identifi ed a number of targets with good predicted druggability [ 45 ]. Most 
promising of these targets are members of the PWWP domains in addition to 

  Fig. 5    Inhibitor binding modes. ( a ) Superimposition of BRD4(1) peptide complexes with the 
inhibitors IBET (PDB ID: 3P5O) and PFI-1 (PDB ID: 4E96). Peptides and inhibitors are shown in 
ball and stick representation. Inhibitor carbon atoms are shown in  yellow  and peptide carbon atoms 
in  white , respectively. A structural overview is shown in the  left panel . ( b ) Binding of UNC1215 to 
WDR5 (PDB ID: 3SMR). Shown is a structural overview ( left panel ) as well as details of the 
interaction ( right panel ). The inhibitor is shown in ball and stick representation and main binding 
site residues (shown as a surface) are labelled       
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chromo-domains and MBT domains whereas Tudor and PHD fi ngers exhibited the 
lowest druggability scores. 

 First inhibitors with low µM binding affi nity have been reported for the MBP 
domain L3MBTL1 (lethal (3) MBP protein 1) with most potent inhibitors having a 
 K  D  of 5 µM [ 46 ,  47 ]. Inhibitors against this target have been recently developed 
further resulting in UNC1215, a highly potent (120 nM) cell active and selective 
inhibitor for L3MBTL3 [ 48 ]. 

  Fig. 6    Structures of current inhibitors that target reader domains. In the case of bromodomain 
inhibitors the acetyl-lysine mimetic groups that have been verifi ed experimentally are highlighted 
in  red        
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 A fi rst inhibitor has also been reported for the WD40 protein WDR5. The WDR5 
antagonist WDR5-0103, binds to the methyl-lysine binding pocket (Fig.  5B ) with a 
 K  D  of 450 nM and has been shown to inhibit the catalytic activity of the MLL core 
complex in vitro [ 49 ]. The good predicted druggability and the link of many methyl- 
lysine binding domains in the development make also these reader domains interest-
ing targets for the development of specifi c chemical probe molecules. At the moment 
the chemical biology targeting reader domains has just emerged, and it will be inter-
esting to see if any of the developed probe molecules will progress to new therapies 
in the clinic in the future. Structures of known bromodomain and methyl-lysine 
binder inhibitors are compiled in Fig.  6 .
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    Abstract     Biogenesis of nuclear RNA polymerases (RNAP) is a poorly understood, 
yet central molecular process in eukaryotes. Recent analysis of interaction partners 
of RNAP II, the enzyme that synthesizes protein-coding mRNAs, in the soluble 
fraction of cell extracts identifi ed a series of factors that play central roles in RNAP 
II biogenesis. The GPN loop GTPase RPAP4/GPN1 was shown to be required for 
nuclear import of RNAP II, and the HSP90 co-factor RPAP3 is essential for cyto-
plasmic assembly of this multisubunit enzyme. Examination of the list of interactors 
for RNAP II as well as RPAP4/GPN1 and RPAP3 reveals the presence of many 
specifi c subunits of RNAP I and III, which synthesize most of the cell’s non-coding 
transcripts. This fi nding suggests that biogenesis of all three nuclear RNAPs may be 
coupled. Silencing of RPAP4/GPN1 and RPAP3 further indicates that both factors 
are essential for normal nuclear localization of the three polymerases. We present a 
model in which biogenesis of RNAP I, II and III is integrated through the action of 
assembly and nuclear import factors.  

  Keywords     RNA polymerase   •   RNA polymerase II-associated proteins (RPAP)   • 
  Biogenesis   •   Nuclear import   •   Assembly  

        Introduction 

 The nucleus of eukaryotic cells contains three types of RNA polymerases (RNAP). 
RNAP I is located in the nucleolus where it synthesises the 45S ribosomal RNA 
(rRNA) precursor that makes up the core of the ribosome. RNAP II and RNAP III 
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can both be found in the non-nucleolar nuclear space. RNAP II synthesizes mRNAs 
as well as a number of small nuclear RNAs (snRNA) and microRNAs (miRNA). 
RNAP III directs the synthesis of rRNA 5S, tRNAs and other small, non-coding 
RNAs. Each RNAP is assisted by a general transcription machinery which serves 
for promoter recognition, RNA chain elongation and response to transcriptional 
regulators. Work performed over the last three decades has revealed numerous 
mechanisms by which transcription is regulated in eukaryotes, many of the regula-
tory factors being involved in helping RNAPs to cope with the nucleosomal struc-
ture of chromatin [ 1 – 4 ; and references therein]. 

 Much less is known about regulation of RNAP molecules prior to and following 
transcription. Biogenesis and recycling of these key enzymes have only been 
addressed recently. Two discoveries dealing with RNAP II, which has been the most 
intensively studied nuclear RNAP, have had a particularly important impact on our 
understanding of RNAP biogenesis. First, RNAP II molecules involved in transcrip-
tion on chromatin are recycled at each cell cycle [ 5 ,  6 ]. Indeed, the bulk of RNAP II 
is released from chromatin during mitosis, more precisely at metaphase, and is re- 
imported to the nucleus after mitosis. Because the nuclear envelope reforms at late 
anaphase [ 7 ], this result implies that recycled RNAP II molecules have to re-enter 
the nucleus through nuclear import mechanisms. Recent results from our laboratory 
indicate that the same scenario is true for RNAP I and RNAP III (Forget et al., in 
preparation). Second, a group of factors that interact with RNAP II in the soluble 
cell fraction has been identifi ed and at least some of them were shown to act as regu-
lators of RNAP II biogenesis [ 8 ,  9 ]. The RNAP II-associated protein 4 (RPAP4; also 
termed GPN1) is member of a novel GTPase family characterized by the presence 
of a Glu-Pro-Asn (GPN) loop motif [ 10 ]. RPAP4/GPN1 shuttles between the cyto-
plasm and the nucleus in a CRM1-dependent manner [ 11 ,  12 ]. Silencing of RPAP4/
GPN1 results in abnormal accumulation of RNAP II in the cell’s cytoplasm, sug-
gesting a role in nuclear import of this polymerase [ 11 – 13 ]. Substitutions in the 
RPAP4/GPN1 GPN loop or GTP binding motif provoke cytoplasmic retention of 
RNAP II, an indication that the GTPase activity is required for RNAP II nuclear 
import [ 12 ]. Treatment of the cells with benomyl, a compound that interferes with 
microtubule assembly/integrity, also interferes with RNAP II nuclear localization 
[ 12 ]. Notably, treatment of yeast strains having substitutions in RPAP4/GPN1 that 
produce slow growth phenotypes with sub-lethal concentrations of benomyl 
completely abolished growth. These results indicate that microtubule assembly is 
somehow involved in RNAP II nuclear import. The RNAP II-Associated Protein 3 
(RPAP3) is a HSP90 co-factor that is part of a multisubunit complex consisting of 
RPAP3 itself, a TPR domain-containing factor that mediates direct interaction with 
HSP90, as well as other components that may have a chaperone function of their 
own, including prefoldin-like proteins and the RUVBL1 and RUVBL2 
AAA + ATPases [ 14 – 16 ]. The canonical prefoldin complex is well known for its 
role in the chaperoning and polymerization of actin and tubulin [ 17 ,  18 ], while 
RUVBL1 and RUVBL2 are required for the assembly of other multimeric protein 
complexes, like snoRNPs [ 19 ]. Boulon et al. [ 20 ] have shown that HSP90 and 
RPAP3 are involved in assembly of RNAP II in the cell’s cytoplasm prior to import 
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to the nucleus. Indeed, silencing of RPAP3, a mainly cytoplasmic protein, also 
causes abnormal accumulation of RNAP II in the cytoplasm. Because silencing of 
RPAP4/GPN1 and RPAP3 has similar effects on RNAP II localization, we propose 
that RNAP II assembly and nuclear import are tightly coupled. RNAP II molecules 
that are either recycled at mitosis or newly assembled in the cytoplasm through the 
action of HSP90 and RPAP3 are imported to the nucleus through the action of 
RPAP4/GPN1 in a process that requires microtubule assembly/integrity. 

 Biogenesis of RNAP I and III has not been characterized in much detail [ 21 ,  22 ]. 
For example, we do not know whether the same set of RNAP II-specifi c factors are 
involved or else, whether distinct machineries are at play [ 23 ]. What is established, 
however, is that all three nuclear RNAPs share some subunits [ 24 ,  25 ], suggesting 
that their biogenesis could somehow be interconnected. In this chapter, we report on 
results of affi nity purifi cation coupled with mass spectrometry (AP-MS) showing 
that RPAP4/GPN1 and RPAP3 are part of complexes containing subunits of all three 
nuclear RNAPs, including both shared and specifi c RNAP subunits. Moreover, 
silencing experiments reveal that both RPAP4/GPN1 and RPAP3 are necessary for 
normal nuclear import of all three nuclear RNAPs. These results strengthen the 
conclusion that biogenesis of RNAP I, II and III is tightly coupled, requiring some 
common factors including RPAP3 and RPAP4/GPN1.  

    Materials and Methods 

    Protein Affi nity Purifi cation Coupled with Mass Spectrometry 

 Generation of cell lines expressing tandem affi nity peptide (TAP) or FLAG tagged 
RNAP or RPAP subunits and tandem affi nity purifi cation were performed as previ-
ously described [ 9 ,  12 ,  14 ,  26 ,  27 ]. After TCA precipitation, the eluates were 
digested with trypsin, and the resulting tryptic peptides were purifi ed and identifi ed 
by tandem mass spectrometry (LC-MS/MS) using a microcapillary reversed-phase 
high pressure liquid chromatography coupled LTQ-Orbitrap (ThermoElectron) 
quadrupole ion trap mass spectrometer with a nanospray interface, as we recently 
described [ 28 ]. Protein database searching was performed with Mascot 2.2 (Matrix 
Science) against the human NCBInr protein database. Mascot scores and spectral 
counts were used to select specifi c interactors for Fig.  1 .

       Antibodies 

 The antibodies used in this study were obtained from various sources: POLR1A 
monoclonal antibody (Santa Cruz); anti-FLAG monoclonal antibody (Sigma); anti- 
RPAP4 antibody (CIM Antibody Core, Arizona State University, Tempe, Arizona); 
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  Fig. 1    Summary of affi nity purifi cation coupled with mass spectrometry data using POLR1A, 
POLR2A, POLR3A, RPAP4/GPN1 and RPAP3. Total mascot score/spectral counts are provided 
for each interaction. Interactors are grouped in various classes as shown on the  right        
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anti-RPAP3 antibody (Abnova); horseradish peroxidase-conjugated secondary 
antibody (GE Healthcare); anti-B-tubulin monoclonal antibody (Sigma) and Alexa 
Fluor 488 (Invitrogen).  

    Transfection and siRNA Silencing 

 Transfection experiments for generating stable HeLa cell lines expressing FLAG- 
tagged versions of POLR2A and POLR3A used lipofectamine, as described by the 
supplier (Invitrogen) [ 12 ]. RPAP4/GPN1 (ON-TARGETplus SMART pool), RPAP3 
(ON-TARGETplus SMART pool), and control (siCONTROL Non-targeting pool) 
siRNAs (Dharmacon) were doubly transfected into HeLa cells using oligofectamine 
(Invitrogen) at a siRNA fi nal concentration of 100 nM [ 12 ]. The effi ciency of silenc-
ing was monitored for each experiment using western blotting.  

    Immunofl uorescence and Imaging 

 Immunofl uorescence and imaging using HeLa cells were performed as previously 
described [ 12 ]. Immunofl uorescence studies used an anti-FLAG antibody to local-
ize exogenously expressed FLAG-POLR2A and FLAG-POR3A, whereas a mono-
clonal antibody raised against POLR1A was used to monitor localization of 
endogenous POLR1A. Indeed, we have been unable to generate a cell line express-
ing a FLAG tagged version of POLR1A that localizes normally to the nucleolus.   

    Results 

    RPAP4/GPN1 and RPAP3 Interact with Subunits of RNA 
Polymerase I, II and III 

 Affi nity purifi cation of RPAP4/GPN1 and RPAP3, followed by identifi cation of 
binding partners by mass spectrometry, revealed that both factors interact with all 
three nuclear RNAPs, namely RNAP I, II and III subunits (Fig.  1 ). In addition to 
RNAP shared subunits (POLR1C, POLR1D, POLR2E, POLR2F, POLR2H, 
POLR2K and POLR2L) that copurifi ed with RPAP4/GPN1 and/or RPAP3, specifi c 
RNAP I (POLR1A and POLR1B), RNAP II (POLR2A, POLR2B, POLR2C, 
POLR2D, POLR2G, POLR2I and POLR2J) and RNAP III (POLR3A, POLR3B, 
POLR3D, POLR3E, POLR3H and POLR3K) subunits were identifi ed as well in 
these purifi cations. Interaction of the RPAPs with subunits of all three RNAPs 
suggests that they either interact independently with all three enzymes or with a 
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megacomplex containing the three polymerases. Interestingly, affi nity purifi cation 
of the largest RNAP subunits, POLR1A, POLR2A and POLR3A, resulted in purifi -
cation of other large RNAP subunits (e.g. presence of POLR2A, POLR2B and 
POLR3A in the POLR1A purifi cation, and of POLR1A and POLR3A in the 
POLR2A purifi cation). These copurifi cations argue in favour of the existence of a 
megacomplex containing many subunits of all three RNAPs during nuclear RNAP 
biogenesis. However, the data in Fig.  1  also show that not all RNAP subunits copu-
rify with all tagged RNAP subunits (for example, POLR3A was the only RNAP III 
subunit found to copurify with POLR2A in our experiments). Whether this fi nding 
refl ects the formation of a megacomplex containing only a selection of RNAP sub-
units during the assembly process or refl ects a lack of sensitivity of our AP-MS 
technology is not known at this time. Of note, POLR1A, POLR2A and POLR3A 
interact with the assembly chaperone HSP90 (HSP90AA1 and HSP90AB1). 
RPAP4/GPN1 also interacts reciprocally with the RPAP3-R2TP-PFDL complex. 
Together, these results indicate that RNAP I and III interact with the RPAPs involved 
in biogenesis of RNAP II.  

    Silencing of RPAP4/GPN1 and RPAP3 Results in Abnormal 
Accumulation of RNA Polymerase I, II and III Subunits in the 
Cytoplasm 

 To address a putative function of RPAP4/GPN1 and RPAP3 in biogenesis of RNAP 
I and III, we used siRNA-directed silencing of both factors and monitored the intra-
cellular localization of POLR1A and POLR3A, the largest subunit of RNAP I and 
III, respectively. As mentioned in the Introduction section, silencing of either 
RPAP4/GPN1 or RPAP3 results in cytoplasmic accumulation of RNAP II subunits. 
Figure  2  shows that independent silencing of RPAP4/GPN1 and RPAP3 has a simi-
lar effect on POLR2A, POLR3A and POLR1A, all three largest polymerase sub-
units showing an accumulation in the cytoplasm, as determined by 
immunofl uorescence. Control siRNA did not alter RNAP localization. A western 
blot showing the effi ciency of siRNA silencing is also included. These results indi-
cate that similar mechanisms are at play to regulate biogenesis of nuclear RNAPs, 
and that they involve at least some of the same regulatory factors, including RPAP4/
GPN1 and RPAP3.

        Discussion 

 Our results indicate that biogenesis of all three eukaryotic nuclear RNAPs, RNAP I, 
RNAP II and RNAP III, uses a common set of factors. Indeed, silencing of the 
GTPase RPAP4/GPN1 and the HSP90 cochaperone RPAP3 are essential to 

D. Forget et al.



233

  Fig. 2    Immunofl uorescence experiments showing the intracellular localization of POLR2A ( a ), 
POLR3A ( b ) and POLR1A ( c ) following RPAP4/GPN1 and RPAP3 silencing. In each case, a 
control experiment is shown for comparison. DNA staining with TO-PRO-3 iodide served to visu-
alize nuclei. Silencing effi ciencies have been monitored by western blotting ( d )         
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Fig. 2 (continued)

maintain normal nuclear localization of all three enzymes. Silencing of either factor 
resulted in the cytoplasmic accumulation of all three RNAPs. These results further 
suggest that nuclear RNAPs are assembled and imported to the nucleus in a tightly 
coordinated manner. 

 Contrary to RNAP II and III, RNAP I molecules have to be targeted to the nucle-
olus after accessing the nuclear space. It is interesting to note that RPAP4/GPN1 
and RPAP3 silencing both lead to accumulation of POLR1A in the cytoplasm, 
although the effect not being as striking as in the case of POLR2A and POLR3A. 
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Figure  3  presents a model in which RNAP I, RNAP II and RNAP III biogenesis 
proceeds through a common pathway involving the same set of regulatory factors. 
In this model, RPAP3 is involved in assembly of all three nuclear enzymes, most 
likely through the action of HSP90, and RPAP4/GPN1 participates in nuclear import 
of the three polymerases. Whether these factors interact independently with each 
RNAP or else with a megacomplex composed of RNAP I, II and III subunits is not 
known, although our proteomic data argues in favour of the existence of such a 
megacomplex as an intermediate in nuclear RNAP assembly. We expect that one 
or more not yet identifi ed additional factors might be required to target RNAP I to 
the nucleolus.

   Identifi cation of factors required for biogenesis of nuclear RNAPs has been 
mainly the result of targeted proteomics studies. Our own group published a number 
of AP-MS datasets which differ by the use of an always increasing number of 
affi nity purifi ed tagged components [ 9 ,  12 ,  14 ,  27 ]. Figure  4  shows an interaction 
network defi ned by our laboratory using classical AP-MS from soluble whole 
cell extracts [ 12 ]. In these experiments, chromatin is discarded prior to protein 

  Fig. 3    Model depicting that RNAP I, RNAP II and RNAP III biogenesis is coordinated through 
the action of common factors. RPAP3 and RPAP4/GPN1 are essential for biogenesis of all three 
nuclear RNAPs as their silencing results in abnormal cytoplasmic accumulation of the largest 
subunit of all three polymerases. The model takes into account previous results showing that 
RPAP3 is a HSP90 cochaperone involved in RNAP II assembly, and RPAP4/GPN1 is a GTPase 
involved in RNAP II nuclear import. The existence of a putative multi-RNAP megacomplex as an 
intermediate in RNAP assembly is shown, but remains mainly speculative at this point       
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extraction. As a consequence the resulting network is largely enriched in soluble 
factors (i.e. factors that interact with RNAP during transcription on chromatin are 
mostly absent). Other methods designed specifi cally to characterize protein com-
plexes on chromatin are more suited to characterize transcription relevant com-
plexes [ 28 ]. This procedural aspect explains why the network presented in Fig.  4  
mainly contains factors involved in RNAP biogenesis. The network in Fig.  4  inte-
grates high confi dence AP-MS data obtained with 28 tagged proteins (coloured 
nodes, as opposed to grey nodes). Only interactions that obtained high interaction 
reliability (IR) scores are included, as we described previously [ 12 ].

   Examination of this network not only reveals interactions made by subunits of all 
three nuclear RNAP, with shared subunits identifi ed through a Venn diagram-like 
presentation, but also interactions connecting RNAP to other proteins, including the 
RPAP3/R2TP/PFDL, the chaperonin/CCT and the Integrator complexes. Not 
surprisingly, the RPAP3/R2TP/PFDL complex is itself connected to HSP90 as these 
proteins were shown to act in concert in RNAP II assembly [ 20 ]. Presence of the 

  Fig. 4    Network of interactions formed by nuclear RNAP and RPAP subunits in the soluble cell 
fraction. Components of previously characterized multisubunit complexes are grouped. In this 
diagram affi nity tagged proteins used in AP-MS experiments are coloured and their copurifi ed 
interactors are represented by an edge       
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chaperonin/CCT complex, which has previously been shown to play a central role 
in microtubule assembly, may be explained by our fi nding that microtubule assembly/
integrity is required for RNAP II nuclear import [ 12 ]. The Integrator complex has 
been shown to interact with RNAP II and regulate snRNA processing [ 29 ]. Other 
RPAPs occupy a central position in this network. 

 In conclusion, a large network of factors associates with RNAP in the soluble 
cell fraction. Some of these factors, namely RPAP4/GPN1 and RPAP3, play a role in 
biogenesis of all three nuclear RNAPs. Additional work is required to defi ne putative 
roles of other network components in assembly or nuclear import of these important 
molecular machines.     
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    Abstract     Over the past decade the sequencing of human cancer genomes has 
provided a wealth of information on recurrent genetic alterations in specifi c subsets 
of cancers. The understanding of the underlying genetic alterations responsible for 
oncogenesis in these cancers has led to the successful development of new therapies 
specifi cally targeting the genetic alterations. The successes so far have come mainly 
from targeting genetic alterations in kinases. For example, the identifi cation of 
mutant V600E RAF in melanoma led to the development of the vemurafenib (a BRAF 
inhibitor) for the subset of melanoma patients containing this mutation (Bollag et al 
Nat Rev Drug Discov 11(11):873–76, 2012). Likewise, the identifi cation of the 
EML4-ALK translocation in a subset of non-small cell lung cancer patients led to 
approval of crizotinib (an ALK inhibitor) in this patient subset (Ou et al Oncologist 
17(11):1351–75, 2012). In addition to the identifi cation of kinase driver mutations, 
these genomic analyses have also identifi ed chromatin modifying enzymes, specifi -
cally, enzymes involving protein methylation, as some of the most frequently 
observed somatic alterations in cancer. This chapter will focus on the protein meth-
yltransferase class of chromatin modifying enzymes, providing the basis for their 
emergence as high priority targets for cancer drug discovery and the progress made 
in the development of inhibitors against this class of targets.  
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        Introduction 

 Over the past decade the sequencing of human cancer genomes has provided a 
wealth of information on recurrent genetic alterations in specifi c subsets of cancers. 
The understanding of the underlying genetic alterations responsible for oncogenesis 
in these cancers has led to the successful development of new therapies specifi cally 
targeting the genetic alterations. The successes so far have come mainly from 
targeting genetic alterations in kinases. For example, the identifi cation of mutant 
V600E RAF in melanoma led to the development of the vemurafenib (a BRAF 
inhibitor) for the subset of melanoma patients containing this mutation [ 1 ]. Likewise, 
the identifi cation of the EML4-ALK translocation in a subset of non-small cell lung 
cancer patients led to approval of crizotinib (an ALK inhibitor) in this patient subset 
[ 2 ]. In addition to the identifi cation of kinase driver mutations, these genomic analy-
ses have also identifi ed chromatin modifying enzymes, specifi cally, enzymes 
involving protein methylation, as some of the most frequently observed somatic 
alterations in cancer. This chapter will focus on the protein methyltransferase (PMT) 
class of chromatin modifying enzymes, providing the basis for their emergence as 
high priority targets for cancer drug discovery and the progress made in the devel-
opment of inhibitors against this class of targets. 

 Histones, nucleosomes, and the chromatin structures assembled from them func-
tion as integral components of the transcriptional machinery that determines cellu-
lar identity and fate. The nucleosome is the fundamental repeating chromatin 
structure within the cell and consists of approximately 146 base pairs of DNA 
wrapped around a protein octamer containing two molecules each of the core his-
tones (H2A, H2B, H3, and H4). Many studies have identifi ed a myriad of posttrans-
lational modifi cations to the core histone amino terminal tails that play important 
regulatory roles in transcription. These modifi cations include lysine acetylation, 
methylation, ubiquitinylation and crotinylation, arginine methylation, and serine/
threonine phosphorylation [ 3 – 5 ]. The precise location of the modifi cation and 
combination of modifi cations are associated with specifi c states of the chromatin. 
For example, histone H3 lysine 4 trimethylation (H3K4me3) is commonly associ-
ated with open, transcriptionally active euchromatin [ 6 ,  7 ], while trimethylation of 
histone H3 lysine 9 (H3K9me3) is associated with transcriptionally silent areas 
of chromatin, referred to as heterochromatin [ 8 ]. In the last decade many researchers 
have worked to identify the pattern of histone modifi cations, correlate these modifi -
cations to specifi c states of the chromatin, and identify the enzymes that catalyze the 
addition or removal of the modifi cation as well as the specifi c proteins that recognize 
these modifi cations (Fig.  1 ).

   This chapter will focus on one family of histone modifying enzymes, namely 
the PMTs and their potential as a new class of therapeutic targets [ 9 ,  10 ]. While 
the demonstration of lysine and arginine methylation on histones occurred several 
decades ago, the identifi cation of the enzymes that catalyze these reactions 
occurred only within the past decade. Today, over 60 enzymes have been described 
that have been shown to possess either lysine or arginine methyltransferase 
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activity [ 10 ,  11 ]; these enzymes can be divided into two structurally related fami-
lies based roughly on their substrate preference. One family is the SET (Su(var)3-9, 
Enhancer of Zeste, Trithorax) domain containing lysine methyltransferases that 
consists of 51 proteins that cluster into four major branches (Fig.  2 ) [ 11 ]. Within 
each of these branches there is at least one protein that has been demonstrated to 
possess lysine methyltransferase activity. DOT1L is the only lysine methyltrans-
ferase that does not share the canonical SET domain active site. Rather, the cata-
lytic domain of DOT1L is more closely related to that of the arginine 
methyltransferases. Hence, the arginine methyltransferase family contains DOT1L 
along with 41 additional proteins. To date 11 proteins have been described to pos-
sess arginine methyltransferase activity [ 12 ] and an additional 30 enzymes that 
bear structural homology with the catalytic domain of the arginine 

  Fig. 1    Histone methylation sites       

  Fig. 2    Protein lysine methyltransferases (PKMTs)       
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methyltransferases and DOT1L (Fig.  3 ) [ 11 ]. These additional 30 enzymes fall 
into two major groups annotated as the METTL and NSUN proteins. Rather than 
arginine methyltransferases these enzymes are annotated as RNA methyltransferases 
[ 13 ] and N-terminal protein methyltransferases [ 14 ].

   Originally, histone lysine and arginine methylation was believed to be highly 
stable with turnover only occurring through new histone synthesis and histone 
exchange or incorporation during DNA replication. One rationale for this hypothe-
sis was the inability to identify enzymes that catalyzed histone demethylation. 
Researchers have recently identifi ed two major classes of enzymes that demethylate 
lysine residues, namely the amine oxidases, KDM1A and KDM1B, and the jumon-
jiC domain containing proteins which constitute a family of approximately 27 pro-
teins [ 10 ,  15 ]. These fi ndings indicate that at least lysine methylation is a reversible 
modifi cation and is specifi cally regulated. No arginine demethylases have been 
reported although enzymes (arginine deiminases) that convert methylated arginines 
to citrulline have been described [ 16 ].  

    Genetic Alterations in Protein Methylation Pathways 

 Sequencing of primary human tumors has identifi ed mutations, translocations, and 
amplifi cations in protein methyltransferases, demethylases, as well as the histones 
themselves. The mutations found in specifi c protein methyltransferases take the 
form of both gain of function and loss of function and appear to be cell type specifi c. 
These fi ndings indicate that the protein methyltransferases, like the kinases, constitute 
new therapeutic targets for specifi c cancer indications that bear the genetic 

  Fig. 3    Protein arginine methyltransferases (PRMTs)       
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alteration. There are several direct and indirect mechanisms by which mutations 
within particular proteins can confer a unique dependency on PMT activity to specifi c 
cancer cells. For example, many studies have now shown that the gain of function 
alterations directly in protein methyltransferases create dependencies on the catalytic 
activity of that protein methyltransferase. Alternatively, in other cancer subtypes 
genetic alterations in one protein methyltransferase creates unique dependencies on 
a distinct protein methyltransferase. Finally, mutations arising in other members of 
chromatin modifying enzymes have also been shown to create dependency on a spe-
cifi c protein methyltransferase. These results provide support for the development of 
inhibitors as new cancer therapies and are described in the following sections.  

    Genetic Alterations in Protein Methyltransferases 

    EZH2 and Histone H3K27 Methylation 

 EZH2 is the catalytic subunit of the multiprotein polycomb repressive complex 
(PRC2) that catalyzes the mono-, di-, and tri-methylation of lysine 27 of histone H3 
(H3K27) [ 17 ,  18 ]. H3K27me3 is associated with transcriptionally silent chromatin 
and is also associated with poised genes when found in combination with trimethylation 
of lysine 4 of histone H3 (H3K4me3) [ 19 ]. PRC2 plays important roles in cell fate, 
pluripotency, differentiation, and development [ 18 ]. EZH2 overexpression has been 
observed in many cancer types [ 20 ] as a result of either amplifi cation [ 21 ] or over-
expression [ 22 ,  23 ]. The overexpression of EZH2 has been associated with poor 
prognosis in breast [ 23 ] and prostate cancer [ 22 ] and melanoma [ 24 ]. Additionally, 
increased H3K27 trimethylation activity has been observed in non-Hodgkin lym-
phomas due to change of function mutations in the catalytic domain [ 25 – 27 ]. 
Diffuse large B cell lymphoma cell lines bearing EZH2 Y641 or A677 mutations are 
highly sensitive to the antiproliferative effects of small molecule inhibitors of EZH2 
both in vitro [ 28 ,  29 ] and in vivo [ 29 ], indicating a dependency on the catalytic 
activity of EZH2. 

 In addition to gain of function alterations in EZH2, additional alterations in 
enzymes regulating H3K27 methylation have been described. For example, inacti-
vating mutations of the H3K27me3 demethylase, KDM6A (also known as UTX), 
are found in multiple cancer types including 10 % of myelomas, 8 % of esophageal 
squamous cell carcinomas, and 1 % renal cell carcinomas [ 30 ]. Surprisingly, in this 
study no correlation was found with H3K27me3 levels and KDM6A mutation 
status. KDM6A mutations have also been described in subgroups 3 and 4 of medul-
loblastoma [ 31 ]. Both human subgroups 3 and 4 tumors and a mouse model refl ect-
ing human subgroup 3 medulloblastoma demonstrate high levels of H3K27me3. 
This high level of H3K27me3 due to either loss of KDM6A or high level expression 
of EZH2 in these tumors may indicate a dependency on EZH2 activity. Hence, 
EZH2 inhibitors may provide a new therapeutic potential for these poor prognosis 
subtypes of medulloblastoma. 
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 Inactivating mutations in the ATP-dependent chromatin modifying complex 
component SMARCB1 (also known as SNF) have been described in a variety of 
human tumors including malignant rhabdoid tumors [ 32 ,  33 ]. SMARCB1 is a compo-
nent of the SWI/SNF complex and this complex antagonizes PRC2-mediated gene 
silencing [ 34 ]. Mouse models of SMARCB1 loss result in highly penetrant tumor 
formation and elevated levels of EZH2 [ 35 ]. The elevated levels of EZH2 are func-
tionally important in that the tumors that arise due to SMARCB1 loss require EZH2. 
A conditional knockout of EZH2 in the SMARCB1 mouse model blocks tumor 
formation. These results indicate that SMARCB1 defi cient tumors may be responsive 
to therapeutic inhibition of EZH2 activity and highlight the complex interdependen-
cies between chromatin modifying and remodeling activities in cancer. 

 Loss of function mutations of EZH2 leading to low levels of H3K27me3 have 
been observed in approximately 10 % of patients with myelodysplastic syndrome 
and myeloproliferative neoplasm, and these mutations are associated with a poor 
prognosis [ 36 – 38 ]. Loss of function mutations have also been observed in other 
components of the PRC2 complex (e.g., SUZ12) suggesting an important role of 
this complex and H3K27 methylation in the development of these disorders [ 39 ]. 

 Recently, mutations in histone H3 at K27 have been identifi ed in pediatric 
gliomas [ 40 ,  41 ]. The mutations result in a change in lysine 27 to methionine of 
histone H3. The H3K27 mutation is limited to two histone H3 variants,  H3F3A  
(histone H3.3) [ 40 ,  41 ] and  HIST1H3B  (histone H3.1) [ 40 ]. These mutations are 
found in approximately 30 % of pediatric glioblastoma [ 41 ] and 60 % of diffuse 
intrinsic pontine glioma [ 40 ] but not in other non-brainstem glioblastomas or other 
types of gliomas. Mutations in glycine 34 (G34V) of histone H3.3 were also 
described in pediatric glioblastomas [ 41 ]. This is the fi rst description of mutations 
of histones in cancer, and the functional signifi cance of these mutations is yet to 
be determined.  

    DOT1L and MLL 

 DOT1L is a histone H3K79 mono-, di-, and tri-methyltransferase [ 42 ]. It is the only 
PMT identifi ed to catalyze methylation of this site, and no histone demethylase 
for this modifi cation has been identifi ed. Methylation of H3K79 is associated with 
transcriptionally active chromatin. Studies undertaken to identify DOT1L interact-
ing proteins revealed that DOT1L is associated with AF10 [ 43 ]. This observation 
defi ned a connection between DOT1L and leukemogenesis, as AF10 is a transloca-
tion partner of the MLL histone H3K4 methyltransferase in MLL-rearranged leuke-
mia. The 11q23 MLL translocation occurs in approximately 5 % of acute 
lymphocytic leukemia and 5–10 % of acute myeloid leukemia. Over 80 transloca-
tion partners with MLL have been described and over 80 % of the partners are found 
in a complex with DOT1L [ 44 ,  45 ]. The MLL fusion protein retains the N-terminal 
region required for correct gene targeting but lacks the methyltransferase domain in 
the MLL protein. DOT1L is thus now recruited by the MLL fusion protein to gene 
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locations under the regulation of MLL, leading to aberrant H3K79 methylation and 
resultant expression of a subset of MLL target genes [ 46 – 48 ]. These studies support 
a role for DOT1L in MLL-rearranged leukemia and provide a new therapeutic target 
for this poor prognosis subset of AML and ALL. To this end, potent small molecule 
DOT1L inhibitors have been described that selectively inhibit MLL-rearranged leu-
kemia in cells in culture and a human xenograft mouse model of MLL-rearranged 
leukemia [ 49 ,  50 ]. 

 In addition to the translocations in leukemias, mutations in related MLL proteins 
have been described in various other cancers, including small cell lung cancer [ 51 ], 
multiple myeloma [ 52 ], diffuse large B cell lymphoma [ 53 ,  54 ], and follicular lym-
phomas [ 54 ]. Additional studies are required to determine the functional signifi -
cance of these mutations in the development of these cancers.  

    The NSD Branch 

 WHSC1 (also known as NSD2) is a protein methyltransferase that specifi cally catalyzes 
the methylation of histone H3K36, and this methylation is associated with active 
transcription [ 55 ]. WHSC1 is overexpressed in many human cancers [ 56 ], most 
notably in multiple myeloma (MM) [ 57 ]. A hallmark of B cell malignancies, 
including myeloma, is increased expression of oncogenes by translocation to an 
immunoglobulin locus [ 58 ]. The most common translocation is t(4;14)(p16;q32) 
occurring in approximately 15 % of MM patients [ 59 ]. The t(4;14) remains one 
of the worst prognostic subgroups in MM and these patients are in need of new 
therapies. The t(4;14) translocation results in overexpression of both WHSC1 and 
fi broblast growth factor receptor 3 (FGRF3) [ 57 ]. FGFR3 expression is lost in 
approximately 30 % of t(4;14) patients, while WHSC1 expression is maintained in 
100 % of patients. 

 Several groups have performed experiments that support a pathogenic role for 
WHSC1 in t(4;14) myeloma patients [ 60 ,  61 ]. Genetic knockdown of WHSC1 or 
disruption of the translocated allele in t(4;14) myeloma cells results in inhibition of 
cell proliferation and tumorigenicity. Enforced expression of WHSC1 to a t(4;14) 
cell line from which the overexpressed gene was genetically disrupted increases cell 
growth [ 62 ]. Additionally, the high level of WHSC1 expression detected in t(4;14) 
myeloma cells is associated with an increase in global levels of histone H3K36 
dimethylation [ 62 ,  63 ]. These results provide the rationale for developing selective 
WHSC1 inhibitors as a specifi c therapeutic for this poor prognosis subtype defi ned 
by the t(4;14) translocation. 

 In addition to WHSC1, two additional related methyltransferases, NSD1 and 
WHSC1L1(NSD3), catalyze methylation of histone H3K36, and these enzymes 
are also genetically altered in defi ned cancer subtypes. NSD1 is translocated in a 
subset of acute myelogenous leukemias [ 64 ] and the expression of the translocation 
product, NUP98-NSD1, is suffi cient to promote leukemogenesis [ 65 ]. WHSC1L1 is 
amplifi ed and overexpressed in breast [ 66 ] and lung [ 67 ] cancers, and rare NUP98 
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translocations with WHSC1L1 have been described in acute myeloid leukemia 
patients [ 68 ].   

    Arginine Methyltransferases 

 Compared to the protein lysine methyltransferases, very few examples of genetic 
alterations in protein arginine methyltransferases have been identifi ed in cancer. 
Several arginine methyltransferases (RMTs) have been described to be overex-
pressed in different cancer subtypes and to be required for the transformed pheno-
types.    Also, a number of RMTs methylate substrates beyond histones that may play 
signifi cant roles in cancer development. For example, PRMT5 is overexpressed in 
mantle cell lymphoma, and this overexpression is associated with high levels of 

     Table 1       Selected examples of PMT inhibitors   

 Compound 
name  Compound structure 

 Primary target 
potency  Comments 

 SAH 

      

 Product of reaction for 
all PMTs. IC 50 s 
range from 0.1 to 
20 µM 

 Nonselective; 
Competitive with 
SAM 

 Sinefungin 

      

 Natural product analog 
of SAM/SAH. IC 50 s 
range from 0.1 to 
20 µM 

 Nonselective; 
Competitive with 
SAM 

 DZNep 

      

 Inhibits SAH 
hydrolase—conse-
quently 
nonselective 

 Tokyo Medical 
and Dental 
University 
compound 1c       

 SET7/9 inhibitor of 
IC 50  10 µM 

 Presumed to be 
competitive with 
SAM 

 EPZ004777 

      

 DOT1L inhibitor of K i  
0.3 nM 

 >1,200-fold selectivity 
against other 
PMTs; competitive 
with SAM 

 EPZ005687 

      

 EZH2 inhibitor of K i  
24 nM 

 Competitive with 
SAM; >500× 
selective versus a 
panel of 13 other 
PMTs and 50× 
selective versus the 
closely related 
EZH1 

(continued)
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methylation of its histone substrate, H3R8 [ 69 ]. The tumor suppressor p53 has also 
been described as a substrate for PRMT5; arginine methylation of p53 alters the p53 
response to DNA damage [ 70 ]. Other arginine methyltransferases that are associ-
ated with the development of transformed phenotype include PRMT1 and CARM1.  

    Direct Inhibitors of PMTs 

 The growing body of data suggesting that genetic alterations in PMTs drive tumori-
genesis in a number of human cancers has generated interest in identifying selective 
inhibitors of these enzymes [ 9 ,  71 ]. The identifi cation of such selective agents 

 Compound 
name  Compound structure 

 Primary target 
potency  Comments 

 GSK126 

      

 EZH2 inhibitor of 
K i  app  = 0.5–3 nM 

 Competitive with 
SAM; >1,000× 
selective versus a 
panel of 20 other 
PMTs and 150× 
selective versus 
EZH1 

 BIX-01294 

      

 Inhibitor of G9a (IC50 = 
0.2–1.7 µM) and 
GLP (IC50 = 
0.03–38 µM) 

 Uncompetitive with 
SAM 

 UNC-0638 

      

 K i  2.5 nM; G9a 
inhibitor (IC 50  
<15 nM) 

 Noncompetitive with 
SAM 

 AZ505 

      

 SMYD2 inhibitor of 
IC 50  0.12 µM 

 Uncompetitive with 
SAM 

 Methylgene 
compound 

      

 CARM1 inhibitor of 
IC 50  60 nM 

 Noncompetitive with 
SAM 

 BMS compound 

      

 CARM1 inhibitor of 
IC 50  40 nM 

 Noncompetitive with 
SAM 

 Compound 5 

      

 PRMT1 inhibitor of 
IC 50  55 µM 

 Presumed to be a 
bisubstrate 
inhibitor 

Table 1 (continued)
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against these driver alterations that confer to a cancer cell a unique dependence on 
the enzymatic activity of the PMT may provide a basis for clinical benefi t with a 
reasonable therapeutic index. 

 Signifi cant progress has been made toward the identifi cation of small molecule, 
drug-like, and selective inhibitors of PMTs. The earliest reports of small molecule 
inhibitors of PMTs were not particularly promising. These compounds were either 
nonspecifi c SAM analogues, such as S-adenosylhomocysteine (SAH), the universal 
product of SAM hydrolysis or sinefungin (Table  1 ), or indirect inhibitors, such as 
3-deazaneplanocin (DZNep) which inhibits the enzyme SAH hydrolase and thereby 
increases cellular levels of SAH resulting in non-selective inhibition of PMT 
(and other SAM-utilizing enzymes) activity [ 72 ].

   Since these inauspicious beginnings, signifi cant progress toward diverse, selective, 
and drug-like inhibitors has been made. Table  1  contains representative inhibitors 
across a number of PMTs with their reported potency against their primary PMT 
targets as well as information on how these inhibitors bind the enzyme. These com-
pounds generally either compete with SAM for its binding pocket or compete with 
the substrate peptide at the methyl-accepting amino acid binding pocket. 

 Aminonucleoside analogs of SAM have been reported [ 49 ,  73 ,  74 ] that are com-
petitive with SAM and display a range of target affi nity and selectivity. The compound 
EPZ004777, for example, is a 300 pM, SAM-competitive inhibitor of DOT1L that 
demonstrates >1,200-fold selectivity for this enzyme over all other tested PMTs [ 49 ]. 
The high affi nity of EPZ004777 and related analogues derives from a conformational 
adaptation mechanism in which the enzyme changes conformation to close down 
the ligand binding pocket around the inhibitor [ 75 ]. This mechanism drives com-
pound affi nity largely by reducing the rate of dissociation for the enzyme–inhibitor 
binary complex, thus resulting in very long drug-target residence time [ 71 ,  76 ]. 

 EPZ004777 was found to selectively kill  MLL -rearranged leukemia cells in vitro 
with little antiproliferative effect on non-rearranged cells, a fi nding consistent with the 
notion that the chromosomal translocation confers a unique dependence on DOT1L 
enzymatic activity in  MLL -rearranged leukemia. Downstream effects of DOT1L 
inhibition were also observed—namely, a decrease in cellular histone H3K79 meth-
ylation followed by a decrease in MLL fusion target gene expression and induction 
of apoptosis in  MLL -rearranged leukemia cell lines. The induction of apoptosis is 
preceded by accumulation of cells in the G1 phase of the cell cycle and gene expres-
sion changes consistent with hematopoietic differentiation [ 49 ]. Additionally, 
EPZ004777 is the fi rst PMT inhibitor to demonstrate anticancer effects and survival 
benefi t in an animal model of  MLL -rearranged leukemia [ 49 ] (vide infra). 

 The aminonucleoside inhibitors of DOT1L and SET7/9 act in a competitive manner 
with respect to SAM, a fact that is not surprising given their clear structural resem-
blance to SAM and SAH. Interestingly, other SAM-competitive inhibitors of PMTs 
have been recently reported that bear no chemical resemblance to the nucleoside 
substrate. For example, the indazole EPZ005687 is a potent and selective SAM-
competitive inhibitor of EZH2-containing PRC2 that has been shown to inhibit 
wild-type and NHL-associated mutant EZH2 with nanomolar affi nity [ 77 ,  78 ]. 
Although this compound inhibits both wild-type and mutant EZH2, one would 
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expect the mutant-bearing NHL cells would have a unique dependence on EZH2 
activity for proliferation, such that compounds like EPZ005687 would demonstrate 
selective killing of these cells. Indeed, EPZ005687 has been shown to selectively 
kill NHL cells that are heterozygous for EZH2 mutations at either Y641 or A677G, 
with limited impact on the growth of homozygous wild-type EZH2 containing NHL 
cells [ 77 ]. Compounds of similar structure, potency, and EZH2 selectivity have also 
been reported in a set of publications and patent applications from the group at 
GlaxoSmithKline [ 29 ,  79 – 82 ] (one of these compounds, with reported in vivo activity, 
is shown in Table  1 ). 

 In contrast to the SAM-competitive mode of inhibition, a large number of PMT 
inhibitors (for both PKMT and PRMT targets) act by binding not to the SAM pocket 
but instead to the protein-substrate binding site and engaging recognition elements 
within the amino acid channel. For example, the compound BIX-01294 was among 
the fi rst PMT inhibitors to be reported and is a potent and selective inhibitor of the 
SET-domain PKMT EHMT2 (also known as G9a) [ 83 ]. Structural analogues of this 
compound were subsequently designed as dual EHMT1 and EHMT2 inhibitors 
with much greater target affi nity and cell permeability. The compound UNC-0638, 
for example, was shown to reduce levels of H3K9 methylation in MDA-MB231 
cells with an IC 50  of 81 nM [ 84 ]. Likewise, the compound AZ505 has been shown 
crystallographically to bind to the SET-domain PKMT SMYD2 within the lysine 
binding channel [ 85 ]. Similarly, the structurally related compounds from the 
Methylgene and Bristol-Myers Squibb groups are nanomolar inhibitors of the 
PRMT CARM1 (also known as PRMT4) that have been shown crystallographically 
to bind within the arginine channel of this enzyme [ 86 – 88 ]. 

 A fi nal modality of enzyme interaction is exemplifi ed by the PRMT1 inhibitor 
Compound 5, which is presumed to act as a bisubstrate inhibitor, engaging recogni-
tion elements both within the SAM and arginine binding pockets. This compound is 
a relatively modest inhibitor of PRMT1, but demonstrates cellular activity in reduc-
ing methylation in HepG2 cells [ 89 ]. Hence, this may be an interesting starting 
point for further compound optimization.  

    Structural Studies of PMTs 

 Considerable research has been conducted on the structure and function of protein 
methyltransferase enzymes that has been summarized in a number of publications 
[ 90 – 94 ]. The current status of these efforts is illustrated in Figs.  2  and  3 . This research 
has produced an understanding of the critical structural features necessary for methyl 
transfer [ 95 – 97 ] and of the determinants of the multiplicity of methylation [ 95 ]. 
Importantly for drug discovery, a number of protein structures with bound inhibitors 
have been solved, opening the potential for structure-based drug design. 
Conformational fl exibility of PMTs is an important consideration in the design of 
potent, selective inhibitors—and can be manifested in unexpected ways. Figure  4  
shows an example of a potent DOT1L inhibitor, EPZ004777, bound to the DOT1L 
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  Fig. 4    ( a ) Key interactions between the Dot1L protein and EPZ004777 are shown in the crystal 
structure of the complex ( green ; PDB 4EKI). Hydrogen bonds are indicated with  dotted lines . 
( b ) EPZ004777 binding opens a hydrophobic pocket in the Dot1L protein ( green ) not seen in the 
Dot1L-SAM complex ( grey , PDB 3QOW). Key residues that move to accommodate compound 
binding are labeled. ( c ) Ribbon diagram of the extensive structural rearrangement seen in the 
Dot1L-EPZ004777 protein structure ( green ) around the binding site when compared to the Dot1L 
structure with SAM ( grey )         
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enzyme [ 75 ]. Instead of the extended tether and terminal hydrophobic group reaching 
into the proximal lysine binding channel as expected, a novel binding pocket is exposed. 
The tert-butyl phenyl group opens up the novel hydrophobic pocket by changing the 
side chain conformation of Phe239, Tyr312, Met147, and Thr139. This also induces 
additional changes in two loops of the protein as shown in Fig.  4c . Notwithstanding 
the challenges posed by protein fl exibility, the potential impact of the structural 
information of PMTs on the discovery of novel therapeutics is quite large and will 
ultimately depend upon the degree of prospective design that is possible with this 
class of targets.

        Summary 

 Genomic analysis has identifi ed enzymes involving protein methylation as some of 
the most frequently observed somatic alterations in cancer. The protein methyltrans-
ferase class of chromatin modifying enzymes has emerged as high priority targets 
because of a growing body of data suggesting that these alterations drive tumorigen-
esis in a number of human cancers. Progress has been made in discovering potent 
and selective inhibitors of a number of these enzymes—aided by a wealth of struc-
tural biology data. The most advanced inhibitors have recently begun human clini-
cal trials, signaling the beginning of a very exciting time when the promise of these 
enzyme targets in the treatment of cancer is put to the test.     

Fig. 4 (continued)
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    Abstract     Tumor cells display dramatic changes in gene expression compared to the 
normal cells in the surrounding tissue. These changes are often due to chromosomal 
rearrangements or somatic mutations which result in the altered expression or function 
of proteins that regulate transcription. Indeed, recurrent chromosomal translocations 
are hallmarks of human cancers and vary between different types of cancer. Recent 
studies have implicated genome organization and the frequency of DNA double strand 
breaks as important factors contributing to the formation of specifi c chromosomal trans-
locations. It has also become increasingly clear that nonrandom organization of the 
genome regulates gene expression in a cell type-specifi c manner. Single nucleotide 
changes in intergenic regions of the genome have been shown to affect gene regulation 
through the formation of chromatin loops. Therefore, understanding the interplay 
between genome organization and transcription in normal cell types and its perturba-
tions in cancer will provide important insights into the causes of tumorigenesis.  
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  GWAS    Genome-wide association studies   
  H3K4me3    Histone H3 lysine 4 trimethylation   
  H3K9ac    Histone H3 lysine 9 acetylation   
  H3K9me2    Histone H3 lysine 9 dimethylation   
  H3K9me3    Histone H3 lysine 9 trimethylation   
  H4K20me3    Histone H4 lysine 20 trimethylation   
  Ig    Immunoglobulin locus   
  ISH    In situ hybridisation   
  RNAPI    RNA polymerase I   
  RNAPII    RNA polymerase II   
  RNAPIII    RNA polymerase III   
  rRNA    Ribosomal RNA   
  SNPs    Single nucleotide polymorphisms   
  TCR    T-cell receptor locus   

         Introduction 

 Although cancers are diverse, they all involve dramatic changes in gene expression in 
the cancer cell compared to the normal cell type from which it arose. These dramatic 
changes in gene expression are often due to changes in expression or function of 
proteins that regulate gene expression. Indeed, the most frequently mutated gene in 
human cancer cells is the tumor suppressor gene  TP53 , which encodes the p53 
protein, a transcription factor usually expressed at low levels in normal cells [ 1 ]. 
The p53 protein binds specifi c DNA sequences throughout the genome and regu-
lates transcription of numerous target genes [ 2 ]. When p53 is induced in normal 
cells, it can inhibit cell cycle progression, promote cellular senescence, or induce 
apoptosis [ 1 ]. Conversely, p53 mutations in cancer cells can promote cell prolifera-
tion and survival as well as disruption of normal tissue architecture and metastasis, 
depending on the specifi c mutation and the cellular context. Cancer-causing muta-
tions in p53 are thought to both abrogate its wild-type protective functions and 
impart gain of function phenotypes [ 1 ]. While mutations in p53 are found in more 
than half of all tumors, many other transcription factors appear to have a role in 
cancer cells where they are either mutated or aberrantly expressed. Changes in tran-
scription factor function can be caused by mutations within the gene itself or chro-
mosomal rearrangements that fuse two genes creating a novel fusion protein. Similarly, 
changes in transcription factor expression can be caused by single nucleotide changes 
in intergenic regulatory regions or translocation events that expose the gene to a 
different set of regulatory elements. To understand how changes in the genome 
sequence lead to changes in gene expression observed in cancer cells, we must under-
stand transcriptional regulation of gene expression in the context of the nuclear space. 
Probing nuclear architecture has changed the way we view genome organization in 
the nucleus, the processes of transcription and replication, and contributed greatly to 
our understanding of genome function.  
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   Principles of Nuclear and Genome Organization 

 The nucleus is specialized to store, replicate, and transcribe the genome, as well as 
allow for response to external signals. It is a highly organized organelle that 
contains numerous protein compartments that segregate specifi c enzymatic activi-
ties from each other. The nuclear envelope encapsulates the nuclear contents with 
the nuclear lamina lining the inside of the inner nuclear membrane. Nuclear pores 
span the double membrane of the nuclear envelope and control the entrance and exit 
of proteins containing nuclear import or export signals while allowing for smaller 
macromolecules such as mRNAs to exit to the cytoplasm for translation. 

 Transcription is spatially organized in the nucleus with separate locations for 
transcription carried out by the three nuclear polymerase complexes, RNA poly-
merase I (RNAPI), RNA polymerase II (RNAPII), and RNA polymerase III 
(RNAPIII) [ 3 – 5 ]. The nucleolus, the largest nuclear compartment, is the location of 
RNAPI activity where ribosomal RNA (rRNA) genes, located in arrays on several 
chromosomes, are transcribed. In the nucleolus rRNA is also processed and assem-
bled with ribosomal proteins [ 6 ]. This spatial organization of transcriptional activity 
is not limited to RNAPI as RNAPII and RNAPIII are also segregated in the nucleus 
into smaller nucleoplasmic foci. While cells have between 1 and about 25 nucleoli, 
hundreds to thousands of smaller foci containing RNAPII proteins have been 
detected in mammalian nuclei [ 3 ,  4 ,  7 – 10 ]. These nuclear foci rich in RNAPII com-
plex proteins and transcribing RNAPII-dependent genes are termed transcription 
factories [ 3 ,  4 ,  11 ]. RNAPII complexes transcribe protein-coding genes and non-
coding transcripts of various lengths including long noncoding RNAs and microRNA 
precursors. Similar to the nucleolus, transcription factories contain multiple active 
polymerase complexes capable of simultaneously transcribing genes located on 
different chromosomes as well as components of the splicing and RNA processing 
machinery [ 3 ,  4 ,  7 ,  12 ,  13 ]. 

 In the nucleus DNA is wound around octamers of the core histones (H2A, H2B, 
H3, and H4) and associated with other chromatin-related proteins which regulate 
the accessibility of the underlying DNA and ultimately affect genome function. 
More densely packed heterochromatin is generally observed at both the nucleolar 
and nuclear periphery while the nucleoplasm contains less densely packed euchro-
matin [ 14 ,  15 ]. The amount of condensed chromatin varies between different cell 
types with undifferentiated pluripotent embryonic stem cells containing mainly 
dispersed “open” chromatin, whereas more differentiated cell types contain more 
densely packed chromatin at the nuclear periphery [ 16 ]. The most dramatic example 
of changes in chromatin organization with cellular phenotype has been observed in 
rodent rod nuclei where dense heterochromatin is observed at the center of the 
nucleus surrounded by decondensed chromatin; this inverted organization is hypoth-
esized to aid night vision in nocturnal mammals [ 17 ]. 

 Individual chromosomes occupy contiguous globular territories in the nucleus 
[ 18 ]. The relative position of specifi c chromosome territories in the nucleus varies 
with the more gene-dense chromosomes tending to occupy a more central position 
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and gene-poor chromosomes tending to occupy more peripheral positions adjacent 
to the nuclear lamina [ 19 – 21 ]. Interestingly, chromosome positional preferences 
differ between cell types. For example, mouse chromosome 15 localizes to the 
nuclear interior in liver cells but to the nuclear periphery in lung cells [ 22 ]. Moreover, 
preferential chromosome pairing differs depending on the cell type. For example, 
chromosome 12, 14, and 15 form clusters at signifi cantly higher frequencies in 
mouse lymphocytes while chromosome 5 and 6 more frequently associate in mouse 
hepatocytes [ 22 ]. In addition, these pairing preferences change as cells differentiate, 
for example, as cells progress from preadipocyte to adipocyte, human chromosomes 
12 and 16 become more closely associated in the nucleus [ 23 ]. Chromosome terri-
tories have been observed to intermingle with each other along their boundaries by 
both confocal and electron microscopy suggesting they are able to make contact at 
the molecular level [ 24 ]. While these cell type-specifi c chromosome pairing prefer-
ences have been observed as trends in cell populations, they are not a requirement 
for cell identity and in a given population of cells many different chromosome 
arrangements can be observed.  

   What Role Does Genome Organization Play in Cancer? 

 Cancer arises due to both inherited genetic variations that predispose individuals to 
the disease and in addition to an accumulation of somatic mutations and epigenetic 
changes that convert normal cells into cancer cells [ 25 ]. Genome-wide association 
studies (GWAS) identify single nucleotide polymorphisms (SNPs) linked to spe-
cifi c human diseases or phenotypic traits and can potentially identify genetic varia-
tions that predispose individuals to diseases. These studies have revealed that greater 
than 80 % of disease-linked SNPs are located in noncoding regions of the genome 
where functional signifi cance is diffi cult to determine [ 26 ]. Although sequencing 
cancer genomes identifi es mutations present in established tumors, most cancer 
cells develop a genome instability phenotype which further contributes to the accu-
mulation of mutations [ 27 ]. Mutations that accumulate in tumor cells complicate 
the identifi cation of causal mutations in cancer initiation and can be heterogeneous 
even within individual tumors [ 25 ]. The number of observed single nucleotide 
mutations in human cancer cells is infl uenced by chromatin organization and acces-
sibility [ 28 ]. Specifi cally, increased mutation rates are found in regions of the 
genome bearing histone modifi cations associated with heterochromatin (H3K9me3, 
H3K9me2, H4K20me3) and conversely decreased in regions bearing histone modi-
fi cations associated with euchromatin (H3K4me3, H3K9ac). Some cancers are 
thought to arise due to translocation events which alter chromosome structure form-
ing chimeric chromosomes. Cancer causing translocations disrupt normal cellular 
function by either producing a hybrid protein product due to the fusion of two open 
reading frames or fusing the regulatory elements for one gene in the vicinity of 
another gene leading to altered gene expression. Translocation frequencies observed 
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in malignancies are correlated with relative chromosome position in the nucleus of 
normal cells, suggesting that nuclear organization predisposes certain cell types to 
specifi c translocation events [ 24 ,  29 ]. Furthermore, translocations cause changes in 
nuclear position of the fused chromosome segments and widespread changes in 
gene expression, some of which may be due to the altered nuclear position [ 21 ,  30 ].  

   Chromosome Translocation and Cancer 

 Recurrent balanced rearrangements, also known as translocation, are hallmarks 
of neoplasia [ 31 ]. Translocations occur when DNA double-strand breaks (DSBs) on 
two nonhomologous chromosomes fuse to form two chimeric chromosomes. In the 
case of translocations associated with cancer, the fusion frequently results in the 
activation or deregulation of an oncogene or the creation of fusion genes that con-
tribute to the development of cancer. The fi rst recurrent translocation identifi ed in 
human cancer was the t(9;22)(q34;q11), widely known as the Philadelphia chromo-
some, that causes the fusion of  BCR  gene on chromosome 9 and  ABL1  gene on 
chromosome 22. This translocation was fi rst identifi ed in chronic myeloid leuke-
mia by Nowell and Hungerford in 1960 [ 32 ]. To date, 61,846 translocation events 
involving 975 fusion genes have been identifi ed in hematopoietic malignancies 
and solid tumors [ 31 ]. Despite the prevalence of translocations in cancer, the 
mechanisms that contribute to translocation have only started to become clear in 
the past decade. 

 Translocation requires that a DNA DSB occurs in at least two sites in the genome. 
DSBs represent a form of DNA damage generated by ionizing radiation, free radical 
oxidative damage, or spontaneous hydrolysis [ 33 ,  34 ]. They can also be generated 
by normal cellular processes. For example, early B or T cells undergo a process 
called V(D)J recombination to assemble immunoglobulin ( Ig ) or T-cell receptor 
( TCR ) genes using one V, one D, and one J gene segment, which are selected from 
three sets of segments [ 34 ]. The RAG endonuclease is responsible for introducing 
DSBs into the  Ig  or  TCR  locus, allowing recombination to occur [ 34 ]. Following 
V(D)J recombination, mature B cells undergo class switch recombination that 
changes the type of  Ig  by introducing DSBs into the  Igh  locus by the activation- 
induced cytidine deaminase (AID) protein [ 35 ]. DSB can be repaired by two main 
pathways: homologous recombination repair and nonhomologous end-joining [ 36 ]. 
The homologous recombination repair pathway uses the homologous region on 
another chromosome as template to repair the DSB. If the homologous region to be 
used was located on the sister chromosome, no translocation would occur; however, 
if the homologous region was located on a nonhomologous chromosome, transloca-
tion would occur. Nonhomologous end-joining, on the other hand, joins the ends of 
two DSBs with little or no homology and as a result can cause translocations if two 
DSBs are located in spatial proximity to each other.  
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   Techniques to Investigate Organization of the Cell Nucleus 

 Advances in understanding nuclear and genome organization were initially dominated 
by microscopy techniques which have also become diagnostic tools to identify 
chromosomal rearrangements in patient samples. In situ hybridization (ISH) detects 
the location of specifi c DNA or RNA sequences in the nucleus. The use of fl uores-
cence in situ hybridization (FISH) provides the best resolution in signal location 
using conventional light microscopy and can be combined with immunofl uores-
cence for specifi c proteins to simultaneously detect nuclear protein compartments. 
Electron microscopy allows for the greatest resolution of nuclear ultrastructure 
and in combination with electron spectroscopic imaging individual nucleosomes 
and chromatin fi bers can be visualized [ 16 ,  37 ]. RNA FISH detects the location 
of RNA molecules; with the use of probes that bind specifi cally to gene introns, 
primary transcripts can be observed at the site of transcription as introns are rapidly 
co- transcriptionally spliced [ 38 ,  39 ]. Primary transcript RNA FISH for protein cod-
ing genes, combined with immunofl uorescence detection of one of the proteins in 
the RNAPII complex, reveals that the vast majority (>90 %) of primary transcripts 
co- localize with RNAPII factories [ 7 ,  40 ]. DNA FISH detects the location of 
specifi c DNA sequences in the nucleus irrespective of transcriptional status for a 
particular gene. DNA FISH of metaphase chromosomes is extensively used to iden-
tify translocations in patient samples by using probes both 5′ and 3′ of common 
breakpoints in specifi c cancers. For example, fusions of the  MYC  and  IGH  loci are 
the most common translocations observed in Burkitt’s lymphoma, and DNA FISH 
for these two loci can therefore be used in disease diagnosis [ 41 ]. As mentioned 
above, entire chromosomes occupy distinct territories in the interphase nucleus; the 
location of specifi c chromosome territories can be detected by DNA FISH using a 
labeled probe generated from degenerate oligonucleotide-primed-PCR amplifi cation 
of fl ow sorted chromosomes [ 42 ]. While these techniques investigate nuclear posi-
tion of specifi c sequences in individual cells, the resolution is limited and specifi c 
interactions at the molecular level are diffi cult to investigate using microscopy-
based techniques. 

 Imaging labeled chromatin in live cells has revealed that the genome does not 
exist as a static structure in the nucleus; instead chromatin is mobile in the nuclear 
space and appears to undergo nearly constant motion [ 43 – 45 ]. After mitosis, as 
the chromosomes decondense, chromosome territories are quickly established in 
early G1; when individual labeled chromosomes were observed in real time, the 
overall position of the territory in the nucleus did not change dramatically after 
decondensation and only small changes in total volume were observed [ 46 ]. 
However, individual tagged loci show more dynamic behaviors, including rapid 
ATP-dependent movements and diffusional mobility which can be restricted by 
association with nuclear compartments [ 43 ,  44 ]. The process of transcription is also 
dynamic with individual genes undergoing transcriptional pulses of varying magni-
tude and frequency [ 7 ,  47 ,  48 ]. While chromatin has been observed to undergo both 
diffusional and directed movements, fl uorescently tagged DSB ends, induced by 
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site-specifi c cutting, remain relatively stationary in the nuclear space supporting a 
model in which chromosomal translocations are predominantly formed between 
spatially proximal DSBs [ 49 ].  

   Spatial Organization of the Genome Infl uences Translocation 
Frequency 

 The spatial positioning of gene loci involved in chromosomal translocation has been 
extensively studied in the context of hematopoietic malignancies such as chronic 
myeloid leukemia and acute myeloid leukemia. As mentioned above, chronic 
myeloid leukemia frequently involves the t(9;22)(q34;q11) translocation that gener-
ates the BCR-ABL fusion gene [ 31 ]. DNA FISH of the  ABL  and  BCR  loci in normal 
bone marrow cells revealed that the  ABL  and  BCR  loci are more frequently juxta-
posed with each other compared to their homologues [ 50 ]. Furthermore, this close 
proximity of  ABL  and  BCR  is maintained throughout the cell cycle in hematopoietic 
progenitor cells, myeloid cell types, and lymphoid cells [ 51 ]. These studies suggest 
that spatial proximity between  ABL  and  BCR  is a common phenomenon in hemato-
poietic cell types. This is consistent with the frequency of  BCR-ABL  translocations 
in diverse hematopoietic lineages of chronic myeloid leukemia patients [ 52 ]. Other 
loci pairs frequently involved in hematopoietic cancer causing translocations have 
been observed in close proximity in the nucleus, including  PML  and  RARα ,  MYC  
and the  IGH ,  IGK , and  IGL  loci,  IGH  and the  BCL1 ,  BCL2 , and  BCL6  loci [ 13 ,  51 , 
 53 ]. Furthermore, the translocation frequencies observed in cancer cells positively 
correlate with closer locus proximity in normal cell nuclei [ 13 ,  53 ]. Interestingly, 
mouse  Igh  and  Myc  loci, frequent translocation partners in B cell cancers of humans 
and mice, are located in closer spatial proximity in B cells compared to kidney cells 
[ 13 ]. These two genes are frequently found in the same transcription factory when 
both genes are transcribed in activated B cells [ 13 ]. As transcriptionally active loci 
have a higher incidence of recombination events, co-localization in a shared transcrip-
tion factory may contribute to translocation potential [ 54 ]. These studies suggest that 
the spatial proximity of translocation-prone gene loci in normal hematopoietic cells 
can explain the high frequencies of translocations between these loci in hematopoietic 
malignancies. 

 In addition to hematopoietic malignancies, thyroid tumors also provide evidence 
for the link between spatial proximity in the nucleus and translocation frequency 
[ 55 – 57 ]. Thyroid cancers frequently involve intrachromosomal inversions on chro-
mosome 10 causing the fusion of the  RET  gene with the  H4  gene, 18 Mb telomeric 
of  RET  [ 58 – 60 ]. Juxtaposition of the  RET  and  H4  genes in the nucleus occurs at a 
signifi cantly higher frequency than that of  RET  and  D10S539 , despite the fact that 
 D10S539  is located only 12 Mb telomeric of  RET  [ 55 ]. This juxtaposition in the 
nuclear space does not occur in all cell types, as it was observed in thyroid cells and 
in peripheral blood lymphocytes but not in normal mammary epithelial cells. 
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Similarly, inversions on chromosome 1 causing the fusion of  NTRK1  and  TPR  gene 
loci have been observed in thyroid tumors, and  NTRK1  and  TPR  gene loci are more 
frequently juxtaposed in normal thyroid cell nuclei compared to peripheral blood 
lymphocytes [ 56 ]. All together, these studies suggest that gene loci frequently 
observed to participate in rearrangements found in specifi c cancers tend to be 
located in close proximity in the nucleus of the normal cells from which the cancer 
cell originated. Furthermore, this cell type-specifi c genome organization may pre-
dispose different cell types to different genome rearrangements. 

 In addition to the single loci studies, experiments observing chromosome territory 
positions have revealed their proximity also correlates with translocation frequency 
[ 22 ,  24 ,  29 ,  61 ,  62 ]. As mentioned above, chromosome territories are organized 
radially in the nuclear space such that the gene-dense chromosomes preferentially 
localize to the nuclear interior whereas gene-poor chromosomes preferentially local-
ize to the nuclear periphery [ 19 – 21 ]. In general, translocation frequency is higher 
between chromosomes with similar gene densities than between those with different 
gene densities refl ecting their proximity in the nucleus [ 61 ]. Human chromosome 
17, 19, and 22 are among the most gene-rich chromosomes, having densities of 15, 23, 
and 10 genes per Mb, and they localize to the nuclear interior; chromosome 18 on 
the other hand is gene-poor, having a density of 6 genes per Mb and is observed more 
often at the nuclear periphery. Analysis of translocations observed in routine cytoge-
netic analysis demonstrated that chromosome 17 translocates more frequently to 
chromosome 19 or 22 than to chromosome 18 [ 61 ]. Furthermore, when DNA DSBs 
are introduced randomly in the genome through low linear energy transfer, the trans-
locations occur more frequently between chromosomes with higher gene density that 
are more centrally positioned in the nucleus [ 62 ]. Chromosomes located in close 
spatial proximity in the nucleus have been observed to intermingle by DNA FISH 
of cryosectioned nuclei, with the degree of intermingling between pairs of chromo-
some territories showing a strong correlation with the frequency of translocations 
between the same pairs [ 24 ].  

   Techniques to Investigate Chromatin–Chromatin Interactions 

 To investigate genome organization principles with fi ner resolution than achieved 
in microscopy studies, a related group of techniques has been developed which 
identifi es chromatin–chromatin proximity at the molecular level. The chromosome 
conformation capture (3C) technique was developed in 2002 to investigate the folding 
of a yeast chromosome [ 63 ]. Since that time, several techniques based on the 3C 
assay have been developed including the 4C and Hi-C techniques (Fig.  1 ). The basic 
3C technique uses formaldehyde cross-linking to fi x regions of the genome interact-
ing in vivo. A restriction enzyme is used to break the genome up into separate 
chromatin complexes which are ligated under dilute conditions such that ligation 
events occur between DNA contained within the same multiprotein/DNA complex. 
Cross- links are then reversed, DNA is purifi ed, and ligation events can be identifi ed 
by PCR using primers directed against two different locations of the genome. 
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  Fig. 1    Chromosome conformation capture techniques. In the original chromosome conformation 
capture (3C) protocol, formaldehyde is introduced into the culture medium which introduces chemical 
cross-links and preserves chromatin–chromatin interactions (a). The nuclei are lysed and the chro-
matin is fragmented using a sequence-specifi c restriction endonuclease enzyme (b). The resulting 
chromatin complexes are diluted to minimize interaction between different complexes and ligated 
under these dilute conditions which allows restriction digested DNA ends contained in the same 
chromatin complex to fuse (c). Next the formaldehyde cross-links are reversed; the proteins are 
digested and the DNA is purifi ed (d). Interactions in the resulting 3C DNA library are then investi-
gated using primers specifi c for different regions of interest (e).    In 4C, circular chromosome confor-
mation capture; the 3C protocol is followed to step (d) at which point the resulting DNA is further 
fragmented using another restriction enzyme (f ). The smaller fragments are then circularized by 
ligation and primers specifi c to a bait region of interest ( blue ) are used in inverse PCR to amplify the 
regions interacting with the bait fragment (g). The amplifi ed 4C library can be analyzed using 
custom microarrays or subjected to deep sequencing. This technique identifi es genome-wide interac-
tions with a specifi c bait region of interest. The Hi-C technique is similar to the 3C technique, how-
ever, after digestion (b) the restriction enzyme digested sticky ends are extended to a blunt end in the 
presence of a biotinylated nucleotide to label the chromatin ends (h). Dilute ligation is carried out 
in a similar manner to the 3C protocol (i). Next the formaldehyde cross-links are reversed, the 
proteins are digested, the DNA is purifi ed, and biotin nucleotides are removed from the unligated 
ends (j). The purifi ed DNA is sonicated to reduce the average fragment size (k), and streptavidin-
linked beads are used to purify biotinylated fragments (l). The purifi ed material is then subjected 
to deep sequencing to identify genome-wide chromatin–chromatin interactions       
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The 3C technique was quickly adapted from the original yeast assay to identify 
chromatin loops formed between the β-globin gene promoter and distal enhancers 
of the locus control region several kb away [ 64 ,  65 ]. The next adaptations of this 
technique, termed 4C, were designed for unbiased identifi cation of sequences inter-
acting with a specifi c region of interest (Fig.  1 ). After generating the 3C material, 4C 
relies on circularization in a subsequent ligation step. A specifi c region of interest, 
the bait region, and all fragments ligated to that bait are then amplifi ed by inverse 
PCR using primers specifi c for the bait region [ 66 – 68 ]. To investigate chromatin–
chromatin interactions and folding of the entire genome, Hi-C was developed [ 69 ]. 
This technique relies on massively parallel sequencing of ligation fragments thereby 
capturing interactions genome wide (Fig.  1 ). The Hi-C technique is similar to the 
3C technique in that formaldehyde cross-linking and restriction enzyme digestion 
are used to capture interactions and fragment the genome, respectively. After diges-
tion with a restriction enzyme that generates 5′ overhangs, DNA polymerase is used 
to extend from the 3′ end “fi lling in” the overhang using a nucleotide mixture con-
taining one biotinylated nucleotide which therefore marks the now blunt cut sites 
with biotin. The dilute ligation is then carried out to capture interacting complexes 
by forming novel ligation junctions labeled with biotin. After further fragmenting 
the genome by sonication, the biotinylated junctions can be purifi ed with streptavi-
din conjugated beads and prepared for massively parallel sequencing to identify 
genome-wide interaction frequencies. While this technique has the potential to gen-
erate high resolution genome-wide interaction frequency profi les, the resolution is 
limited by the depth of sequencing with over 100 million sequences providing 
roughly 20 kb resolution across the human genome [ 70 ].

      Genome-Wide Identifi cation of Translocations 

 Several studies have used high-throughput sequencing-based technologies to quan-
titatively measure genome-wide translocation frequency in B cells [ 71 – 74 ]. In addition, 
assessing translocation frequency and genome organization, with 4C and Hi-C, in 
the same cell population allows for a genome-wide investigation of the role of 
nuclear proximity in translocation events. The techniques to identify translocation 
frequency are similar to the 4C technique in that they identify genome-wide chro-
mosomal rearrangements with a specifi c targeted “bait” region of interest [ 71 ,  72 ]. 
A DSB is introduced in the bait region by incorporating the 18 bp I-SceI meganucle-
ase target sequence into the chosen gene locus (Fig.  2 ). The cells are then infected 
with a retrovirus expressing I-SceI. To detect the rearrangements, chromatin is frag-
mented by either restriction digestion [ 71 ] or sonication [ 72 ] and ligated to asym-
metric adaptors. The wild-type bait loci can be eliminated by a second digestion 
with I-SceI [ 72 ]. Rearrangements are enriched by performing a nested PCR using a 
bait-specifi c primer and the adaptor primer and quantifi ed using paired-end deep 
sequencing [ 71 ,  72 ]. These studies were conducted in B cells which undergo V(D)
J recombination (DSBs mediated by RAG) or class switch recombination (DSBs 
mediated by AID) at different stages of maturation [ 75 ].
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   When specifi c I-SceI-dependent DSBs were introduced at either the  Myc  or  Igh  
loci in mouse B cells undergoing AID-dependent  Igh  class switching, the majority 
of junctions formed were between sequences located on the same chromosome 
within 10 kb of the introduced DSB. This observation supports the idea that nonho-
mologous end-joining preferentially joins DSBs intrachromosomally [ 71 ,  72 ,  76 – 78 ]. 
This is also consistent with the observation that most intrachromosomal rearrange-
ments in human breast cancers involve DSBs that are less than 2 Mb apart [ 79 ]. 
In addition to the large proportion of intrachromosomal rearrangements, transloca-
tions with  Myc  or  Igh  were detected throughout the genome, including those 
between  Myc  and  Igh  which are frequent translocation partners in lymphomas [ 80 ]. 
Interestingly, most of these interchromosomal translocation hotspots were found in 
close proximity to transcription start sites of active genes and are dependent on AID 

  Fig. 2    High-throughput detection of genome-wide chromosomal rearrangements. A DNA double- 
stranded break can be introduced at a bait gene locus ( blue ) by incorporating the I-SceI recognition 
site into the locus and infecting cells with a retrovirus encoding I-SceI (a). Double-strand break 
repair pathways repair the break to the native locus arrangement or generate a rearranged locus (b). 
To identify the target loci ( red ) that rearrange with the bait locus ( blue ), chromatin is fragmented 
by restriction digest or sonication (c) and ligated to asymmetric adaptors ( green , d). The native loci 
are eliminated by a second digest with I-SceI (d). Rearrangements are amplifi ed by PCR using bait-
specifi c and adaptor primers (e). The resulting material is ligated to adaptors for paired-end deep 
sequencing ( orange ), amplifi ed with sequencing adaptor-specifi c primers, and sequenced to identify 
chromosomal rearrangements as described in Klein et al. 2011 and Chiarle et al. 2011 (f)       
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activity, as translocation hotspots were reduced or altered by AID deletion [ 71 ,  72 ]. 
Further investigation identifi ed AID-mediated recruitment of replication protein A 
at translocation hotspots in B cells [ 73 ]. 

 Combining high throughput translocation identifi cation and chromosome 
conformation capture techniques allows for a genome-wide investigation of the role 
of nuclear spatial proximity in translocation events [ 73 ,  74 ]. G1-arrested pro-B cells 
with I-SceI induced DBSs on chromosome 2, 7, and 18 were used to investigate 
this relationship, as growth arrest activates the RAG recombinase which induces 
DSBs at select other gene loci ( Igκ, Tcrγ, Tcrα ). The I-SceI-dependent DSBs were 
most frequently translocated to RAG-induced DSBs, suggesting the frequency of 
DSBs is the driving force in translocation frequency [ 74 ]. Conversely, when ioniz-
ing radiation (IR) was used to introduce random DSBs across the genome in the 
same cells, translocations mainly occurred within the chromosome arm containing 
the I-SceI- induced DSBs. In this case the translocation frequency is highly corre-
lated with the Hi-C interaction frequency genome wide, suggesting that spatial 
proximity has an important effect on translocation frequency when DSBs occur at 
similar frequencies across the genome. Taken together it appears that both the 
frequency of DSBs and spatial proximity of two loci are important factors that 
infl uence translocation frequency (Fig.  3 ). Furthermore, while the genomic 

  Fig. 3    The role of chromosome position in translocation events. ( a ) When DNA double strand 
breaks (DSB) are introduced randomly in the genome, for example, by ionizing radiation (IR, 
 yellow ), high throughput translocation identifi cation revealed that translocation events occur 
more frequently between chromosomes that are frequently adjacent to each other in the nucleus of 
the cell type investigated. ( b ) In B lymphocytes where activation-induced cytidine deaminase 
(AID) induces DSB as part of the class switch recombination mechanism, the location of translo-
cation events correlates with the location of AID-induced DSB throughout the genome, for 
example, DSB introduced at both the  Igh  and  Myc  loci lead to frequent translocations which have 
been identifi ed in Burkitt’s Lymphoma patients       
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distribution of sporadic translocations is highly correlated with nuclear architecture, 
the location and incidence of recurrent translocations involved in B cell malignancies 
are correlated with site- specifi c DNA damage [ 71 – 74 ].

      How Do Translocations Affect Genome Organization? 

 Translocations create two hybrid chromosomes and can in turn cause changes in the 
nuclear position of the hybrid chromosomes. This occurs when there is discordance 
between the nuclear positions of the original chromosomes. For example, human 
chromosome 18 is preferentially found at the nuclear periphery while chromosome 19 
occupies a more central location in the nucleus [ 21 ]. In asymptomatic individuals 
with a balanced translocation between chromosomes 18 and 19, the entire chromo-
some territories were not signifi cantly altered; however, the translocated portions of 
the chromosomes retained their original positional preferences altering the orienta-
tion of the chromosomes in the nucleus [ 21 ]. These differences can also be seen 
with individual genes: in Ewing sarcoma cells fusion genes formed between the 
 EWSR1  and  FLI1  loci are found positioned midway between the preferred locations 
of the wild-type  EWSR1  and  FLI1  genes [ 81 ]. Another example of altered nuclear 
position was observed in phenotypically normal carriers of the t(11;22)(q23;q11) 
reciprocal translocation between chromosomes 11 and 22. Gene expression analysis 
revealed that specifi c genes located several Mb away from the break point on chro-
mosome 11 were upregulated. Interestingly, the derivative chromosome 11 territory 
is shifted signifi cantly toward the center of the nucleus as compared with the normal 
chromosome 11 territory which occupies a more peripheral position suggesting that 
changes in nuclear position may contribute to the observed changes in gene expres-
sion [ 30 ]. Changes in gene expression were also observed throughout the genome in 
individuals with this translocation which may be due to altered nuclear organization 
or altered expression of transcriptional regulatory proteins.  

   How Do Single Nucleotide Changes in Intergenic Regions 
Affect Gene Expression? 

 GWAS have identifi ed SNPs associated with numerous human diseases and pheno-
typic traits, many of which are located in uncharacterized noncoding regions of the 
human genome [ 26 ]. In addition, GWAS studies have been performed using SNP 
arrays containing less than 7 % of the 30 million known SNPs in the human genome 
[ 82 ]. As a result, the identifi ed disease-linked SNPs may not be the functionally 
signifi cant ones. Functional signifi cance may be associated with other SNPs in the 
same linkage disequilibrium block, which tends to segregate with the disease-linked 
SNP. Functional genomics data on transcription factor binding, histone modifi ca-
tion, chromatin accessibility, and associated chromatin regulatory proteins aid in 
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attributing functional signifi cance to these regions. The picture is further complicated 
as distal regulatory elements have been observed to contact genes located at Mb 
distances or even on different chromosomes, and few appear to contact the closest 
gene in the linear genome [ 83 – 85 ]. As a result further investigation is required to 
understand the functional signifi cance of disease-linked SNPs found in intergenic 
regions of the genome. While most intergenic disease-linked SNPs remain unchar-
acterized, a few have been investigated further [ 86 – 88 ]. 

 One example is a cancer-associated SNP which lies within a 1.5 Mb intergenic 
region. This SNP overlaps a region which contacts the  MYC  gene promoter located 
335 kb away [ 86 ]. While the chromatin loop is present at alleles that do not contain 
the SNP, the SNP allele preferentially binds the T-cell factor ( TCF4 ) transcription 
factor and enhances transcription of the linked  MYC  allele [ 86 ]. Another example is a 
prostate cancer-linked SNP found in a 2 Mb gene dessert which lies in a 130 kb linkage 
disequilibrium block [ 87 ]. By comparison with histone modifi cation data and DNase I 
sensitivity data, measuring chromatin accessibility, prostate cancer- specifi c putative 
enhancer regions were identifi ed within the 130 kb linkage disequilibrium block. One 
enhancer overlaps the disease-linked SNP and was found to contact the  SOX9  gene, a 
transcription factor and oncogene that is over-expressed in prostate tumors, located 
1 Mb away [ 87 ]. DNase I hypersensitive sites within the enhancer region overlap fi ve 
known SNPs, two of which when mutated to the variant allele increased expression 
of a reporter gene and recruited androgen receptor or activator protein-1 transcrip-
tion factors [ 87 ]. These studies provide a mechanism through which intergenic 
disease-linked SNPs may function in altering the expression of transcription factors 
which can in turn cause widespread changes in gene expression. 

 How does an aberrantly expressed transcription factor function outside of its nor-
mal cellular context? While many studies have investigated genome-wide binding of 
transcription factors by ChIP-Seq or ChIP-chip, few have investigated the differ-
ences in transcription factor binding between cancer cells and normal cells. One 
study that investigated genome-wide binding of the transcription factor TAL1 in nor-
mal erythroid cells, where the transcription factor is expressed, and in leukemic T 
cells where TAL1 is aberrantly upregulated, revealed striking differences in TAL1 
binding throughout the genome [ 89 ]. TAL1 (also known as SCL) is a sequence-spe-
cifi c DNA binding transcription factor that acts as a master regulator of haematopoi-
esis. Normal expression of  TAL1  in the erythroid cell lineage promotes differentiation 
and in this context TAL1 is a regulator of numerous genes related to erythroid cel-
lular functions [ 90 ]. Wild-type TAL1 is aberrantly upregulated in greater than 60 % 
of T-cell acute lymphoblastic leukemia cases and is considered a major factor in 
initiating the cellular transformation associated with leukemia [ 91 ]. This upregula-
tion of TAL1, normally expressed in the erythroid lineage, is associated with a dra-
matic perturbation of the normal T-cell transcriptional regulatory network. 
Investigating genome-wide binding of TAL1 revealed only 15 % overlap between the 
sites bound by TAL1 in leukemic T cells compared to normal erythroid cells [ 89 ]. 
This indicates that TAL1 binds to different regions of the genome depending on the 
cellular context and the array of different transcription factors and cofactors 
expressed. In stark contrast to the role of TAL1 in promoting differentiation in the 
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erythroid cell lineage, TAL1 represses tumor suppressor genes, blocks apoptosis, and 
inhibits T-cell differentiation in leukemic T cells [ 89 ,  90 ]. In both cell types, a signifi -
cant proportion of the TAL1 bound regions are located in intergenic regions rather 
than in the immediate promoter of expressed genes suggesting TAL1 has a signifi cant 
role in regulating gene expression through chromatin looping. 

 As suggested by the widespread binding of TAL1 in leukemic T cells and associ-
ated changes in gene expression, widespread changes in epigenetic signatures have 
been identifi ed in cancer cells. This has been investigated in colorectal cancer cells 
where thousands of regions bearing an epigenetic signature of enhancers (H3K4me1, 
H3k27ac, DNaseI sensitivity) were either acquired or lost when compared to nor-
mal epithelial cells [ 92 ]. Epigenetic modifi cations found at distal enhancer regions 
are generally cell type specifi c and comparison to enhancer features found in nine 
noncolon cell types revealed that many of the acquired enhancer signatures are pres-
ent in noncolon cells [ 92 ,  93 ]. Conversely, enhancer signatures lost in colorectal 
cancer cells were generally specifi c to colon cells and not found in noncolon cell 
types. These variable enhancer regions appear to be functional as genes associated 
with acquired enhancer signatures were more highly expressed in colorectal cancer 
cells compared to normal epithelial cells, while genes associated with lost enhancer 
signatures were expressed at lower levels in colorectal cancer cells compared to 
normal epithelial cells. Thus, it appears that in colorectal cancer cells chromatin 
features are altered such that enhancer signatures of noncolon cells are acquired 
while the normal enhancer signatures of epithelial cells are lost. This is similar to 
the situation in T cells where TAL1 expression blocks T-cell differentiation interfer-
ing with the regulatory networks in normal T cells.  

   Conclusion 

 Cell type variable genome organization predisposes normal cells to cancer- 
associated translocations between alleles that are more frequently found in close 
proximity in the nuclei of normal cells. However, genome-wide studies have 
revealed that increased rates of DSBs at specifi c loci (due to recruitment of enzymes 
that recombine the immunoglobulin loci) are the driving force for recurrent translo-
cations observed in lymphomas. Translocation events or single nucleotide changes 
can cause changes in both transcription factor expression and function which in turn 
have genome-wide effects on transcriptional programs. Transcription factor binding 
in the genome and histone modifi cations to chromatin are dramatically altered in 
cancer cells refl ecting the dramatic changes in cancer cell transcriptomes compared 
to the normal cells from which the cancer cell arose. Genome organization, chroma-
tin accessibility, and epigenetic modifi cations infl uence the distribution of acquired 
mutations in cancer cells which can further contribute to disease progression. Recent 
efforts to identify regulatory elements in the human genome and the genes they 
regulate in normal cells will provide an important framework to understand altered 
transcriptional programs and epigenetic states in cancer cells.     

Genome Organization in Cancer Cells



272

  Acknowledgment   This work was supported by Canada Foundation for Innovation, Canadian 
Institutes of Health Research, and the Ontario Ministry of Economic Development and Innovation. 
We would like to thank members of the Mitchell lab for helpful discussions and critical review.  

   References 

      1.    Freed-Pastor WA, Prives C. Mutant p53: one name, many proteins. Genes Dev. 2012;26(12):
1268–86.  

    2.    Wei CL, Wu Q, Vega VB, Chiu KP, Ng P, Zhang T, et al. A global map of p53 transcription- 
factor binding sites in the human genome. Cell. 2006;124(1):207–19.  

       3.    Jackson DA, Hassan AB, Errington RJ, Cook PR. Visualization of focal sites of transcription 
within human nuclei. EMBO J. 1993;12(3):1059–65.  

      4.    Wansink DG, Schul W, van der Kraan I, van Steensel B, van Driel R, de Jong L. Fluorescent 
labeling of nascent RNA reveals transcription by RNA polymerase II in domains scattered 
throughout the nucleus. J Cell Biol. 1993;122(2):283–93.  

    5.    Pombo A, Jackson DA, Hollinshead M, Wang Z, Roeder RG, Cook PR. Regional specializa-
tion in human nuclei: visualization of discrete sites of transcription by RNA polymerase III. 
EMBO J. 1999;18(8):2241–53.  

    6.    Nemeth A, Langst G. Genome organization in and around the nucleolus. Trends Genet. 
2011;27(4):149–56.  

       7.    Osborne CS, Chakalova L, Brown KE, Carter D, Horton A, Debrand E, et al. Active genes 
dynamically colocalize to shared sites of ongoing transcription. Nat Genet. 2004;36(10):
1065–71.  

   8.    Faro-Trindade I, Cook PR. A conserved organization of transcription during embryonic stem 
cell differentiation and in cells with high C value. Mol Biol Cell. 2006;17(7):2910–20.  

   9.    Eskiw CH, Fraser P. Ultrastructural study of transcription factories in mouse erythroblasts. 
J Cell Sci. 2011;124(Pt 21):3676–83.  

    10.    Ragoczy T, Bender MA, Telling A, Byron R, Groudine M. The locus control region is required 
for association of the murine beta-globin locus with engaged transcription factories during 
erythroid maturation. Genes Dev. 2006;20(11):1447–57.  

    11.    Cook PR. A model for all genomes: the role of transcription factories. J Mol Biol. 2010;
395(1):1–10.  

    12.    Iborra FJ, Pombo A, Jackson DA, Cook PR. Active RNA polymerases are localized within 
discrete transcription “factories” in human nuclei. J Cell Sci. 1996;109(Pt 6):1427–36.  

        13.    Osborne CS, Chakalova L, Mitchell JA, Horton A, Wood AL, Bolland DJ, et al. Myc dynami-
cally and preferentially relocates to a transcription factory occupied by Igh. PLoS Biol. 
2007;5(8):e192.  

    14.    Belmont AS, Braunfeld MB, Sedat JW, Agard DA. Large-scale chromatin structural domains 
within mitotic and interphase chromosomes in vivo and in vitro. Chromosoma. 1989;98(2):
129–43.  

    15.    Kireev I, Lakonishok M, Liu W, Joshi VN, Powell R, Belmont AS. In vivo immunogold labeling 
confi rms large-scale chromatin folding motifs. Nat Methods. 2008;5(4):311–3.  

     16.    Ahmed K, Dehghani H, Rugg-Gunn P, Fussner E, Rossant J, Bazett-Jones DP. Global chroma-
tin architecture refl ects pluripotency and lineage commitment in the early mouse embryo. 
PLoS One. 2010;5(5):e10531.  

    17.    Solovei I, Kreysing M, Lanctot C, Kosem S, Peichl L, Cremer T, et al. Nuclear architecture of 
rod photoreceptor cells adapts to vision in mammalian evolution. Cell. 2009;137(2):356–68.  

    18.    Cremer T, Kreth G, Koester H, Fink RH, Heintzmann R, Cremer M, et al. Chromosome terri-
tories, interchromatin domain compartment, and nuclear matrix: an integrated view of the 
functional nuclear architecture. Crit Rev Eukaryot Gene Expr. 2000;10(2):179–212.  

     19.    Boyle S, Gilchrist S, Bridger JM, Mahy NL, Ellis JA, Bickmore WA. The spatial organization 
of human chromosomes within the nuclei of normal and emerin-mutant cells. Hum Mol Genet. 
2001;10(3):211–9.  

H.Y. Zhou and J.A. Mitchell



273

   20.    Cremer M, Kupper K, Wagler B, Wizelman L, von Hase J, Weiland Y, et al. Inheritance of gene 
density-related higher order chromatin arrangements in normal and tumor cell nuclei. J Cell 
Biol. 2003;162(5):809–20.  

        21.    Croft JA, Bridger JM, Boyle S, Perry P, Teague P, Bickmore WA. Differences in the localization 
and morphology of chromosomes in the human nucleus. J Cell Biol. 1999;145(6):1119–31.  

      22.    Parada LA, McQueen PG, Misteli T. Tissue-specifi c spatial organization of genomes. Genome 
Biol. 2004;5(7):R44.  

    23.    Kuroda M, Tanabe H, Yoshida K, Oikawa K, Saito A, Kiyuna T, et al. Alteration of chromo-
some positioning during adipocyte differentiation. J Cell Sci. 2004;117(Pt 24):5897–903.  

       24.    Branco MR, Pombo A. Intermingling of chromosome territories in interphase suggests role in 
translocations and transcription-dependent associations. PLoS Biol. 2006;4(5):e138.  

     25.    Urbach D, Lupien M, Karagas MR, Moore JH. Cancer heterogeneity: origins and implications 
for genetic association studies. Trends Genet. 2012;28(11):538–43.  

     26.    Manolio TA. Genomewide association studies and assessment of the risk of disease. N Engl J 
Med. 2010;363(2):166–76.  

    27.    Negrini S, Gorgoulis VG, Halazonetis TD. Genomic instability—an evolving hallmark of cancer. 
Nat Rev Mol Cell Biol. 2010;11(3):220–8.  

    28.    Schuster-Bockler B, Lehner B. Chromatin organization is a major infl uence on regional 
mutation rates in human cancer cells. Nature. 2012;488(7412):504–7.  

     29.    Parada LA, McQueen PG, Munson PJ, Misteli T. Conservation of relative chromosome 
positioning in normal and cancer cells. Curr Biol. 2002;12(19):1692–7.  

     30.    Harewood L, Schutz F, Boyle S, Perry P, Delorenzi M, Bickmore WA, et al. The effect of 
translocation-induced nuclear reorganization on gene expression. Genome Res. 2010;
20(5):554–64.  

      31.    Mitelman F, Johansson B, Mertens F. The impact of translocations and gene fusions on cancer 
causation. Nat Rev Cancer. 2007;7(4):233–45.  

    32.    Nowell PC, Hungerford DA. Chromosome studies on normal and leukemic human leukocytes. 
J Natl Cancer Inst. 1960;25:85–109.  

    33.    Tsai AG, Lieber MR. Mechanisms of chromosomal rearrangement in the human genome. 
BMC Genomics. 2010;11 Suppl 1:S1.  

      34.    Jung D, Giallourakis C, Mostoslavsky R, Alt F. Mechanism and control of V(D)J recombina-
tion at the immunoglobulin heavy chain locus. Annu Rev Immunol. 2006;24:541–70.  

    35.    Dudley D, Chaudhuri J, Bassing C, Alt F. Mechanism and control of V(D)J recombination 
versus class switch recombination: similarities and differences. Adv Immunol. 2005;86:
43–112.  

    36.    Misteli T, Soutoglou E. The emerging role of nuclear architecture in DNA repair and genome 
maintenance. Nat Rev Mol Cell Biol. 2009;10(4):243–54.  

    37.    Bazett-Jones DP, Ottensmeyer FP. Phosphorus distribution in the nucleosome. Science. 
1981;211(4478):169–70.  

    38.    van de Corput MP, Grosveld FG. Fluorescence in situ hybridization analysis of transcript 
dynamics in cells. Methods. 2001;25(1):111–8.  

    39.    Bentley DL. Rules of engagement: co-transcriptional recruitment of pre-mRNA processing 
factors. Curr Opin Cell Biol. 2005;17(3):251–6.  

    40.    Schoenfelder S, Sexton T, Chakalova L, Cope NF, Horton A, Andrews S, et al. Preferential 
associations between co-regulated genes reveal a transcriptional interactome in erythroid cells. 
Nat Genet. 2010;42(1):53–61.  

    41.    Ferry JA. Burkitt’s lymphoma: clinicopathologic features and differential diagnosis. Oncologist. 
2006;11(4):375–83.  

    42.    Telenius H, Pelmear AH, Tunnacliffe A, Carter NP, Behmel A, Ferguson-Smith MA, et al. 
Cytogenetic analysis by chromosome painting using DOP-PCR amplifi ed fl ow-sorted chromo-
somes. Genes Chromosomes Cancer. 1992;4(3):257–63.  

     43.    Chubb JR, Boyle S, Perry P, Bickmore WA. Chromatin motion is constrained by association 
with nuclear compartments in human cells. Curr Biol. 2002;12(6):439–45.  

    44.    Levi V, Ruan Q, Plutz M, Belmont AS, Gratton E. Chromatin dynamics in interphase cells 
revealed by tracking in a two-photon excitation microscope. Biophys J. 2005;89(6):4275–85.  

Genome Organization in Cancer Cells



274

    45.    Bornfl eth H, Edelmann P, Zink D, Cremer T, Cremer C. Quantitative motion analysis of 
subchromosomal foci in living cells using four-dimensional microscopy. Biophys J. 1999;
77(5):2871–86.  

    46.    Muller I, Boyle S, Singer RH, Bickmore WA, Chubb JR. Stable morphology, but dynamic 
internal reorganisation, of interphase human chromosomes in living cells. PLoS One. 
2010;5(7):e11560.  

    47.    Chubb JR, Trcek T, Shenoy SM, Singer RH. Transcriptional pulsing of a developmental gene. 
Curr Biol. 2006;16(10):1018–25.  

    48.    Muramoto T, Cannon D, Gierlinski M, Corrigan A, Barton GJ, Chubb JR. Live imaging of 
nascent RNA dynamics reveals distinct types of transcriptional pulse regulation. Proc Natl 
Acad Sci USA. 2012;109(19):7350–5.  

    49.    Soutoglou E, Dorn JF, Sengupta K, Jasin M, Nussenzweig A, Ried T, et al. Positional stability 
of single double-strand breaks in mammalian cells. Nat Cell Biol. 2007;9(6):675–82.  

    50.    Lukásová E, Kozubek S, Kozubek M, Kjeronská J, Rýznar L, Horáková J, et al. Localisation 
and distance between ABL and BCR genes in interphase nuclei of bone marrow cells of control 
donors and patients with chronic myeloid leukaemia. Hum Genet. 1997;100(5–6):525–35.  

     51.    Neves H, Ramos C, da Silva M, Parreira A, Parreira L. The nuclear topography of ABL, BCR, 
PML, and RARalpha genes: evidence for gene proximity in specifi c phases of the cell cycle 
and stages of hematopoietic differentiation. Blood. 1999;93(4):1197–207.  

    52.    Melo J. The diversity of BCR-ABL fusion proteins and their relationship to leukemia pheno-
type. Blood. 1996;88(7):2375–84.  

     53.    Roix JJ, McQueen PG, Munson PJ, Parada LA, Misteli T. Spatial proximity of translocation- 
prone gene loci in human lymphomas. Nat Genet. 2003;34(3):287–91.  

    54.    Pratt-Hyatt MJ, Kapadia KM, Wilson TE, Engelke DR. Increased recombination between 
active tRNA genes. DNA Cell Biol. 2006;25(6):359–64.  

     55.    Nikiforova M, Stringer J, Blough R, Medvedovic M, Fagin J, Nikiforov Y. Proximity of chro-
mosomal loci that participate in radiation-induced rearrangements in human cells. Science. 
2000;290(5489):138–41.  

    56.    Roccato E, Bressan P, Sabatella G, Rumio C, Vizzotto L, Pierotti M, et al. Proximity of TPR 
and NTRK1 rearranging loci in human thyrocytes. Cancer Res. 2005;65(7):2572–6.  

    57.    Gandhi M, Medvedovic M, Stringer J, Nikiforov Y. Interphase chromosome folding deter-
mines spatial proximity of genes participating in carcinogenic RET/PTC rearrangements. 
Oncogene. 2006;25(16):2360–6.  

    58.    Grieco M, Santoro M, Berlingieri MT, Melillo RM, Donghi R, Bongarzone I, et al. PTC is a 
novel rearranged form of the ret proto-oncogene and is frequently detected in vivo in human 
thyroid papillary carcinomas. Cell. 1990;60(4):557–63.  

   59.    Bongarzone I, Butti MG, Coronelli S, Borrello MG, Santoro M, Mondellini P, et al. Frequent 
activation of ret protooncogene by fusion with a new activating gene in papillary thyroid 
 carcinomas. Cancer Res. 1994;54(11):2979–85.  

    60.    Santoro M, Dathan NA, Berlingieri MT, Bongarzone I, Paulin C, Grieco M, et al. Molecular 
characterization of RET/PTC3; a novel rearranged version of the RETproto-oncogene in a 
human thyroid papillary carcinoma. Oncogene. 1994;9(2):509–16.  

      61.    Bickmore WA, Teague P. Infl uences of chromosome size, gene density and nuclear position on 
the frequency of constitutional translocations in the human population. Chromosome Res. 
2002;10(8):707–15.  

     62.    Arsuaga J, Greulich-Bode K, Vazquez M, Bruckner M, Hahnfeldt P, Brenner D, et al. 
Chromosome spatial clustering inferred from radiogenic aberrations. Int J Radiat Biol. 
2004;80(7):507–15.  

    63.    Dekker J, Rippe K, Dekker M, Kleckner N. Capturing chromosome conformation. Science. 
2002;295(5558):1306–11.  

    64.    Tolhuis B, Palstra RJ, Splinter E, Grosveld F, de Laat W. Looping and interaction between 
hypersensitive sites in the active beta-globin locus. Mol Cell. 2002;10(6):1453–65.  

    65.    Palstra RJ, Tolhuis B, Splinter E, Nijmeijer R, Grosveld F, de Laat W. The beta-globin nuclear 
compartment in development and erythroid differentiation. Nat Genet. 2003;35(2):190–4.  

H.Y. Zhou and J.A. Mitchell



275

    66.    Zhao Z, Tavoosidana G, Sjolinder M, Gondor A, Mariano P, Wang S, et al. Circular chromo-
some conformation capture (4C) uncovers extensive networks of epigenetically regulated 
intra- and interchromosomal interactions. Nat Genet. 2006;38(11):1341–7.  

   67.    Simonis M, Klous P, Splinter E, Moshkin Y, Willemsen R, de Wit E, et al. Nuclear organiza-
tion of active and inactive chromatin domains uncovered by chromosome conformation 
capture- on-chip (4C). Nat Genet. 2006;38(11):1348–54.  

    68.    Wurtele H, Chartrand P. Genome-wide scanning of HoxB1-associated loci in mouse ES cells 
using an open-ended chromosome conformation capture methodology. Chromosome Res. 
2006;14(5):477–95.  

    69.    Lieberman-Aiden E, van Berkum N, Williams L, Imakaev M, Ragoczy T, Telling A, et al. 
Comprehensive mapping of long-range interactions reveals folding principles of the human 
genome. Science. 2009;326(5950):289–93.  

    70.    Dixon JR, Selvaraj S, Yue F, Kim A, Li Y, Shen Y, et al. Topological domains in mammalian 
genomes identifi ed by analysis of chromatin interactions. Nature. 2012;485(7398):376–80.  

          71.    Chiarle R, Zhang Y, Frock R, Lewis S, Molinie B, Ho Y-J, et al. Genome-wide translocation 
sequencing reveals mechanisms of chromosome breaks and rearrangements in B cells. Cell. 
2011;147(1):107–19.  

         72.    Klein I, Resch W, Jankovic M, Oliveira T, Yamane A, Nakahashi H, et al. Translocation- 
capture sequencing reveals the extent and nature of chromosomal rearrangements in B lym-
phocytes. Cell. 2011;147(1):95–106.  

     73.    Hakim O, Resch W, Yamane A, Klein I, Kieffer-Kwon K-R, Jankovic M, et al. DNA damage 
defi nes sites of recurrent chromosomal translocations in B lymphocytes. Nature. 
2012;484(7392):69–74.  

       74.    Zhang Y, McCord RP, Ho YJ, Lajoie BR, Hildebrand DG, Simon AC, et al. Spatial organiza-
tion of the mouse genome and its role in recurrent chromosomal translocations. Cell. 
2012;148(5):908–21.  

    75.    Soulas-Sprauel P, Rivera-Munoz P, Malivert L, Le Guyader G, Abramowski V, Revy P, et al. 
V(D)J and immunoglobulin class switch recombinations: a paradigm to study the regulation of 
DNA end-joining. Oncogene. 2007;26(56):7780–91.  

    76.    Ferguson DO, Sekiguchi JM, Chang S, Frank KM, Gao Y, DePinho RA, et al. The nonhomolo-
gous end-joining pathway of DNA repair is required for genomic stability and the suppression 
of translocations. Proc Natl Acad Sci USA. 2000;97(12):6630–3.  

   77.    Yan CT, Boboila C, Souza EK, Franco S, Hickernell TR, Murphy M, et al. IgH class switching 
and translocations use a robust non-classical end-joining pathway. Nature. 
2007;449(7161):478–82.  

    78.    Mahowald GK, Baron JM, Mahowald MA, Kulkarni S, Bredemeyer AL, Bassing CH, et al. 
Aberrantly resolved RAG-mediated DNA breaks in Atm-defi cient lymphocytes target 
 chromosomal breakpoints in cis. Proc Natl Acad Sci USA. 2009;106(43):18339–44.  

    79.    Stephens P, McBride D, Lin M-L, Varela I, Pleasance E, Simpson J, et al. Complex landscapes 
of somatic rearrangement in human breast cancer genomes. Nature. 2009;462(7276):1005–10.  

    80.    Kuppers R, Dalla-Favera R. Mechanisms of chromosomal translocations in B cell lymphomas. 
Oncogene. 2001;20(40):5580–94.  

    81.    Taslerova R, Kozubek S, Lukasova E, Jirsova P, Bartova E, Kozubek M. Arrangement of 
chromosome 11 and 22 territories, EWSR1 and FLI1 genes, and other genetic elements of 
these chromosomes in human lymphocytes and Ewing sarcoma cells. Hum Genet. 2003;
112(2):143–55.  

    82.    Grant SF, Hakonarson H. Microarray technology and applications in the arena of genome-wide 
association. Clin Chem. 2008;54(7):1116–24.  

    83.    Lomvardas S, Barnea G, Pisapia DJ, Mendelsohn M, Kirkland J, Axel R. Interchromosomal 
interactions and olfactory receptor choice. Cell. 2006;126(2):403–13.  

   84.    Ferrai C, Pombo A. 3D chromatin regulation of Sonic hedgehog in the limb buds. Dev Cell. 
2009;16(1):9–11.  

    85.    Sanyal A, Lajoie BR, Jain G, Dekker J. The long-range interaction landscape of gene promot-
ers. Nature. 2012;489(7414):109–13.  

Genome Organization in Cancer Cells



276

      86.    Wright JB, Brown SJ, Cole MD. Upregulation of c-MYC in cis through a large chromatin loop 
linked to a cancer risk-associated single-nucleotide polymorphism in colorectal cancer cells. 
Mol Cell Biol. 2010;30(6):1411–20.  

      87.    Zhang X, Cowper-Sal Lari R, Bailey SD, Moore JH, Lupien M. Integrative functional genom-
ics identifi es an enhancer looping to the SOX9 gene disrupted by the 17q24.3 prostate cancer 
risk locus. Genome Res. 2012;22(8):1437–46.  

    88.    Gaulton KJ, Nammo T, Pasquali L, Simon JM, Giresi PG, Fogarty MP, et al. A map of open 
chromatin in human pancreatic islets. Nat Genet. 2010;42(3):255–9.  

      89.    Palii CG, Perez-Iratxeta C, Yao Z, Cao Y, Dai F, Davison J, et al. Differential genomic targeting 
of the transcription factor TAL1 in alternate haematopoietic lineages. EMBO J. 2011;
30(3):494–509.  

     90.    Kassouf MT, Hughes JR, Taylor S, McGowan SJ, Soneji S, Green AL, et al. Genome-wide 
identifi cation of TAL1’s functional targets: insights into its mechanisms of action in primary 
erythroid cells. Genome Res. 2010;20(8):1064–83.  

    91.    Aifantis I, Raetz E, Buonamici S. Molecular pathogenesis of T-cell leukaemia and lymphoma. 
Nat Rev Immunol. 2008;8(5):380–90.  

     92.    Akhtar-Zaidi B, Cowper-Sal-lari R, Corradin O, Saiakhova A, Bartels CF, Balasubramanian D, 
et al. Epigenomic enhancer profi ling defi nes a signature of colon cancer. Science. 2012;
336(6082):736–9.  

    93.    Heintzman ND, Stuart RK, Hon G, Fu Y, Ching CW, Hawkins RD, et al. Distinct and predic-
tive chromatin signatures of transcriptional promoters and enhancers in the human genome.
[see comment]. Nat Genet. 2007;39(3):311–8.    

H.Y. Zhou and J.A. Mitchell



277A. Emili et al. (eds.), Systems Analysis of Chromatin-Related Protein 
Complexes in Cancer, DOI 10.1007/978-1-4614-7931-4_15,
© Springer Science+Business Media New York 2014

    Abstract     Histone chaperones such as CAF1, ASF1, HIRA, DEK, DAXX, and 
several others play central roles in the transport, modifi cation, replication, and 
replacement of nucleosomes. These diverse roles affect many processes including 
epigenetic memory, genome stability, transcription, Polycomb function, and others. 
Here, we review these functions and their relevance to heterochromatin, epigenetic 
inheritance, and cancer.  

  Keywords     Histone chaperone   •   Epigenetics   •   Nucleosome   •   CAF1   •   ASF1   •   HIRA   
•   DEK   •   DAXX   •   Polycomb  

        Histone Chaperones, Epigenetics, and Cancer 

 The fi rst histone chaperone was isolated as a nuclear protein that prevents histone 
precipitation and facilitates nucleosome formation [ 1 ]. Chaperones are typically 
acidic, ideal for binding to basic, positively charged histones [ 2 ]. They bind histones 
in the cytoplasm, carry them into the nucleus, and facilitate nucleosome formation 
(Fig.  1 ) [ 3 ,  4 ]. Chaperones were originally thought of as simple carriers that prevent 
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  Fig. 1    Histone chaperone functions during DNA replication. In the cytoplasm ( top ) HSC70 
chaperones newly translated H3, which is methylated by an unknown enzyme. Next, HSP90 and 
tNASP chaperone H3K9me1, and histone H4 joins the complex to generate H3-H4 dimers. H3-H4 
is then transferred to a complex containing the chaperones sNASP and RBAP46 and the enzyme 
HAT1. H3 is demethylated at this stage by an unknown enzyme, and HAT1 acetylates H4 on K5 and 
K12. Next, the acetylated H3-H4 dimer is passed to ASF/importin for nuclear import, following 
which CBP/p300 acetylates H3 on K56. The latter facilitates transfer to the fi nal chaperone in the 
chain, CAF1, which assembles H3-H4 dimers into (H3-H4) 2  tetramers. CAF1 is tethered to PCNA 
at the replication fork and deposits the (H3-H4) 2  tetramer on DNA, following which H2A-H2B 
dimers are deposited, for example, by the dimeric chaperone complex FACT, which is tethered at 
the fork through an interaction with MCM4 in the helicase. At the fork the helicase unwinds DNA 
( towards the left ), and behind it ( to the right ) polymerases (not shown for simplicity) synthesize the 
new leading or lagging strands of DNA. Ahead of the helicase, parental H2A-H2B dimers are dis-
placed by FACT, and ASF1 then separates the remaining H3-H4 tetramer into dimers. The resultant 
H3-H4-Asf1 complex is tethered to the fork through an interaction of the histones with the helicase. 
H3-H4 is then redeposited on DNA, but it is unclear whether this occurs through another chaperone 
intermediate (e.g., CAF1 etc.), or whether tetramers form directly on DNA after release from 
ASF1 (see text). The octamer is then completed by addition of two H2A-H2B dimers. Old and new 
histone H3-H4 tetramers do not mix (as shown), but old and new H2-H2B dimers can mix (here, for 
simplicity, no mixing is indicated)       
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nonspecifi c DNA–histone interactions, but are now known to regulate histone 
disassembly and reassembly, covalent histone and DNA modifi cations, and the 
maintenance of epigenetic and chromatin states during replication, transcription, 
and DNA repair.

   Classically, epigenetics is “the inheritance of variation (−genetics) beyond (epi-) 
changes in the DNA sequence [ 5 ],” but the term is now used commonly to describe 
any modifi cation of a nucleosome, even in post-mitotic cells where “inheritance” is 
by defi nition a misnomer. When DNA is replicated or repaired, cells “remember” 
which genes were silent or active and nucleosomal positioning and covalent histone 
modifi cations are crucial for this process. Chaperones redistribute parental histones 
and deposit new histones on replicated DNA and thus they also have a profound role 
in epigenetic memory. Understanding this process is important because epigenetic 
memory is perturbed in multiple human diseases, including cancer as we review 
here for histone chaperones.  

    Nucleosome Replication: Conservative Versus 
Semiconservative 

 Nucleosomes consist of a core (H3-H4) 2  tetramer and two H2A-H2B dimers 
attached on either side, with 146 bp of DNA wrapped around the entire octamer. 
Histones as well as DNA are replicated, and must be incorporated into new 
nucleosomes and covalently modifi ed to maintain the chromatin state. To under-
stand how histone chaperones operate it is important to fi rst understand nucleo-
some replication. For simplicity, we will limit our discussion on replication of the 
(H3-H4) 2  tetramer to the three non-centromeric mammalian somatic H3 variants, 
H3.1, H3.2, and H3.3, that combine with an invariant H4 [ 6 ]. H3.1 and 3.2 show 
similar properties and we will refer predominantly to the more highly expressed 
H3.1 isoform. 

 Nucleosomes could, in theory, follow conservative or semi-conservative modes 
of replication. In the former model, old (parental) histones are transferred intact to 
one of the two replicated DNA strands, and new histones are used to generate a 
second nucleosome at the matching position. In semi-conservative replication, the 
parental histone octamers are split, and they mix with new histones to create two 
hybrid nucleosomes. An elegant study suggests that in HeLa cells H2A-H2B dimers 
are always replicated semi-conservatively (new mixed with old), but H3.1-H4 tetra-
mers undergo conservative replication [ 7 ]. Inducible Flag-tagged Histone H3.1 plus 
growth in normal lysine (K0) media was used to label old nucleosomes, then 
Flag-H3.1 expression was extinguished, cells were arrested at G2/M, released and 
grown in heavy lysine isotope (K8) to label new histones through the next S-phase. 
Mononucleosomes with old Flag-tagged H3.1 were purifi ed, and Mass Spectrometry 
(MS) used to analyze gel purifi ed histones. Subtracting background label, only 2 % 
of H3.1 or H4 in Flag-tagged (i.e. old) nucleosomes contained K8 (i.e. new) label, 
and this did not increase much even after a second S-phases. Thus, there is almost 
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no splitting of (H3.1-H4) 2  during S phase, indicating conservative replication. 
In contrast, H2A and H2B in Flag-tagged nucleosomes were ~50 % labeled with K8 
after one S-phase, indicating semi-conservative replication. The latter is consistent 
with the fact that H2A-H2B dimers are not in contact in the nucleosome, but reside 
either side of the tightly bound pair of H3-H4 dimers [ 8 ]. 

 The replication/deposition of ( H3.3 -H4) 2  tetramers is different from that of 
( H3.1 -H4) 2  tetramers. Human H3.1 or H3.2 differ at only fi ve or four amino acid 
positions from H3.3, respectively, but whereas their expression is restricted to 
S-phase, H3.3 is expressed throughout the cell cycle [ 9 ]. Also, while  Asf1 (  a nti 
 s ilencing  f unction 1 )  and  CAF1  are the chaperones that deposit new H3.1-H4 dimers, 
 HIRA  ( hi stone  r egulator  A ),  DAXX  ( d eath  a ssociated protein si x ), or  DEK  [ 10 ] 
chaperones deposit new H3.3-H4 dimers [ 11 – 15 ]. Consistent with separate deposi-
tion pathways, H3.1/3.2-H4 dimers are not found with H3.3-H4 dimers in nucleo-
somes [ 12 ]. Using the labeling system discussed above, Xu et al. found that ~6 % and 
~20 % of nucleosomes with old Flag-tagged/K0 H3.3 contained new K8-labeled 
H3.3 after one or two S-phases, respectively [ 7 ]. This (H3.3-H4) 2  tetramer splitting 
occurs during DNA synthesis but not during replication-independent deposition, as it 
is greatly reduced when S-phase is blocked. 

 In summary, H3.1-H4 tetramers do not split but undergo conservative replication; 
some H3.3-H4 tetramers split and undergo semi-conservative replication, and new 
H3.3-H4 complexes added outside S-phase are deposited as tetramers and do not 
mix with H3.1-H4 dimers.  

    Chaperones Regulate Transport, Modifi cation, and Deposition 
of New Histones 

 Newly generated histones must avoid aggregation, move into the nucleus, accumulate 
posttranslational modifi cations, and form nucleosomes on DNA. Chaperones play 
crucial roles in all these processes. A recent study combined protein purifi cation, 
biochemical reconstitution assays, and RNAi/genetics to deduce a comprehensive 
view of the early stages of histone synthesis and transport into the mammalian or 
yeast nucleus (Fig.  1 ) [ 16 ]. Here, we highlight the mammalian process. 

 As H3.1 emerges from the ribosome its folding is assisted by HSC70 [ 16 ]. H3.1 
is monomethylated at this early stage on lysine 9 (K9me1), although the mechanism 
is unclear [ 17 ]. The newly synthesized non-replicative histone H3.3 is typically 
dimethylated (K9me2) or exhibits acetylation (K9ac and K14ac) [ 17 ]. 

 From  HSC70 , H3 is passed to  HSP90  which cooperates with the chaperone 
 tNASP1  (“ t esticular  N uclear  A utoantigenic  S perm  P rotein”   ) to assemble H3.1-H4 
dimers (Fig.  1 ) [ 16 ]. Through splicing the NASP gene also encodes “somatic” 
NASP (sNASP) [ 18 ]. H3-H4 dimers in the tNASP-HSP90 complex are passed onto 
 sNASP , which also recruits the HAT1 ( h istone  a cetyl  t ransferase 1) holoenzyme, 
made up of HAT1 and the chaperone  Rbap46  (RBBP7) [ 16 ]. Rbap46 and its fl y 
homolog p55 bind histone H4 [ 19 ] and sNASP preferentially binds histone H3 [ 20 ], 
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providing a logical explanation as to how histone dimers are held by the sNASP- 
Rbap46 dual chaperone complex. When H3-H4 dimers are passed to the sNASP- 
Rbap46 complex, a dramatic reduction in H3K9me occurs by an unknown 
mechanism, and HAT1 catalyzes H4 acetylation on K5 and K12 (Fig.  1 ). sNASP 
can dimerize [ 21 ], and complexes have been observed containing one or two H3-H4 
dimers, but not tetramers [ 16 ] which, as described later, form in the nucleus (Fig.  1 ). 
In budding yeast ( Saccharomyces cerevisiae ) the equivalent of sNASP is Hif1, and 
the Hat1p/Hat2 holoenzyme performs acetylation, much like the mammalian HAT1- 
Rbap46 complex. HAT1 or Hat1p driven K5ac and K12ac modifi cations appear to 
enhance association with nuclear transporters and thus nuclear uptake [ 22 ,  23 ]. 

 NASP is essential for murine development [ 18 ] and plays a key role in adjusting 
the soluble reservoir of H3-H4. Reducing NASP leads to autophagy-mediated 
depletion of soluble H3-H4, whereas reducing HAT1 (and thus histone acetylation) 
or Asf1 does not lower cytosolic H3-H4 [ 24 ]. Thus, NASP provides a tunable cyto-
plasmic source of H3-H4. 

 After passing from the HSC70 to the tNASP complex and then to the sNASP/
Rbap46/HAT1 complex, the fi nal cytosolic stage involves the transfer of H3-H4 
dimers to a complex containing the conserved chaperone ASF1 and Importin-4. 
There are two human ASF1 genes, A and B, but only the B protein is found at this 
stage, although A likely takes over when B is artifi cially removed [ 16 ]. Importin-4 
is a karyopherin family member that mediates transport through the nuclear pore. 
ASF1 acts as a sink for H3-H4 dimers since most non-nucleosomal nuclear histone 
H3-H4 is found associated with this chaperone [ 25 ]. 

 Once in the nucleus, H3.1-H4 dimers pass from ASF1 to the  CAF1  ( c hromatin 
 a ssembly  f actor 1) complex. H3.3-H4 dimers are handled by HIRA for deposition 
on genic regions [ 11 ,  13 ], or  DEK  for an as yet uncharacterized target [ 10 ], and 
 DAXX  for deposition on heterochromatin [ 14 ,  15 ,  26 ]. For simplicity, we will focus 
on the H3.1-H4/CAF1 interaction below, but we will also discuss DEK and DAXX 
in the section on chaperones and cancer. 

 CAF1 was originally isolated as a human complex that promotes in vitro nucleo-
some assembly on replicating SV40 viral DNA templates [ 27 ]. It is conserved from 
yeast to humans and consists of three subunits termed Cac1-3 in yeast [ 28 ], p180, 
p105, and p55 (NURF) in  Drosophila  [ 29 ,  30 ], or p150 (CHAF1A), p60 (CHAF1B), 
and p48 in humans [ 27 ].    The latter is also called Rbap48 (RBBP4), a close relative 
of Rbap46 (RBBP7) mentioned above (see sNasp/Rbap46/HAT1 complex, Fig.  1 )). 
Asf1 can bind directly to the mid-sized subunit of CAF1 (p60/CHAF1B) [ 31 ,  32 ], 
while the small subunit (Rbap48) binds both H3 and H4 [ 33 ]. 

 For many years it was unclear whether newly synthesized histones H3 and H4 
form tetramers prior to deposition by CAF1, or only after deposition on DNA. Three 
recent studies all suggest the former. The fi rst study found that mutations affecting 
neuronal fate in  Caenorhabditis elegans  mapped to a C-terminal region of histone 
H3 required for H3-H4 tetramerization [ 34 ].  C. elegans  has 24 histone H3 genes, but 
mutation of only one acted as a dominant negative to block nucleosome formation. 
Depleting CAF1 or PCNA (required to recruit CAF1—see below) caused the same 
neuronal phenotype, whereas depleting Asf1 did not alter fate. These data suggest 
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that the phenotype results from an inability of CAF1 to assemble H3-H4 tetramers. 
The second piece of evidence came from cross-linking studies which found that a 
single molecule of yeast CAF1 binds H3-H4 tetramers [ 35 ]. And the third involved 
thermodynamic studies showing that once yeast ASF1-H3-H4 binds to CAF1, 
ASF1 is dislodged and a second H3-H4 dimer is introduced to form the H3-H4 
tetramer (Fig.  1 ) [ 36 ]. 

 The latter study also found that the affi nity of CAF1 for unmodifi ed H3-H4 
dimers is ~2-fold lower than that of ASF1, raising the question of how the transfer 
could be thermodynamically favorable. Notably, however, posttranslational histone 
marks increase the affi nity of histones for downstream chaperones [ 37 ]. In the 
nucleus the yeast or mammalian acetyl transferases Rtt109 or CBP/p300 catalyze 
H3K56 acetylation, respectively, which is stimulated considerably by Asf1 or the 
yeast histone chaperone  Vps75  [ 38 – 40 ], and this modifi cation promotes association 
of H3 with CAF1 or the yeast histone chaperone  Rtt106  [ 41 ]. Yeast lacking Asf1 or 
H3K56 acetylation have a reduced life span [ 42 ]. Another modifi cation that infl u-
ences binding is PAK2-mediated phosphorylation of H4 Ser 47, which diverts 
H3.3-H4 dimers away from CAF1 to HIRA [ 43 ]. Thus, chaperones facilitate his-
tone modifi cation and/or exploit these events to guarantee the passage of histones 
along the chaperone chain in the right direction and with the correct partners. 
Several other marks have been described on newly synthesized histones, several of 
which affect chromatin assembly and sensitivity to DNA damaging agents, but the 
underlying mechanisms are largely unclear [ 44 ]. 

 The fi nal step in the journey of a new H3-H4 tetramer is deposition onto its 
highest affi nity partner, DNA. For the CAF1-(H3-4) 2  complex, this is facilitated by 
interaction with PCNA (proliferating cell nuclear antigen). PCNA forms a trimeric 
clamp that completely encircles replicating DNA strands [ 45 ]. Its interaction with 
DNA involves water molecules, allowing it to glide along the template and improve 
DNA polymerase processivity (the number of nucleotides replicated without poly-
merase dissociation). The large subunit of CAF1 (p150/CHAF1A in humans) binds 
directly to PCNA [ 46 ]. As discussed below, CAF-1 is critical for the inheritance 
of heterochromatin, and mutations in yeast PCNA that affect CAF1 recruitment 
disrupt heterochromatin-mediated silencing [ 47 ], and this interaction is also critical 
for chromatin assembly after DNA damage [ 48 ]. Moreover, dominant negative 
CAF1 mutants that do not bind PCNA or p60/CHAF1B disrupt chromatin deposi-
tion and lead to activation of the DNA damage checkpoint [ 49 ]. 

 In summary, chaperones guide H3-H4 dimers from their synthesis in the cyto-
plasm to their destination on DNA through a thermodynamically favorable chain of 
binding reactions (Fig.  1 ).  

    Chaperones Recycle Old Histones During Replication 

 Chaperones also disassemble nucleosomes as the replication fork passes and then 
reassembles them on both strands of replicated DNA. The fi rst step in the disassem-
bly of parental nucleosomes is removal of H2A/H2B.  FACT  ( fa cilitates  c hromatin 
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 t ranscription) is an H2A/H2B chaperone and while most of the work on its function 
focuses on transcription, it is also involved in altering chromatin structure during 
DNA replication [ 50 ,  51 ]. FACT is recruited to the replication fork through an 
interaction with MCM4, one of six proteins (MCM2-7) that make up the helicase 
that unwinds DNA [ 52 ]. Another chaperone that could be involved in removing 
H2A/H2B from DNA is  Nap1  (nucleosome assembly protein 1) which operates in 
collaboration with the ATP-dependent chromatin remodeling factor RSC in vitro [ 53 ]. 
Nap1 is thought to be particularly important for removal of H2A/H2B during tran-
scription [ 54 ], reviewed in [ 55 ]. 

 Once H2A/H2B is removed, the more stable H3/H4 can be displaced. H3/H4 
dimers are then assembled onto nascent DNA quickly, whereas histones H2A and 
H2B are added 2–10 min after fork passage [ 56 ]. Asf1 plays a key role in coordinat-
ing the removal of H3/H4 dimers with their redeposition behind the fork [ 57 ]. Asf1 
splits (H3-H4) 2  histone tetramers into dimers, and an Asf1-H3/H4-MCM sandwich 
briefl y tethers them to the helicase (Fig.  1 ). Knockdown of both Asf1 genes (Asf1a 
& b) prevents nucleosome removal, the helicase fails to unwind DNA (refl ected in 
reduced levels of single stranded (ss) DNA levels at the fork), and cells arrest in 
S-phase. Inhibiting DNA polymerase causes an accumulation of parental histones 
on Asf1, identifi able by covalent marks absent on newly synthesized histones 
(H3K9me3/H4K16ac) [ 57 ]. Asf1 is also required to bring new H3-H4 dimers to 
DNA (see above [ 58 ]), thus when H3-H4 dimers are over-expressed, Asf1 becomes 
limiting, parental histones are not dislodged, the helicase stalls, ssDNA levels drop, 
and cells arrest in S-phase [ 57 ]. This S-phase block can be rescued by elevating 
Asf1 levels [ 57 ]. Therefore, Asf1 coordinates both recycling of parental and intro-
duction of new histone H3-H4 dimers. 

 The above data raise an interesting conceptual problem. As noted earlier, 
(H3.1-H4) 2  tetramers exhibit conservative replication [ 7 ]. But Asf1, which plays 
a key role in tethering old H3-H4 dimers to the replication fork [ 57 ], splits tetra-
mers [ 2 ,  59 ]. Once old H3.1-H4 tetramers are split into dimers, how do they re-
associate and remain separate from new H3.1-H4 dimers? Re-association of old 
dimers might be the only option given that new tetramers are preassembled on 
CAF1 (see above). Whether H3.1-H4 dimers from an old nucleosome remain 
closely associated to a pair of Asf1 molecules at the fork is unclear. Perhaps Asf1 
traffi cs old histones through CAF1 at the fork, although in vitro assays show that 
CAF-I cannot assemble histones H3 and H4 purifi ed from cellular chromatin onto 
DNA [ 27 ,  60 ]. Whether this is the case at the replication fork in vivo, however, is 
unclear. Nap1 or its close relative Vps75 form homodimers that adopt an earmuff 
structure and directly bind the two H3 proteins in an intact (H3-H4) 2  tetramer 
[ 61 ], but whether this feature is exploited during conservative replication of the 
core nucleosome is unknown. Alternatively, covalent modifi cations and/or associ-
ated proteins (chaperones?) on old and/or new dimers preclude mixing during 
deposition. 

 There are two ASF genes in mammalian cells and while knockdown of both 
ASF1A and B is required for acute arrest of cultured cells, removing ASF1B, but 
not A, blocks growth in colony formation assays [ 62 ]. The reason for this difference 
is not fully resolved, but ASF1B has other qualities that distinguish it from 1A, such 
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as its downregulation in quiescent or senescent cells, and ASF1B defi ciency causes 
unique effects on the transcriptome, and the appearance of mitotic defects such as 
micronuclei and DNA bridges [ 62 ].  

    Chaperones and Epigenetic Memory: The Example of CAF1 

 Maintenance of nucleosomes during replication or repair is, by defi nition, a key 
aspect of epigenetic memory. However, in addition to passing on old and depositing 
new histones, chaperones play additional epigenetic roles. The full extent to which 
chaperones regulate this process and the mechanisms therein are largely obscure. 
Most work has been performed on CAF1 and ASF1, particularly on maintenance of 
heterochromatin. Below, we summarize the data for CAF1 [ 63 ]. 

 Heterochromatin is typically rich in repetitive DNA such as centromeric satellite 
sequences and telomeric repeats. These dense domains are gene poor, less accessible, 
coated with repressive hypoacetylated histones and histone H3 trimethylated on 
lysine 9 (H3K9me3), and replicated late in S-phase. H3K9me3 tethers heterochro-
matin protein 1 (HP1) which self-associates to promote condensation [ 64 ]. 
Moreover, HP1 recruits the H3K9 methyl transferases SUV39H1 and SUV39H2, 
which propagate this chromatin mark during replication (Fig.  2 ) [ 65 ,  66 ]. The DNA 
in these dense regions is easily visible upon staining with intercalating fl uorescent 
dyes such as 4′,6-diamidino-2-phenylindole (DAPI). DAPI-intense heterochroma-
tin spots remain even during their replication, so how is such densely packed DNA 
and chromatin duplicated? As discussed below, CAF1 plays a major role in this 
process. Indeed, CAF1 is crucial for heterochromatin maintenance in yeast, plant, 
fl y, frog, mouse, and human cells [ 67 – 71 ].

   Links between CAF1 and heterochromatin arose from work in budding yeast 
( S. cerevisae ) where, although dispensable for survival, its subunits are essential for 
effi cient silencing of marker genes proximal to telomeres [ 28 ,  72 ,  73 ]. Initially, it 
was thought that silencing at mating type loci did not require CAF1, but more sensi-
tive assays revealed that CAF1 is essential to maintain silencing, but not for reestab-
lishment (e.g., following Sir protein disruption) [ 74 ]. 

 Heterochromatin in  S. cerevisae  relies on proteins like Rap2 and the Sir family of 
histone deacetylases, but different factors are utilized in higher eukaryotes such as 
the HP1 family. Remarkably, however, subsequent work provided that a direct link 
also exists between heterochromatin maintenance and CAF1 in higher eukaryotes. 

 This connection came from the discovery that the N-terminus of murine  Chaf1A/
p150 binds directly to HP1 [ 73 ]. In human or murine cell lines, CAF1 colocalizes 
with HP1 in late S-phase at sites of pericentric heterochromatin [ 75 ]. Labeling with 
thymidine analogues, such as BrdU, and 3D imaging showed that heterochromatin 
is replicated at the surface of DAPI-dense spots and is then buried inside the domain 
after replication [ 76 ]. In addition to trimethylation by Suv39h1/2, HP1 binding to 
the core of DAPI-rich heterochromatin also requires an RNA component, but in 
contrast Chaf1A/p150 tethers an RNase and an  Suv39h1/h2- null resistant HP1 
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fraction to replicating DNA on the surface of heterochromatin domains in mouse 
fi broblasts [ 76 ]. These data suggest that when DNA emerges at the surface of a 
heterochromatic domain, HP1 is displaced and tethered at the replication fork by 
Chaf1a. Indeed, while Chaf1a/p150 or Chaf1b/p60 knockdown reduces nucleosome 
deposition in S-phase DNA, only the former causes cell cycle arrest in mid-S-phase, 
which is not associated with a DDR, but rather an inability to replicate pericentric 
heterochromatin [ 76 ]. This RNAi-induced defect is complemented by wild-type 
Chaf1a, but not by mutants that do not bind HP1. Moreover, Chaf1a knockdown 
does not arrest  Suv39h1/h2  double null fi broblasts where HP1 is absent from 
DAPI- rich heterochromatin [ 77 ]. Altogether, these data suggest that CAF1 displaces 
HP1 during heterochromatin replication and holds it at the replication fork ready for 
redeposition (Fig.  2 ). 
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HP1

  Fig. 2    Multiple roles for CAF1 at heterochromatin.  Solid arrows  indicate protein movements, 
 dotted arrows  indicate methylation events. Old and new nucleosomes, PCNA, and DNA are shown 
as in Fig.  1 . (i) CAF1 tethered to PCNA deposits new H3-H4 tetramers onto DNA (see Fig.  1  for 
details). (ii) A separate CAF1 complex tethers SETDB1 to the fork through an interaction with 
MBD1, and this enzyme monomethylates H3K9. This CAF1 complex also contains new HP1 to 
deposit on trimethylated H3K9. (iii) SUV39H1, tethered to HP1, di and trimethylates H3K9. (iv) 
New HP1, tethered to CAF1, is deposited on H3K9me3. (v) SUV39H1 is transferred to newly 
deposited HP1. (   vi) Old (parental) HP1 is transferred to a third CAF1 complex at the fork. (vii) Old 
HP1 is transferred (in this example) onto old, already trimethylated H3K9 (see Fig.  1  for details on 
how old nucleosomes are transferred at the fork). (viii) SUV39H1 is transferred to old HP1. It is 
likely that old and new HP1 is distributed randomly among old and new nucleosomes, although 
this has not been tested. The  top right  illustrates two complexes of CAF1 bound to one PCNA 
trimer, which is theoretically feasible, but whether this occurs, or whether CAF1-(H3-H4) 2  and 
CAF1-MBD1-SETDB1-HP1 complexes bind sequentially (i.e. separately), is unknown. New and 
old SUV39H1/2 is not differentiated, but new enzyme is likely drawn from the nucleoplasm       
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 CAF1-HP1 [ 76 ] exists separately from CAF1-H3.1-H4, thus a single CAF1 
complex deposit newly synthesized histones or handles old/new HP1 separately. 
CAF1-HP1 binds other proteins critical for heterochromatin maintenance, including 
Methyl Binding Domain 1 (MBD1) [ 78 ], which recruits the H3K9 methyltransfer-
ase SETDB1 [ 79 ]. While bound to CAF1, SETDB1 stimulates mono-, but not di- or 
tri-, methylation of H3K9 [ 80 ]. Monomethylated K9 is an excellent substrate for 
di- and tri-methylation by Suv39h1 (Fig.  2 ). 

 In summary, CAF1 performs many functions relevant to the epigenetic inheritance 
of heterochromatin (Fig.  2 ): i. As at other loci it loads new histone H3.1-H4 tetramers 
onto replicated DNA; ii. It displaces and redeposits old parental HP1 at the surface of 
heterochromatin domains and brings in new HP1 to maintain heterochromatin on 
replicated DNA; iii. CAF1-HP1-MDB1-SETDB1 mono-methylates H3K9 on new 
nucleosomes, allowing Suv39h1/h2—tethered to old nucleosomes—to convert 
H3K9me to H3K9me3, and the latter can now receive old or new HP1 from CAF1. 

 As well as maintenance, CAF1 is also important for the  de novo  formation of 
murine heterochromatin as  Chaf1a  null mouse embryos arrest at the 16 cell stage 
and fail to form DAPI-rich spots [ 81 ]. In ES cells, where chromatin is more plastic 
than in differentiated cell types, Chaf1a knockdown does not cause arrest, perhaps 
because HP1 is easier to displace in these cells than fi broblasts. However, these 
depleted ES cells die after 4 days of knockdown [ 81 ], perhaps because the failure to 
form heterochromatin disrupts chromosome segregation, although the latter was not 
tested. Whether this survival function for CAF1 depends on interaction with HP1 
has not been tested. 

 The above model of Chaf1-HP1 mediated regulation of heterochromatin was 
established primarily in mouse cells. The picture is less clear in other animal spe-
cies/cell types. In human, mouse, and chick cells removing Chaf1a/p150 or Chaf1b/
p60 impairs nucleosome deposition in S-phase [ 49 ,  77 ,  82 – 84 ]. In chick DT40 cells, 
like mouse fi broblasts, there is no DDR when CAF1 is disrupted (indeed the 
response to UV or HU is dampened) [ 84 ]. However, whereas only Chaf1a knock-
down perturbs S-phase progression in mouse cells, knockout of Chaf1a or Chaf1b 
delays S-phase in chick cells, and also causes extensive cell death by 48 h [ 77 ,  84 ]. 
Binding of chick Chaf1a to PCNA and Chaf1b is required for survival, but the inter-
action with HP1 is dispensable [ 84 ]. Whether Chaf1a HP1-binding mutants affect 
heterochromatin replication in chicks is unknown. Unlike chick/mouse cells, 
CHAF1A small interfering RNA (siCHAF1A) causes a DDR in the human cancer 
cell lines RTK, HeLa, and U2OS cells [ 49 ,  82 ], as does siCHAF1B in HeLa cells 
[ 83 ]. Viability was compromised in both the U2OS/siCHAF1a and HeLa/siCHAF1B 
assays. Intact heterochromatin is important for proper nucleation of spindles at 
mitosis; thus cell death in some of these scenarios might follow disruption of this 
key process, but may also be the result of an S-phase DDR in some cases. However, 
neither scenario applies in chicks as there is no DDR, and HP1 binding is dispens-
able for survival. The extent to which the above variable responses to CAF subunit 
disruption refl ect differing chaperone redundancy, species/tissue specifi city, and/or 
degree of neoplastic transformation is unclear. Notably, an RNAI screen in HeLa 
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cells identifi ed CHAF1A as critical to maintain silencing of an integrated GFP 
reporter gene [ 85 ]. Other heterochromatin regulators were also identifi ed, such as 
HP1 and SETDB1, consistent with the model discussed above. 

 Beyond its well-established role in regulating HP1 bound heterochromatin, CAF1 
may regulate other repressive mechanisms. The Polycomb group (PcG) of proteins 
represses transcription at multiple loci, including homeobox transcription factors 
required for specifi c developmental fates [ 86 ]. Heterozygous mutations in the large 
Drosophila CAF1 subunit (p180, equivalent to p150/CHAF1A in humans) enhance 
the effect of heterozygous mutations affecting the PcG protein, Pc [ 70 ]. This genetic 
evidence suggests that CAF1 may facilitate the epigenetic effects of PcG complexes. 
But how this operates and the specifi c PcG complexes affected are unknown. 
The CAF-1 subunit, RBBP4 (Rbap48) or p55 (Nurf55) in  Drosophila , is also a sub-
unit of Polycomb Repressive Complex 2 (PRC2) *, but these functions are separate 
because structural studies show that Nurf55 uses the same region to interact with 
histones H3 and H4 (as part of its role in CAF1) and with SUZ12 (a component of 
PRC2) [ 33 ]. There is no biochemical evidence that CAF-1 and PcG interact directly, 
but conceivably CAF-1 might recruit other proteins to the fork that infl uence PcG 
activity. Apart from well-known interactions with PCNA, ASF1, histones, and HP1-
MBD-SETDB1 (see above), CAF1 binds several other proteins [ 87 ], but their role 
in epigenetic inheritance is unclear.  

    CAF1 and Cancer 

 In view of their central role in regulating nucleosome density, histone modifi cations, 
chromatin structure, genome stability, and epigenetics, it seems logical that cancer 
cells might manipulate histone chaperones to promote mutagenesis and/or alter 
gene expression. The fi eld is young, and while most links are indirect, there are 
some striking examples of how chaperones infl uence cancer progression. We review 
some key examples below. 

 Disrupting the CAF1 specifi c subunits p150 (CHAF1A) or p60 (CHAF1B), or 
their equivalents in lower organisms, disrupts nucleosome frequency, and, in many 
cases, causes spontaneous DNA damage and/or increased susceptibility to DNA 
damage inducing agents [ 28 ,  49 ,  82 ]. Moreover, because CAF1 regulates hetero-
chromatin, disrupting this function could lead to large-scale defects in chromosome 
alignment and segregation at mitosis. However, inactivating mutations in CAF1 
subunits have not been reported in cancer, likely because their depletion is lethal in 
many circumstances [ 81 ,  83 ,  84 ]. Nevertheless, subtle sequence variants, changes in 
posttranslational modifi cations and/or altered levels of chaperones could affect 
genome stability or gene expression. Indeed, excess CHAF1B/p60 correlates with 
poor outcome in some cancers [ 88 ]. The genetic connection between CAF1 and 
Polycomb phenotypes in  Drosophila  is also intriguing since excess Polycomb activity 
is common in human tumors [ 86 ].  
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    ASF1, HIRA, and Cancer 

 As discussed earlier, ASF1A and B are critical to buffer excess histones during 
replication stress [ 89 ], and disrupting this process promotes a delayed DNA 
damage response [ 62 ]. In addition, ASF1B has unique roles in long-term growth, 
gene regulation, and chromosomal stability, and elevated ASF1B expression is 
associated with high mitotic index, poor tumor grade, and worse outcomes in 
breast cancer [ 62 ]. Also, ASF1A is part of a network of factors critical to repress 
the pro- apoptotic gene Fas in K-ras transformed cells [ 90 ]. ASF1 stimulates 
H3K56 acetylation to promote transfer to the CAF1 complex and subsequent 
deposition on DNA (see above). This histone modifi cation promotes longevity in 
yeast [ 42 ], and is elevated together with ASF1 in several cancer cell types [ 40 ]. 
H3K56ac is also important at sites of DNA repair [ 91 ]. Normally, this mark is 
rapidly removed upon H3 deposition, but is maintained at repair sites to increase 
nucleosome “breathing” and facilitate repair complex access to DNA [ 92 ,  93 ]. 
The connection between ASF1, CAF1, and H3K56ac provides a logical explana-
tion for increased DNA damage in the absence of one or more of these compo-
nents [ 91 ]. 

 The above data imply oncogenic roles for ASF1. Intriguingly, however, ASF1A 
together with the H3.3-H4 chaperone HIRA is also critical for Ras-induced senes-
cence, an anticancer response to DNA damage that forces permanent cell cycle exit 
[ 94 ]. Cancer cells overcome senescence by inactivating the RB and p53 tumor sup-
pressor pathways, and it is presumably beyond this point that the putative oncogenic 
roles of ASF1A discussed above come into effect. 

 The ability of ASF1 to promote senescence is intimately linked with the his-
tone chaperone HIRA. Normally, HIRA deposits H3.3 at genic or telomeric 
regions [ 13 ], but in senescing cells it is required for the formation of  S enescence 
 A ssociated  H eterochromatic  F oci (SAHF) that silence RB-E2F regulated cell 
cycle genes [ 95 ]. Early in senescing cells, PML bodies, also linked to senes-
cence, contain HIRA and HP1, and although ASF1A is not found in these struc-
tures, a HIRA-ASF1A interaction is critical for SAHF formation [ 94 ]. Late in 
senescence the repressive H2A variant macroH2A (which also has a separate role 
in silencing the X chromosome) is recruited to SAHF, which also requires the 
HIRA-ASF1A interaction. ASF1B cannot bind HIRA and is not involved in 
senescence. Neither HIRA nor ASF1A bind macroH2A, thus the chaperone for 
the latter in senescing cells is unclear, although  APLF  (aprataxin and PNKP like 
factor) chaperones macroH2A after DNA damage [ 96 ]. Whether HIRA-ASF1A 
dependent macroH2A deposition is linked to H3.3 and/or the ability of ASF1 to 
dislodge preexisting nucleosomes (see above) is unknown. In yeast, where there is 
no macroH2A, interaction of the HIRA (Hir1 and Hir2) and Asf1 equivalents pro-
motes silencing at telomeres and repression of histone gene expression [ 97 – 101 ]. 
Consistent with its pro-senescence function, low levels of ASF1A are associated 
with longevity in humans [ 102 ], but as noted earlier, Asf1 is actually required for 
longevity in yeast [ 42 ].  
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    DEK, DAXX, H3.3, and Cancer 

 Apart from HIRA, DEK and DAXX also chaperone H3.3, and strikingly both are 
mutated in a variety of tumor types, providing direct evidence linking chaperones 
to cancer. 

 DEK is a highly abundant protein (almost as abundant as nucleosomes) with 
several roles in regulating chromatin structure. The  Drosophila  ecdysone hormone 
binds the nuclear receptor EcR and its ability to promote gene activation depends on 
DEK [ 103 ]. In the same study, DEK was shown to promote nucleosome formation 
by chaperoning H3.3, which was dependent on CKII phosphorylation of DEK. 
Disrupting the latter blocked H3.3 binding, nucleosome formation in vitro, and 
ecdysone-mediated gene activation. 

 DEK also has roles in repressing transcription. Thus, independent of CKII (and 
thus its H3.3 chaperone function), DEK promotes heterochromatin through an RNA-
dependent interaction with HP1. Loss of DEK results in the concomitant depletion of 
HP1 and H3K9me3 from either constitutive pericentric heterochromatin or promot-
ers silenced by the latter repressive epigenetic mark [ 10 ]. Fruit fl y DEK is in the 
same class as the H3K9 methyl transferase Su(var)3-9, because its inactivation 
relieves position effect variegation (PEV), the repression linked to translocation of a 
previously active gene to a location near heterochromatin [ 10 ]. Thus, both CAF1 and 
DEK have key roles in binding HP1 and regulating chromatin. 

 In line with a repressive function for DEK, it restricts access of complexes required 
for transcription to chromatin templates in vitro, and it is dislodged by SET, a protein 
required for Pol II-mediated transcription on such templates [ 104 ]. Intriguingly, SET, 
like DEK, is found as a CAN/NUP214 fusion protein in leukemia [ 105 ]. 

 DEK is linked to cancer in two ways. First translocations have been found in a 
subset of AML that fuse its N-terminus to the C-terminus of the nucleoporin CAN 
(NUP214) [ 105 ]. This translocation switches the location of CAN from the nuclear 
pore to the nucleoplasm [ 106 ]. The DEK-CAN leukemic fusion protein cannot bind 
CKII, abolishing its histone chaperone activity, arguing that defects in H3.3 deposi-
tion may be important for transformation [ 103 ], although the critical targets are 
unclear. The effect of the translocation on HP1 or SET activity is also unclear. 

 Second, DEK over-expression is observed in various cancers, either through gain 
of its chromosomal location 6p22 [ 107 – 110 ] or through induction by E2F, such as 
in cells expressing the RB-inactivating human papilloma virus E7 oncoprotein [ 111 , 
 112 ]. DEK over-expression elevates H3K9me3 at silenced chromatin, which could 
be oncogenic in some contexts [ 10 ]. However, the effect of DEK over-expression on 
chaperoning H3.3 or the ability of SET to open chromatin is unknown. DEK infl u-
ences a variety of cancer hallmarks, such as survival, senescence, DNA repair, and 
invasiveness [ 107 ,  112 – 116 ], but exactly which of these biological functions, if any, 
require its activating and/or repressive molecular chromatin roles remains unclear. 
Complicating matters further, DEK has also been linked to other activities such as 
splicing and protein translation [ 117 – 119 ]. 

 DAXX was fi rst identifi ed as a FAS-binding protein and interacts with other 
factors that regulate cell survival [ 120 ]. Three recent studies have shown that it is a 
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histone H3.3 chaperone [ 13 – 15 ]. Drane et al. report that DAXX is more tightly 
associated with H3.3 than HIRA, and that it promotes nucleosome deposition on 
plasmids in vitro, which was also demonstrated by Lewis et al. Consistent with prior 
work [ 121 ,  122 ], DAXX and the SWI/SNF-like chromatin remodeling enzyme 
ATRX (α-thalassemia mental retardation X-linked syndrome) were found at peri-
centric satellite repeats. These repetitive regions are transcribed, which Drane et al. 
found requires DAXX, H3.3, and ATRX. DAXX-mediated deposition of H3.3 on 
pericentric DNA is replication independent and H3.3 co-localizes with DAXX and 
ATRX in PML bodies, which is blocked if DAXX is missing. DAXX/ATRX- 
mediated recruitment of H3.3 to PML bodies and pericentric heterochromatin is 
reminiscent of the requirement for HIRA to transport H3.3 to PML bodies and 
senescence associated heterochromatin (see above). 

 Goldberg et al. [ 13 ] focused on the genome-wide localization of H3.3, demon-
strating that it is enriched at known regulatory elements (active or poised, proximal, 
or distal), across the bodies of active genes, and at telomeres. HIRA was essential 
for enrichment at promoters and gene bodies, but not at remote regulatory elements 
or telomeres. Like Drane et al. they found that H3.3 associates with DAXX/ATRX, 
and while ATRX was dispensable for H3.3 enrichment at genic regions or regula-
tory elements, it was essential at telomeres. Moreover, Lewis et al. found that 
DAXX, like ATRX, is essential for H3.3 deposition at telomeres [ 15 ]. Finally, 
ATRX loss elevates transcription of the telomeric repeat-containing transcript 
TERRA [ 13 ]. Thus, paradoxically, DAXX/ATRX/H3.3 recruitment is linked to 
induction or downregulation of pericentric or telomeric transcription, respectively 
[ 13 ,  14 ]. The structure of DAXX bound to a H3.3-H4 dimer has been solved and 
reveals specifi c interactions that explain why this chaperone preferentially binds 
H3.3 rather than replicative H3 isoforms [ 26 ]. 

 Recent deep sequencing efforts have exposed direct evidence for a link between 
DAXX/ATRX and cancer. First, mutations in DAXX or ATRX were reported in 
almost half of pancreatic neuroendocrine tumors [ 123 ]. Consistent with the key role 
of DAX/ATRX in depositing H3.3 at telomeres, these mutations or loss of nuclear 
DAXX/ATRX are linked to abnormal telomere structures, and analysis of other 
cancers with aberrant telomeres exposed ATRX, although not DAXX, mutations in 
some brain tumors [ 124 ]. A subsequent study found both ATRX and DAXX muta-
tions in pediatric glioblastoma samples, but also a high frequency of H3.3 mutations 
that target Lysine 27 or Glycine 34 [ 125 ]. These variants were linked to perturbed 
telomeres and altered transcription profi les, which is consistent with the H3.3 
chaperone function discussed above, and with the link between lysine 27 methylation 
and Polycomb-mediated repression. Finally, DAXX mutations have also been 
described in a subset of AML patients [ 126 ].  

    Future Directions 

 The term chaperone conjures up rather pedestrian images, yet these proteins have 
diverse functions, and their deregulation has drastic effects on cell homeostasis. 
The last decade has seen dramatic advances in our understanding of their roles in 
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replicating nucleosomes, histone exchange, deposition of histone subtypes, epigenetic 
inheritance, transcription, and DNA repair, yet there remain many unanswered 
questions. How, for example, are old and new (H3-H4) 2  tetramers kept apart at the 
replication fork? What precise mechanisms are used to replicate old H2-H2B dimers 
or deposit new dimers? Why does CAF1 perturbation have such different effects in 
distinct species/cell types on DNA damage or survival? Which functions of CAF1 
(e.g., recruiting H3-H4, HP1, SETDB1 etc.) are critical in these various contexts? 
What is the molecular link connecting CAF1 to Polycomb function, and how is this 
function played out in organisms other than  Drosophila ? The ties between histone 
chaperones, cancer, and longevity are also fascinating, but we only have a superfi -
cial understanding. What is the relevant molecular effect in these biological con-
texts: DNA damage, gene expression, Polycomb function, heterochromatin, and/or 
another role, and what are the key molecular players that chaperones infl uence? 
   What are the signals that switch HIRA from regulation of genic or telomeric 
regions to silencing of cell cycle genes destined to be buried in SAHF or that con-
trol the ability of ASF1 to promote senescence in collaboration with HIRA, versus 
silencing of pro-apoptotic genes? And what are the precise functions of DEK, DEK 
fusions, and DAXX that are so critical in driving cancer progression? These are 
only a few of the questions that will keep researchers busy in the chaperone fi eld for 
the next decade.     
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    Abstract     Abnormalities in chromatin organization have been linked to numerous human 
disease states including cancer, and RNA interference (RNAi) screens are a powerful 
approach for discovering gene function in transformed mammalian cell cultures. Herein, 
we review the use of RNAi technologies for characterization of the roles played by 
chromatin-related genes in cancer cell lines. We also highlight observations on the 
essentiality of components of epigenetic machinery within a large collection of genome-
wide shRNA screens performed in breast, ovarian, and pancreatic cancer cell lines.  

  Keywords     Chromatin   •   Cancer   •   RNAi   •   siRNA   •   shRNA   •   Screen   •   Acetylation   • 
  Methylation   •   Histone  

        Background 

    Introduction to RNAi 

 RNA interference (RNAi), which was discovered in  Caenorhabditis elegans  [ 1 ], 
has been harnessed and exploited for the purpose of studying gene function across 
a range of model systems. RNAi-based approaches have evolved to become one of 
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the prominent and powerful tools in functional genetic studies in a variety of eukary-
otic organisms [ 2 ]. The RNAi machinery processes endogenously or exogenously 
produced double-stranded RNA (dsRNA) into 21–23 nucleotide small interfering 
RNAs (siRNAs), which are incorporated into the RNA-induced silencing complex 
(RISC) [ 3 ]. Subsequent recognition of target mRNAs by the RISC-siRNA complex 
results in suppression of expression of the target gene product by either translational 
inhibition or mRNA destruction [ 1 ,  4 ,  5 ]. Once the existing protein molecules trans-
lated from target gene transcripts have been turned over by the cell, target gene 
function is effectively ablated. Critically, large-scale genome sequencing efforts 
unlocked the potential for leveraging RNAi, advances in molecular biology, robotics, 
and computational biology for genome-scale construction of RNAi libraries target-
ing mouse and human cells [ 6 – 9 ]. 

 RNAi technologies are most commonly employed in two ways; targeted 
knockdown of small numbers of genes (often one or two) to facilitate direct inves-
tigation of a hypothesis (e.g., confi rm the cellular phenotype for loss of a target 
gene’s activity) or screens of a set of RNAi reagents to identify genes that infl uence 
a phenotype of interest. The target gene set is predetermined by the researcher via 
some sort of selection criteria in focused screens, while unbiased RNAi screens may 
cover the entire genome. The utility of RNAi for performing fast and facile func-
tional genetic screens in mammalian cells has led to numerous discoveries in a vari-
ety of disease areas including cancer [ 10 – 13 ]. Although RNAi has opened the gates 
for systematic loss-of-function studies and screens in human cells, realizing the full 
potential of siRNA and shRNA technologies requires additional development to 
address the pitfalls [ 14 – 16 ].  

    Employing RNAi to Study Chromatin Regulation 

 Genomic instability is a hallmark of cancer [ 17 ], and it is becoming clear that 
epigenetic regulation is a key feature of malignant cells which supports plasticity 
and adaptive evolution of tumors (reviewed in [ 18 ]). As a consequence, there have 
been signifi cant efforts to identify and develop inhibitors of certain chromatin regu-
lators such as histone deacetylases (HDACs) and histone methyltransferases as 
possible treatments for a variety of types of cancer [ 19 ]. New understanding of the 
roles of specifi c chromatin related-proteins in tumorigenesis and metastasis and 
the suitability of certain chromatin regulators as potential targets for therapeutic 
intervention may be gained by employing functional genetic tools such as RNAi in 
cancer models. 

 In principle, there are two main approaches to utilizing RNAi reagents in moderate 
to high throughput applications with mammalian cells: arrayed or indexed screens 
and pooled screens. The choice between the methods is dictated by several factors 
including the number of query genes and cell lines one wishes to screen, the cellular 
phenotype to be quantifi ed, time constraints, available equipment resources, and 
available budget. In this chapter, we will review some of the innovative RNAi 
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screens that have been carried out using either arrayed or pooled screens and will 
explore the potential of unbiased genome-scale pooled shRNA screens for the 
identifi cation of potential chromatin regulators that are essential for proliferation in 
cancer cell lines.  

    Arrayed RNAi Screening 

 Systematic application of RNAi reagents to cells that are dispensed into physically 
separated wells is referred to as arrayed RNAi screening. In general, a single gene 
is targeted per well in arrayed screens and deconvolution of screening data simply 
requires a well map that indicates the RNAi contents of each well. Both chemically 
synthesized siRNAs and virally delivered shRNAs are suitable for arrayed screening 
applications. The choice between reagents is determined by cell amenability to 
siRNA transfection or shRNA viral transduction, and whether transient or stable 
knockdown is required. Simple readouts such as quantitative measurement of cell 
viability by dye staining may be performed in arrayed RNAi screens; however, 
arrayed screens are also well suited for high-content screening techniques [ 20 ]. 
For example, cells may be enumerated by nuclear DNA staining, proteins may be 
labeled by antibodies or conjugated fl uorescent proteins (e.g., Alexa-fl uor labeled 
anti-phospho histone H3 antibodies), subcellular structures may be visualized by 
dye staining (e.g., Mitotracker ™ ), and gross cellular morphology imaged via trans-
mitted light or fl uorescent imaging. Sophisticated image analysis software is gener-
ally employed to evaluate statistical data compiled from analysis of the microscopic 
images. Drawbacks of arrayed RNAi screens include high reagent cost (microplates, 
RNAi reagents, antibodies, and stains), requirement for automated liquid handling 
and microscopy devices, and relatively low throughput. 

 There is wide commercial availability for antibodies that recognize epigenetic 
marks such as DNA methylation and the various states of histone modifi cation by 
ubiquitin ligases, protein kinases, acetyltransferases, and methyltransferases. These 
types of antibodies may be utilized as readouts in genetic screens that employ RNAi 
to identify genes that affect chromatin structure and regulation. For example, Bjorkman 
et al. [ 21 ] systematically assessed RNAi-induced phenotypes for 615 human chroma-
tin-related genes in human prostate cancer cells using an arrayed RNAi approach in 
search of genes that affect proliferation, chromatin marks, and androgen receptor 
expression. Using a reverse transfection method, the group spotted 1,328 distinct fea-
tures (2 siRNAs per gene plus controls) each containing a different siRNA/transfec-
tion reagent/Matrigel mixture onto plastic cell culture surfaces. Suspended VCaP 
human prostate cancer cells were applied to the array, and after a short incubation 
period, non-adhered cells were washed away. Forty-eight hours after seeding, the cell 
arrays were fi xed, permeabilized, and stained for nuclear DNA content, proliferation 
(Ki67), apoptosis (cPARP), and androgen receptor (AR) expression. Total cellular 
levels of H3K4me2 and H3K18ac (which typically accompany active promoters and 
transcriptional regions), H3K9me2 (typically a mark of transcriptional repression), 
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and H4K16ac (which affects higher order chromatin structure) were also measured by 
antibody staining. Z-scores were calculated from signal intensity for all measured 
aspects of each spot, and the resulting hit data were visualized in a heat map generated 
in the R statistical language by clustering the Z-scores via the partitioning around 
medoid (PAM) method. Enrichments for specifi c protein domains within each cluster 
were then identifi ed. The authors noted that the cluster where acetylation of H3K18 
and H4K16 was strongly reduced contained most genes encoding an HDAC domain 
[ 21 ]. Knockdown of proteins with HDAC function might be expected to result in 
hyperacetylation and not hypoacetylation of histones; however, consistent with these 
observations, lack of induced histone hyperacetylation in HDAC-knockdown or 
HDAC inhibitor-treated cells has been reported [ 22 – 24 ]. The concomitant decrease 
in cell proliferation as measured by Ki67 staining and expression of the AR in the 
same cluster may indicate a general lethality induced by siRNAs in this cluster. 
Other observations include enrichments for JmjC domain containing proteins 
(histone demethylases) in a cluster where diminished cell proliferation coincided 
with enhanced H3K9 dimethylation, and enrichment for high mobility group 
(HMG) proteins and PHD-fi nger proteins in a cluster where siRNAs induced higher 
cell proliferation and caused increases in H3K4 methylation, H3K18 and H4K16 
acetylation, and AR expression. Reasons as to why knockdown of specifi c HMG 
and PHD-fi nger proteins would enhance cell proliferation are not clear. Nevertheless, 
these observations lead to the proposal that HDACs and JmjC domain containing 
lysine demethylases may be attractive enzyme classes to pursue for development of 
therapeutics to treat prostate cancer, since siRNA knockdown of several of these 
genes reduced AR expression and cell proliferation [ 21 ]. Additional analysis of the 
histone demethylase gene PHF8 revealed that it was frequently over-expressed in 
prostate cancer samples [ 21 ]. Knock down and overexpression of PHF8 in prostate 
cancer cells suggests that it infl uences cancer cell migration as well as invasion and 
apoptosis, possibly through transcriptional changes.  

    Pooled RNAi Screening 

 Although at least one group has generated an shRNA library that features a separate 
molecular barcode sequence for each shRNA [ 9 ], it is not necessary to do so. shR-
NAs encoded in viral vectors become stably integrated into the host genome; there-
fore, each cell expressing an shRNA carries a heritable, quantifi able marker—the 
shRNA sequence itself. This property enables experiments where viral shRNA par-
ticle mixtures or pools comprised of anywhere from tens to tens of thousands of 
unique shRNA sequences may be tested. Pooled screens are suitable for in vitro cell 
culture systems as well as in vivo xenograft models where parallel examination of 
gene function in the context of the tumor environment is desirable [ 25 ,  26 ]. In addi-
tion to simple cell proliferation under standard culture conditions, pooled screens 
may be performed to identify shRNAs that confer sensitivity or resistance to 
any molecule or growth condition, or that alter a phenotype that may be selected 
(e.g., expression of a cell surface marker trackable by FACS). Comparison of 
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discrete time points, the endpoint, or sorted populations with an experimental reference 
population identifi es changes within the shRNA population that refl ect the pheno-
types that each shRNA induces; benign shRNAs remain at stable levels within the 
population; benefi cial shRNAs (e.g., promote proliferation) become more abundant, 
and deleterious shRNAs (e.g., impede proliferation or kill the cell) become depleted 
from the cell population. Pooled shRNA screens are generally quantifi ed by prepar-
ing genomic DNA from cells, amplifying the shRNA sequences (or co-joined 
marker sequences) by PCR, and subjecting the samples to custom DNA barcode 
microarrays or next-generation sequencing approaches. 

 Acute myeloid leukemia (AML) is a hematological malignancy that has often 
been found to have disruptions in normal chromatin organization [ 27 ]. To identify 
essential components of the epigenetic regulation machinery in AML, Zuber et al .  
assembled a custom retroviral shRNA library of ~1,100 shRNAs targeting 243 
mouse genes known to be involved in chromatin regulation [ 28 ]. The pooled library 
was transduced into an AML mouse model cell line driven by the MLL-AF9 fusion 
gene and activated Nras G12D , and using a deep sequencing approach, antiprolifera-
tive shRNAs were identifi ed by their decrease in abundance at the experimental 
endpoint compared to the reference population [ 28 ]. Of particular note was that 
depletion of the bromodomain containing BET family member Brd4 caused cell 
cycle arrest and apoptosis in multiple AML cell lines while counter screens in 
murine embryonic fi broblasts (MEFs) indicated that Brd4 depletion had only modest 
effects on cell cycle progression, suggesting that AML may have a special depen-
dency on Brd4 activity [ 28 ]. Inhibition of Brd4 also altered the morphology of 
MLL-AF9 Nras G12D  cells, causing a shift to a macrophage-like appearance from 
myelomonocytic blasts accompanied by changes in cell surface markers consistent 
with myeloid differentiation [ 28 ]. Interestingly, the authors observe that mainte-
nance of the AML state by Brd4 is through Brd4-dependent transcriptional activa-
tion of Myc, as Brd4 knockdown causes a decrease in Myc transcript and protein 
levels, and expression of Myc from a heterologous promoter can sustain the AML 
phenotype in the presence of a Brd4 knockdown [ 28 ]. Intriguingly, the observations 
connecting Brd4 to AML growth were also confi rmed using chemical genetics with 
JQ1 [ 29 ], a compound that is a competitive binder to the acetyl-lysine recognition 
pocket of BET bromodomains, suggesting that targeting of epigenetic machinery 
may be a viable strategy for treatment of AML [ 28 ].   

    Systematic Evaluation of Chromatin Regulators in Cancer Cells 

    Functional Dissection of Lysine Deacetylases in a Cancer 
Cell Line Model 

 Phenotypic screening to detect synthetic genetic relationships has been a powerful 
approach to identifying functional relationships between genes in model organisms 
[ 30 ,  31 ]. Although a collection of systematic gene deletions similar to that available 

Evaluating Chromatin Regulators in Cancer Cell Lines Through RNAi-Glasses



302

for  Saccharomyces cerevisiae  and other model systems is not currently available for 
mammalian cell lines, genome-wide RNAi libraries provide a similar resource that 
may be leveraged for synthetic-genetic screens to study families or classes of genes. 
For example, using an unbiased genome-wide pooled shRNA approach, a group led 
by Jef Boeke [ 32 ] identifi ed synthetic genetic relationships using a set of query cell 
lines derived from HCT116 colorectal cancer cells where each cell line or query 
carried a stable knockdown for 1 of 12 human KDACS (HDAC1-4, HDAC6-9, 
SIRT1-3, SIRT5) [ 32 ]. Genes with multiple shRNAs that signifi cantly inhibited or 
enhanced proliferation specifi cally in the context of one of the 12 depleted KDACs 
were identifi ed and confi rmed directly in a cell viability assay [ 32 ]. Consistent with 
model organism fi ndings, query KDACs of the same classes were observed to co- 
cluster when the genetic interaction data from the screens subjected to hierarchical 
clustering, and deleterious synthetic genetic interactions were observed for pairs of 
KDACs that were presumed to have overlapping activities [ 32 ]. Notably, the authors 
speculated that genetic interactions may reveal specifi c enzyme–substrate relation-
ships and hypothesized that the alpha-1 catalytic subunit of AMP-activated protein 
kinase PRKAA1 is a substrate for HDAC1 based on the observation that PRKAA1 
shows a negative genetic interaction with HDAC1 [ 32 ]. Specifi c acetylation/deacet-
ylation of three lysine residues of PRKAA1 was shown to be reciprocally mediated 
by p300 and HDAC1, and opposing acetylation and phosphorylation states of 
PRKAA1 were proposed to mediate its activity level in response to the cell’s meta-
bolic state; glucose deprivation promotes PRKAA1 phosphorylation and activation, 
stimulating catabolic pathways via AMPK kinase activity, while high glucose levels 
promote PRKAA1 acetylation, inhibiting interaction with its activating kinase 
LKB1, and thereby reducing AMPK activity [ 32 ]. This study demonstrated the 
potential for RNAi-enabled synthetic genetic screens performed in transformed cell 
lines to uncover new enzyme–substrate relationships amongst the component 
machinery of the chromatin regulatory network.  

    Mining Genome-Scale RNAi Screen Data to Identify Chromatin 
Regulators Important for Cancer Cell Proliferation 

 Several groups have employed genome-scale pooled shRNA screens in mammalian 
cell lines to identify gene knockdowns that reduce cell proliferation or viability [ 6 , 
 10 – 13 ,  33 ,  34 ]. Such screens may uncover novel fi ndings in tumor cell biology, and 
may be useful for the identifi cation of potential new drug targets in specifi c tumor 
types. Since genome-scale RNAi screens are largely unbiased and cover many or 
most known genes in the genome, data for subsets of genes of interest (GOI) may 
be conveniently mined from these resources and studied in specifi c contexts. 

 Recently, we published the results of a collaborative effort where 72 epithelial 
cancer cell lines derived from human breast, ovarian, and pancreatic tissues were 
screened with an shRNA pool consisting of ~78,000 shRNAs covering ~16,000 
genes [ 11 ]. Since aberrations in the posttranslational modifi cation of histones have 
been associated with tumorigenesis and malignant cell growth and certain 
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components of the chromatin regulatory machinery have been proposed as putative 
oncology drug targets, we visualized patterns of chromatin-related gene essentiality 
within the data set described above (Fig.  1  and [ 11 ]). All results reported here are 
derived from GARP scores of primary RNAi screening data [ 11 ], where potential 
hits have not entered systematic validation studies, and false positive and false 
negative results cannot be ruled out. We examined chromatin-related genes based on 
their classifi cation as either readers, writers, or erasers and made two general obser-
vations. First, the readers consisting mostly of bromo- and chromo-domain contain-
ing proteins, were underrepresented for genes that are essential for proliferation in 
cancer cell lines compared to the writers and erasers (Fig.  1 ). Second, the writers 
consisting mostly of histone arginine methyltransferases, histone lysine acetyaltrans-
ferases, histone lysine methyltransferases, histone lysine ubiquitinases, and histone 
serine/threonine/tyrosine kinases, and erasers, consisting mostly of histone lysine 
deacetylases, histone lysine demethylases, histone lysine deubiquitinases, and his-
tone serine/threonine/tyrosine phosphatases, contained genes that were required for 
fi tness across many cell lines, as well as differentially required for fi tness between 
different cell lines. A major goal moving forward in cancer research is to understand 
the underlying genomic architectures of cancer cells that drive contextual fi tness 
requirements. This kind of analysis reveals putative fi tness genes that can be lever-
aged for targeted therapeutics.

  Fig. 1    A heat map of Z-normalized GARP scores was generated for an annotated set of histone 
“reader,” “writer,” and “eraser” genes assembled from various sources [ 21 ,  35 – 37 ] for a published 
collection of genome-scale shRNA screens in 72 breast, ovarian, and pancreatic cancer cell lines 
[ 11 ]. Genes with signifi cant zGARP values ( p  < 0.05) in 15 % or more of the cell lines screened are 
annotated on the right vertical plot axis       
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   Amongst genes classifi ed as histone writers, we observe that as a class, lysine 
methyltransferases appear to be less important for fi tness than lysine acetyltransfer-
ases and histone serine/threonine kinases across the cell lines screened. The impli-
cations of this observation are unclear; however, we speculate that this phenomenon 
might result from the fact many histone lysine acetyltransferases and kinases have 
biologically important enzymatic activities towards a plethora of substrates other 
than histones (reviewed in [ 38 ,  39 ]), while a relatively small number of proteins 
besides histones have been reported to be modifi ed by lysine methylation (reviewed 
in [ 40 ]). Cells may not be able to compensate for loss of single histone lysine acet-
yltransferase and serine/threonine kinase gene activities due to multiple important 
targets requiring the modifi cation. Conversely, except in instances where histone 
lysine methyltransferases may be acting as oncogenes (e.g., MLL gene rearrange-
ments in leukemias), loss of single gene activities either may not be lethal, or may 
be compensated for by other family members. 

 Arginine methylation is mediated by a relatively small group of nine enzymes 
and occurs on several sites in histones (H2AR3, H3 (R2, R8, R17, R26), and H4R3) 
and many other nonhistone proteins (reviewed in [ 41 ,  42 ]). Histone arginine meth-
ylation is proposed to regulate DNA packaging, transcription regulation, pre-mRNA 
splicing, mRNA stability, and the propagation of other epigenetic marks [ 43 ]. 
In addition, arginine methylation of nonhistone proteins also infl uences regulation 
of transcription [ 44 ]. Interestingly, we observe that six out of eight histone arginine 
methyltransferases targeted in our screens had at least one instance of essentiality, 
and three genes (PRMT3, PRMT7, and CARM1) were important for fi tness in at 
least 15 % of screens (Fig.  1 ). Notably, it has been reported that overexpression of 
CARM1/PRMT4 is required for the development of prostate adenocarcinoma as 
well as androgen-independent prostate carcinoma [ 45 ]. Future studies will deter-
mine whether this class is an important driver of cancer cell proliferation across a 
broad spectrum of tumor types and whether targeting these enzymes with small 
molecules forms the basis of a potent cancer therapy.  

    Integrating Essential Gene Profi les with Protein Complexes 

 Interestingly, many chromatin regulators function as part of large multi-protein 
complexes, where proteins dynamically interact with each other to regulate changes 
in chromatin state, DNA replication, and transcription. GOI representing chromatin 
regulators were compiled from The Histome Infobase [ 35 ], published lists of 
epigenetic regulators [ 21 ,  36 ], and by searching Gene Ontology (GO) categories for 
known protein complexes to establish protein complexes involved in chromatin 
regulation. Complexes involving all of the GOI were identifi ed in the CORUM data-
base [ 46 ] and GO “cellular component” categories (GO_CC). As the same complex 
or complex subunit may be named differently in different data sources, the list of 
protein complexes was manually reduced from 661 annotations to 117 common 
names. We developed a Java program to convert the list of genes in each complex 
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into a list of binary protein pairs describing protein co-complex membership. 
That is, each gene in a protein complex was modeled as being connected to every 
other gene in the complex. The result is that, when visualized, protein complexes 
will assemble into tightly interconnected “cliques” using force-directed layout algo-
rithms. The resulting network was visualized using NAViGaTOR v.2.2 (Fig.  2 ) [ 47 ]. 
NAViGaTOR’s clique-fi nding algorithm identifi ed protein complexes in the graph, 
which were then manually positioned to improve clarity (Fig.  2 ). Nodes in the 
graph, which represent genes/proteins, were automatically colored according to 15 
broad GO functional categories, and sized in proportion to the number of shRNA 
screens where the gene was found to be essential; larger nodes are more often 
essential than smaller nodes. Nodes essential in at least 5 % of the 72 genome-
scale shRNA screens ( p  < 0.05) [ 11 ] were labeled with their offi cial gene symbols. 
A number of complexes have multiple members that are essential for proliferation 
in cancer cell lines. For example, the INO80 complex contained a number of essen-
tial genes for cancer cell proliferation including the transcriptional regulators 
RUVBL1 and RUVBL2, INO80B, and ACTR5 (Fig.  2 ). This type of visualization 
can be informative for selecting targets for secondary assays where one wishes to 
confi rm the potential of a given protein complex for the development of small 
molecule inhibitors.

  Fig. 2    Integrated network of chromatin-related protein complexes with essential gene profi les 
overlaid to highlight chromatin regulators that are highly essential across a compendium of pooled 
shRNA screens in 72 different breast, pancreas, and ovarian cancer cell lines [ 11 ]       
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        Conclusions 

 When employed with careful controls and confi rmation assays, RNAi technologies 
are powerful tools for probing gene function in mammalian cancer cells. When 
combined with well-implemented assays that report on the cellular status of chro-
matin structure and regulation, RNAi screens have the potential to uncover a wealth 
of new information about the genes required to maintain and regulate chromatin. 
Using RNAi, cellular sensitivity to loss of known chromatin-related proteins may be 
rapidly explored in a variety of cancer models. RNAi-mediated functional genetic 
studies will be essential in the race to translate small molecule inhibitors of 
chromatin- related processes into treatments for cancer.     
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