
Bias 
Temperature 
Instability for 
Devices and 
Circuits

Tibor Grasser    Editor 



Bias Temperature Instability for Devices and Circuits





Tibor Grasser
Editor

Bias Temperature Instability
for Devices and Circuits

123



Editor
Tibor Grasser
Institute for Microelectronics
Technische Universität Wien
Wien, Austria

ISBN 978-1-4614-7908-6 ISBN 978-1-4614-7909-3 (eBook)
DOI 10.1007/978-1-4614-7909-3
Springer New York Heidelberg Dordrecht London

Library of Congress Control Number: 2013948914

© Springer Science+Business Media New York 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

www.springer.com


Editorial

First observations of a threshold voltage instability in MOS transistors which
was found to be very sensitive to bias and temperature were made in the 1960s.
However, this bias temperature instability (BTI) has remained a relatively obscure
and unimportant phenomenon until the routine introduction of nitrogen into the
oxide around the year 2000. Since then, particularly the negative BTI (NBTI) in
pMOSFETs has received a considerable amount of attention, both from industry
and from academia. With the advent of high-k gate stacks, the presumably related
phenomenon of the positive BTI (PBTI) in nMOSFETs has been attracting a
comparable amount of interest.

Despite its nearly 50-year-long history, BTI has remained a highly controversial
issue, and many fundamental questions may be considered unresolved. The plethora
of observations, explanations, as well as possible physical models found in literature
is often highly confusing. One aspect of the confusion is related to the exponentially
growing number of publications on the topic, which contain numerous contradictory
claims. Furthermore, viewpoints within the same research group evolve as new
aspects of the phenomenon are revealed. In order to resolve at least this part of the
confusion, I have attempted to bring together world-leading groups working on that
topic to review, define, and summarize their current understanding of a particular
aspect of the phenomenon more clearly and in greater detail than is possible in
regular journal and conference publications.

The book is structured in four chapters and encompasses characterization,
defect/device modeling, technological impact, and circuit aspects. The opening
chapter looks into the primary challenges we face in our understanding of BTI,
namely characterization issues. The most prominent example is given by the fact
that the degradation induced by BTI recovers once the stress bias is removed,
an issue already discussed in the earliest papers. However, it was only realized
about 10 years ago that this recovery has a dramatic impact on all characterization
attempts. The first contribution by Kerber and Cartier (GF/IBM) discusses the
most frequently used characterization methods, starting from standard stress and
sense schemes, over on-the-fly techniques, to fast voltage ramp stresses, which
are particularly useful during technology qualification. Since BTI is a strongly
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temperature-dependent phenomenon, a lot can be learned from fast and well-
controlled switches of the device temperature. This is possible by using local
polysilicon wires placed around the devices as discussed and exploited by Aichinger,
Pobegen, and Nelhiebel (Infineon/KAI) in the next contribution.

As devices are scaled down into the nanometer regime, discrete charge capture
and emission events can be monitored and studied. Just like in random telegraph
noise (RTN), it was observed that the discrete changes in the threshold voltage
caused by single defect discharging events show a very wide distribution. Wang,
Chiu, and Liu (National Chiao Tung University) discuss this phenomenon in
detail using statistics of threshold voltage steps and emission times and give an
interpretation of their data based on a thermally assisted dispersive charge tunneling
model. Along similar lines, Reisinger (Infineon) discusses a recently suggested
analysis method named the “time-dependent defect spectroscopy,” pointing out
various experimental pitfalls as well as providing a glimpse at the numerous
results obtained from this technique. Recently, it has been suggested that the traps
responsible for RTN may also play an important role in BTI. The research on RTN
has been going on for several decades and the state of the art is summarized in the
contribution of Frank and Miki (IBM/Hitachi).

One of the most important consequences of device miniaturization is that future
devices will only contain a countable number of defects, resulting in considerable
variability during degradation. Rauch (IBM) gives a detailed study of intrinsic and
extrinsic variability, properties of the distributions, scaling issues, as well as the
impact of this variability on analog and digital circuits such as SRAM cells. In the
next contribution, Kaczer, Toledano-Luque, Franco, and Weckx (IMEC) discuss their
defect-centric view on this time-dependent variability, with a particular focus on the
single defect threshold voltage distribution, its impact on the total threshold voltage
shift, and its connection with time-zero variability.

An extremely important aspect in our understanding of BTI is the correct
identification of the defects underlying the degradation. One of the few techniques
which can reveal the chemical nature of those defects utilizes some form of electron
spin resonance (ESR). Campbell and Lenahan (NIST/Penn State University) review
their work in this field and discuss their observation of Pb, E ′, and K centers
in response to negative bias temperature stress in SiO2, SiON, and high-k gate
stacks. In the subsequent contribution, Afanas’ev, Houssa, and Stesmans (University
of Leuven) give their perspective on the topic but put a strong emphasis on the
importance of hydrogen-related defects in a wide range of technologies. Zhang
(Liverpool John Moores University), on the other hand, summarizes his efforts in
identifying a wide range of possible defects in SiO2, SiON, and high-k dielectrics
using electrical measurements. Finally Ang (Nanyang Technological University)
discusses observations which indicate the importance of hole trapping and trap
transformations during cyclic bias temperature stress, which are inconsistent with
the conventional reaction–diffusion formalism.

The second chapter is focused on theoretical and modeling aspects. In the
opening contribution by El-Sayed and Shluger (UC London), theoretical properties
of the most commonly observed oxide defects such as E ′ centers are discussed
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using density functional theory. When such defects are charged, they interact with
the discrete dopands inside the device, leading to potentially enormous changes of
the device characteristics, as discussed in detail by Amoroso, Gerrer, and Asenov
(University of Glasgow). One of the first popular models for NBTI is the reaction–
diffusion model, originally suggested in 1977, but continuously refined using more
recent findings. The latest developments along these lines of thought are summa-
rized by Mahapatra (IIT Bombay). Expressing a contrary view, the foundations and
the applicability of reaction–diffusion theory are then examined using stochastic
chemical kinetics by Schanovsky and Grasser (TU Wien). In the next contribution,
Goes, Schanovsky, and Grasser (TU Wien) develop a rigorous formulation of charge
trapping based on nonradiative multiphonon theory using additional metastable
states in order to explain experimental data obtained from time-dependent defect
spectroscopy. Finally, Grasser (TU Wien) discusses a recently suggested formalism
for an approximate description of BTI as a collection of independent first-order
reactions using capture/emission time maps.

The third chapter focuses on the impact of various technological processing steps
on BTI. One of the most prominent actors frequently linked to the phenomenon
in various theories is hydrogen and the wealth of literature together with recent
findings are summarized by Pobegen, Aichinger, and Nelhiebel (KAI/Infineon).
Next, the impact of various processing steps is discussed in detail by Mahapatra (IIT
Bombay), including the impact of nitrogen, fluoride, and hydrogen versus deuterium
in nitrided as well as high-k gate stacks. While most modern technologies employ
very thin dielectric layers, power MOS transistors typically require thick layers
of SiO2. Experimental challenges together with other peculiarities related to such
devices are discussed in the contribution of Stojadinović et al. (University of Niš).
In order to suppress excessive leakage through ultrascaled insulating layers, high-k
materials have to be used in these technologies. Unfortunately, in these materials
PBTI in nMOSFETs becomes a critical issue. Differences and similarities between
NBTI and PBTI, including processing issues and static versus dynamic stress, are
discussed by Zhao, Krishnan, Linder, and Stathis (IBM) in the first high-k contribu-
tion. The following contribution by Young and Bersuker (UT Dallas/SEMATECH)
is particularly devoted to experimental issues, fast transient charging, electron
trapping, and concurrent defect generation. Finally, Toledano-Luque and Kaczer
(IMEC) discuss recent experimental results obtained on nanoscaled high-k devices,
with a focus on stochastic charge trapping and statistical lifetime prediction.

In order to overcome various scaling issues, alternative channel materials and
device topologies have been suggested to replace conventional planar silicon
technology. Franco and Kaczer (IMEC) present recent results obtained on SiGe
channel devices, which show considerably improved reliability compared to their
Si channel counterparts. Huang, Wang, and Li (Peking University) discuss the
reliability of Si nanowires in comparison with planar technologies, with a particular
focus on stochastic charge capture and emission in nanoscaled devices. Finally,
Fleetwood et al. (Vanderbilt University) discuss bias temperature instabilities in 4H-
SiC devices and suggest BTI to be of a different origin in these devices.
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The final chapter is focused on the impact of BTI on circuits. First, Keane, Wang,
Jain, and Kim (Intel/University of Minnesota) discuss odometers for the direct on-
chip assessment of BTI on circuits for a better measurement and timing control.
A bottom-to-top approach of reliability analysis from device level to system level
aging is described by Sutaria, Velamala, Ravi, and Cao (Arizona State University).
Then, Wirth et al. (UFRGS) summarize latest attempts in statistical modeling
of charge trapping in the context of RTN and BTI from a circuit perspective.
Finally, Martin-Martinez, Rodriguez, and Nafria (UA Barcelona) address different
alternatives to translate the effects of NBTI degradation on the electrical properties
of devices into circuit performance and reliability.

I sincerely hope that the information provided in these chapters proves useful
to scientists and engineers working in this rapidly changing field by accurately
capturing the state of the art and that it triggers further research into this elusive
phenomenon.

Wien, Austria Tibor Grasser
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Chapter 1
Bias Temperature Instability Characterization
Methods

Andreas Kerber and Eduard Cartier

Abstract Bias temperature instability (BTI) is one of the most critical device
degradation mechanisms in conventional poly-Si/SiON and MG/HK CMOS tech-
nologies and is characterized with a variety of electrical measurement procedures.
In this section, the most commonly used characterization procedures are introduced,
and their advantages and possible pitfalls are discussed. Since the trapping and
detrapping processes responsible for BTI cover a wide range of time constants,
time-resolved characterization techniques are essential to capture the physics of
the phenomena. Therefore, recent development efforts to this end are summarized,
including fast reliability screening procedures for material and process evaluation.

1.1 Introduction

The electrical stability of metal oxide semiconductor (MOS) devices has been the
subject of many scientific studies. In the early days of MOS device fabrication,
research focused on ionic contamination [1, 2] and on the passivation of electrically
active surface states at the silicon/silicon dioxide (Si/SiO2) interface [3, 4]. During
these early days, bias temperature instability (BTI) was hardly mentioned as a
source of reliability concern [5]. However, over time, BTI has become one of
the most frequently discussed degradation mechanisms in complementary metal
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VDD VDD

PMOS

NMOS
NBTI PBTI

Fig. 1.1 Bias configuration for PMOS and NMOS devices in CMOS circuits. In inversion mode
operation, for PMOS transistors, the gate is forced to ground with drain terminal high, and for
NMOS transistors, the gate is biased at the supply voltage, VDD, with the source at ground

oxide semiconductor (CMOS) devices. In this chapter, we introduce the different
characterization methods that are developed to capture the important aspects of BTI
in advanced CMOS technologies.

As the name suggests, BTI refers to a time-dependent instability in transistors
that is accelerated with increasing bias and temperature. Specifically, during a
BTI test, the absolute threshold voltage of the metal oxide semiconductor field
effect transistor (MOSFET) increases, while the device is biased in inversion mode.
The threshold voltage shift leads to a decrease in drain current in the on-state of the
transistor [6] and ultimately to a speed reduction of CMOS circuits. Degradation
due to the BTI occurs during normal transistor operation, as shown in Fig. 1.1. For
p-channel MOSFETs the term negative bias temperature instability (NBTI) is used,
whereas for n-channel MOSFETs the degradation is called positive bias temperature
instability (PBTI) since the corresponding gate bias conditions are negative and
positive, respectively. Instead of transistors, capacitor structures can also be used
to study NBTI (p-type Si) and PBTI (n-type Si). In this case, the devices are biased
in accumulation mode, and flatband voltage shifts are monitored instead of threshold
voltage shifts.

For conventional poly-Si electrodes, BTI is typically only observed in p-channel
MOSFETs, and BTI is known to be more severe with SiON gate dielectrics as
compared to SiO2. With the introduction of high-k (HK) dielectrics into the CMOS
manufacturing process [7, 8], both p-channel and n-channel MOSFETs are now
exhibiting BTI.

The same characterization methods are used to study NBTI and PBTI, despite
distinct differences in the physical degradation mechanisms, largely due to the
defect structure of the dielectrics, the asymmetry in the band structure of the
Si/HK/metal gate stack, and the opposite polarity of the gate bias. In Fig. 1.3, the
schematic band structures of the p-channel and n-channel MOSFETs with MG/HK
stacks during operation are compared, and the dominant degradation mechanisms
are indicated.

During NBTI (PMOS, Fig. 1.3), both positive charge trapping and interface-
state generation have been reported [10]. The basic physical degradation process for
conventional poly-Si/SiON devices is very similar to the MG/HK stacks invoking
positive charge trapping in the SiON layer and interface-state generation at the
Si/SiON interface.
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Fig. 1.2 Transistor
characteristics taken prior
(pre-stress), during (dashed
lines), and after (post-stress)
BTI stress. Note that BTI
stress leads to an increase in
the absolute threshold voltage
for both PMOS and NMOS
devices (arrows top panels).
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shifted, whereas for PMOS
devices subthreshold and gm
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arrows)
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Fig. 1.3 Band diagram of MG/HK PMOS (left) and NMOS (right) biased in inversion mode using
parameters from [9]. The trapping of positive and negative charge (BTI mechanism) for PMOS and
NMOS devices, respectively, is indicated

During PBTI (NMOS, Fig. 1.3) in MG/HK devices, negative charge trapping in
the HK layer or in the region between the HK layer and the interfacial oxide layer
has been mainly observed [11]. Electron trapping in SiO2 and SiON is small, and
PBTI has not been a concern for NMOS devices in these technologies.

The difference in the charge location for NBTI and PBTI does lead to different
degradation features in the transistor characteristic. The modifications of the device
characteristics by BTI are summarized in Fig. 1.2. For PBTI (NMOS in Figs. 1.2
and 1.3), the trapped charge is separated from the inversion channel by the interfacial
oxide layer. Therefore, Coulomb scattering is weak, and the channel carrier mobility
remains constant, independent of the amount of trapped charge. As a result, the
transistor characteristic is only horizontally shifted on the voltage scale, and the
voltage shift throughout the entire range of transistor operation is determined by

ΔV = ΔQ/Cox.
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For NBTI (PMOS in Figs. 1.2 and 1.3), the situation is different since positive
charges can be trapped at interface-states, in near-interface defects (border traps),
and in the bulk of the oxide. The trapped charges in close proximity of the inversion
layer lead to strong additional Coulomb scattering and degrade the channel carrier
mobility. Such degradation is frequently reported for NBTI in both conventional
poly-Si/SiON [12] and MG/HK [13] PMOS devices. As a result of the mobility
degradation, the peak transconductance of the device in the linear regime decreases
with increasing voltage shift. At the same time the subthreshold characteristic during
NBTI stress also degrades compared to the fresh characteristic as indicated by
the arrows in Fig. 1.2. Since transconductance degradation and degradation of the
subthreshold characteristic are observed during NBTI, the induced voltage shift
depends on the drain current regime at which the voltage shift is extracted. In
the subthreshold regime, due to the degradation of the subthreshold characteristic
by interface-states, the extracted voltage shift is typically smaller than the values
extracted near the device threshold voltage. When extracting the voltage shift above
the device threshold, the values are increased due to transconductance degradation.
These aspects of NBTI degradation are of importance when comparing measured
NBTI degradation values from the literature.

Both NBTI and PBTI exhibit a strong voltage dependence which is frequently
modeled using either the exponential or the power-law voltage acceleration model.
The exponential BTI voltage acceleration model can be written as

ΔVT (Vg) = A
(
Vgre f , tre f

) · eM(Vg−Vgre f ),

and the power-law BTI voltage acceleration model is given by

ΔVT (Vg) = A
(
Vgre f , tre f

) ·
(

Vg

Vgre f

)m

,

where Vg is the gate voltage, t is the stress time, and the subscript “ref” refers
to a reference condition. Frequently, Vgref = 1 V and tref = 1 s are chosen. The
exponential voltage acceleration factor M is given in units of [V−1], and the power-
law acceleration factor, m, is dimensionless. The voltage acceleration factors at the
reference condition are related by

m = M ·Vgre f .

Typical examples for the voltage dependence of NBTI and PBTI are shown in
Fig. 1.4. Threshold voltage shifts during NBTI are observed to be of comparable
magnitude for conventional poly-Si/SiON and MG/HK stacks. However, during
PBTI, conventional poly-Si/SiON NMOS devices show negligible threshold volt-
ages shifts close to operation condition. Only when stressed at high voltage close
to dielectric breakdown can the instability be observed at short stress times. This is
typically attributed to bulk defect generation in the gate oxide. MG/HK NMOS on
the other hand exhibits PBTI which is similar in magnitude to NBTI. It can clearly
be observed close to the operation condition of the device even for short stress times
of 100 s as shown in Fig. 1.4. Therefore, PBTI is of considerable concern with
HK/MG technologies.
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Fig. 1.4 Comparison of the
stress voltage dependence of
BTI-induced voltage shifts at
a fixed stress time of 100 s,
for conventional poly-
Si/SiON and MG/HK MOS
devices. Note the strong
increase in the PBTI
instability in n-channel
devices for MG/HK
MOSFETs (after [14])

Since BTI is largely caused by trapping and defect generation in the gate oxide,
NBTI and PBTI are strongly dependent on gate stack processing of conventional
and MG/HK technologies. The choice of the interlayer type (SiO2 or SiON), its
thickness, and the type and thickness of the high-k layer strongly impact the BTI
characteristics. Additionally, thermal treatments, nitridation steps, and passivation
anneals are important steps in the fabrication process which affect the instability for
a given gate stack. While these knobs can greatly influence the magnitude of the
instability, it is not expected that such optimizations can lead to the elimination of
the BTI all together because of the underlying degradation physics.

For technology reliability qualifications, an accurate description of the BTI is
paramount as BTI tests have to be conducted under accelerated degradation condi-
tions. To predict the end-of-life (typically 5–10 years) shift, the BTI degradation
is projected from typical test times (t< 106) using the time-evolution model. A
voltage acceleration model is needed to project from high test voltages to operation
conditions. To describe the time evolution of the BTI, various models can be found
in the literature. Some models use logarithmic time dependence, some power-law
model in time, and others include saturation like the stretched exponential model
given in [15]. Combinations of these different models are also used to describe
and combine contributions from individual physical processes to the instability. For
illustration purpose, we use the power-law equation for the time evolution,

ΔVT (Vg, t) = A
(
Vgre f , tre f

) ·
(

t
tre f

)n

,

where tref is the reference time (typically set to tref = 1 unless specified differently)
and n is the time-evolution exponent. The exponent, n, is typically measured to be in
the range, 0.1< n< 0.25. As evident from the data in Fig. 1.5, the power-law time
evolution is a reasonable approximation for modeling the threshold voltage shift as
a function of time. However, caution needs to be exercised when modeling very
small and very large voltage shifts where “turn-on” and saturation effects can lead
to significant deviations from a power law.



8 A. Kerber and E. Cartier

0.01 1 100
1E-3

0.01

0.1

ba

 -1.25 V
 -1.5 V
 -1.75 V
 -2.0 V
 -2.25 V
 -2.5 V

ΔV
T (

V)

Stress time (s)

NBTI

0.01 1 100

PBTI

 1.2V
 1.4V
 1.6V
 1.8V

T=125OC, tdelay=1msFig. 1.5 Measured ΔVT
versus stress time for different
stress voltages in HKMG
PMOS transistors [NBTI (a)]
and NMOS transistors [PBTI
(b)] (after [16])

0.00
-0.01
-0.02
-0.03
-0.04
-0.05

recovery

V
ol

ta
ge

 s
hi

ft 
(V

)
NBTI stress

0 200 400 600 800 1000
0.00
0.01
0.02
0.03
0.04 PBTI

Time (s)

Fig. 1.6 Threshold voltage
evolution of NMOS and
PMOS devices during a test
in which the gate bias is
altered between inversion
mode stress and transistor
off-state recovery. When the
gate stress is removed, the
BTI-induced voltage shift
recovers for both NMOS and
PMOS devices

The observation of recovery effects during NBTI measurements in conventional
poly-Si/SiON PMOS [17, 18] and during PBTI in MG/HK NMOS [19] stimulated
a substantial effort in the development of fast time-resolved characterization
techniques. Analysis based on slow characterization methods usually leads to
an underestimation of the magnitude of the instability. This discovery led to a
controversy about the time evolution of the instability. The BTI recovery effects can
be easily illustrated with a test in which the voltage is cycled as shown in Fig. 1.6.
First, the device is stressed for 100 s, and then the gate bias is reduced to a lower
voltage near the transistor threshold voltage for 100 s and the threshold voltage is
continuously monitored. The process is then repeated several times [17]. As can
be seen, the BTI-induced voltage shift rapidly recovers when the stress voltage is
removed. NBTI and PBTI show qualitatively similar recovery features, a fact which
has been discussed in many reports in the literature [14, 20, 21]. The magnitude
and the time dependence of the recovery are different for NBTI and PBTI due to
the differences in the physical processes causing the instability. The NBTI is caused
by interface or near-interface processes, leading to faster recovery than for PBTI,
where trapping centers situated further away from the interface are involved. PMOS
devices used to collect the data in Fig. 1.6 showed roughly 50% NBTI recovery,
whereas NMOS devices showed only ∼25% PBTI recovery.
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The recovery of BTI-induced shifts plays an important role during cycling
operation of CMOS circuit in advanced transistor technologies with conventional
poly-Si/SiON and MG/HK stacks.

During the early exploration phase of alternative gate dielectrics for CMOS
applications, hysteresis measurements were used to track BTI shifts during gate
stack development. Hysteresis measurements performed on capacitors typically
employ a high-frequency capacitance–voltage (HF C–V) sweep from depletion to
accumulation and back to depletion. The shift between the two sweeps is used as
an indicator of the stack stability. Evidently, sweep range and ramp rate are critical
input parameters for the hysteresis measurements, and close attention needs to be
paid to their selection when using a dual-ramp test for material selection or process
optimization.

When transistors are available, the transfer characteristic of the transistor (Id–Vg)
can be used to quantify the threshold voltage shift, as illustrated in Fig. 1.7. With
transistors, the hysteresis is measured by sweeping the gate bias from accumulation
to inversion and back to accumulation. Again, the magnitude of the shift in MG/HK
NMOS depends on the electron injection current or gate bias, the duration of
the stress, and the properties of the gate dielectric. As the inversion stress is
gradually removed during the reverse sweep into accumulation, the dynamic aspects
of the trapping process can be observed in a double-sweep experiment. As can
be seen in Fig. 1.7, recovery already occurs during the down sweep, resulting
in significant recovery near threshold. These types of double-sweep tests lead
to an early postulation of reversible electron trapping in shallow defects (likely
oxygen vacancies in the HK layer of MG/HK NMOS transistor) [9]. It has been
demonstrated that the shallow defects are emptied by electron back-tunneling to the
substrate at negative gate bias, while biasing in inversion mode leads to the filling of
HK defects by tunneling and to a positive voltage shift of the transfer characteristics
due to this negative charge.
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The reported post-stress NBTI recovery for conventional poly-Si/SiON PMOS
devices and transient charge trapping effects in NMOS devices with high-k di-
electrics have led to large efforts to develop time-resolved BTI characterization
techniques to more accurately capture the transient nature of the instabilities. The
recovery phenomenon continuous to be studied in greater detail, utilizing the various
time-resolved characterization methods proposed in the literature [14, 20, 21, 23,
24]. Typical recovery traces for conventional poly-Si/SiON NBTI and MG/HK
PBTI are shown in Fig. 1.8, illustrating that recovery occurs over many orders
of magnitude in time and to first order follows a logarithmic time dependence.
Therefore, the threshold voltage recovery can be written as

ΔVT = ΔVT (1s)−αlog(t),

where α is a constant and ΔVT (1s) is the BTI degradation remaining after 1 s of
recovery. The applicability of this logarithmic time dependence typically covers a
time window from μs to hours. A more general function describing the recovery
also at very short and very long times can be found in [21].

The recovery rate is given by

d (ΔVt)
dt

=
d (−αlog(t))

dt
=

−α
t

.

When plotting the recovery rate on a log–log plot as shown in Fig. 1.9, a straight
line with a slope close to −1 is obtained. The 1/t dependence has been reported
in the literature for exchange between channel charge carriers and preexisting
oxide traps [25, 26] invoking elastic or inelastic tunneling as reported in [27]. An
alternative explanation for the 1/t dependence has been given in [28] attributing it to
relaxation of the dielectric polarization. Independent of the physical origin of the 1/t
dependence, the experimental data imply that recovery effects occur already at very
short recovery times and extend over many orders of magnitude in time. Therefore,
to accurately quantify these instabilities, fast measurement techniques are essential.
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A first attempt to capture the magnitude of the transient charge trapping effect in
NMOS devices comprising a high-k gate dielectric was made by using an inverter
circuit with a resistive load, as illustrated in Fig. 1.10a [19]. In this setup, the gate
was biased with a commercial pulse generator unit (PGU) using rise and fall times,
tr and tf, respectively, in the range of 100 μs, and the drain was connected to a
power supply through a resistor (RL). A bias is applied in the linear regime (e.g.
V = 100 mV). With a digital storage oscilloscope, the gate and drain voltages are
recorded, and from these traces the Id–Vg characteristics are then constructed. The
drain current in the linear regime is given by

ID =
100mV

VD
·
(

100mV −VD

RL

)
,
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where VD is the measured drain voltage and RL is the load resistance of the inverter
circuit. The power supply voltage is connected to the load resistor and is set to
100 mV. In this circuit configuration when the transistor is turned on, current flows
from the power supply to ground and the voltage at the drain node drops. The first
term in the equation accounts for the potential drop at the drain node. In order to
obtain a measurable voltage drop across the load resistor, the resistance value has
to be comparable to the channel resistance of the MOSFET. To properly capture
the Id–Vg characteristic during the rise and fall portions of the pulse, the RC delay
of the inverter circuit, τ , which is given by the load resistance and the parasitic
capacitance, including the device under test (DUT), has to be much shorter than the
rise and fall time,

τ = RL ·Cpar � tr and t f .

To overcome the RC delay limitation, the linear load in Fig. 1.10a was replaced
with an active amplifier circuit as shown in Fig. 1.10b [29], enabling pulsed Id–Vg
measurements with significantly shorter rise and fall times (transition times in the
μs range).

A second modification to the setup was made as shown in Fig. 1.10c. In this
setup, the pulse generator is connected to the gate using a “pick-off tee” connector
for forwarding the gate signal to the storage oscilloscope. On the drain side, a “bias
tee” is used for the DC connection to the power supply unit via an inductor and to
the digital storage oscilloscope via a capacitor. The drain current was determined by
the voltage drop across the 50 Ω input resistance of the digital oscilloscope. With
the use of the “bias tee,” as shown in Fig. 1.10c, pulse width of less than 100 ns can
be implemented. The setup, however, only supports a pulsed measurement mode
[30]. To maximize the system bandwidth, it is also recommended to use specific
transistor designs which allow the use of ground-signal-ground probes.

Since all three setups illustrated in Fig. 1.10 employ digital storage oscilloscopes
to measure the drain current, the accuracy of these setups is limited by the resolution
of the analog-to-digital converter (ADC) and the operation mode of the oscilloscope.
As oscilloscopes are optimized for high-frequency measurements, thus typically
8-bit ADCs providing 256 digitized levels over the dynamic range are employed.
A higher resolution can be obtained when the signal is averaged using the “high-
resolution” setting.

A further challenge in the use of these setups arises from the handling of the large
amounts of data accumulated by the digital storage oscilloscope via general purpose
interface bus (GPIB) communications.

In summary, the results obtained by these pulsed characterization methods
highlighted the need for time-resolved measurement techniques, triggering a strong
effort toward the development of improved commercial tools. With these improved
tools, threshold voltage instability measurements with reduced delay times (in the
ms to sub-μs range) are possible today.
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1.2 Stress-and-Sense Characterization

One of the most frequently used characterization methods to study BTI in MOS
devices is the stress-and-sense technique or measure-stress-measure technique. This
technique can be applied to MOSFET and MOSCAP structures, utilizing drain
current or capacitance measurements, respectively.

A generic flowchart of the stress-and-sense characterization method is shown
in Fig. 1.11. Prior to applying the stress, a pre-stress, reference characteristics
(Id–Vg or Cg–Vg) is measured. Additional pre-stress characterization may be
useful, such as Ig–Vg, Id–Vd characterization, extended C–V characterization, or
characterization with charge-pumping (CP) methods and DC-IV measurements.

After the pre-stress characterization is completed, the DUT is subjected to the
stress for a specified period of time. The time period of the stress interval can either
be determined using a linear or a logarithmic time base. Since many decades in time
have to be covered with these characterization procedures a logarithmic time base
is more convenient and thus frequently employed. During the stress period, various
stress-related parameters may be monitored such as gate, drain, source, or substrate
currents to collect additional useful information for the development of degradation
models.

When the stress cycle is finished, the intermittent characterization is triggered
which can consist of Id–Vg, Ig–Vg, Id–Vd, HF C–V, CP, DC-IV, or any other
characterization technique including spot measurements of the various methods.
After completion of the intermittent characterization, either another stress cycle is
initiated or the final post-stress characterization is triggered.

Pre-stress
characterization

Stress

Intermittent 
characterization

Post-stress
characterization

Fig. 1.11 Flowchart of a
stress-and-sense
characterization procedure
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The post-stress characterization methods are typically identical to the pre-stress
characterization methods. By comparing the post-stress characteristic with the pre-
stress characteristic, important device degradation aspects, such as transconductance
degradation, subthreshold degradation, and degradation of other device characteris-
tics, can be determined.

1.2.1 Full Intermittent Id–Vg Characterization

The BTI characterization procedure including full intermittent characterization like
Id–Vg or Id–Vd has been the primary choice for a long time since all relevant
transistor degradation characteristics like VT-degradation in the linear regime, VT-
degradation in the saturation regime, transconductance degradation, subthreshold
degradation, off-state leakage degradation, saturation drain current degradation, and
others can be evaluated. When full characterization is performed, not only the pre-
and post-stress characterization sequence may be identical, but also the intermittent
characterization may consist of the same test sequence. An Id–Vg sweep is an
example of a full characterization sequence. The data analysis may be performed
during stress or post-stress providing access to the various degradation parameters.

Since full characterization cycles are time consuming and may take several
minutes, the interest in applying this method has diminished for scaled conventional
poly-Si/SiON PMOS devices and MG/HK N- and PMOS devices because of the
recovery effects. With full characterization, the magnitude of the degradation is
typically underestimated, and it leads to a steeper time evolution. However, to obtain
a generic understanding of various degradation features for new devices or materials
used in gate stack processing, the full intermittent Id–Vg characterization procedure
remains a very relevant characterization methodology.

1.2.2 Spot-Id Sense Measurement

To minimize BTI recovery, it is of great interest to reduce the measurement delay
and measurement time during the intermittent characterization step. This can be
achieved by performing just a single drain current measurement at a reference gate
voltage instead of a full Id–Vg characterization, as introduced in [30]. A schematic
flowchart of a spot-Id sense measurement procedure is illustrated in Fig. 1.12.
Prior to the BTI stress, a pre-stress Id–Vg sweep is performed with the device
biased either in the linear regime (|Vd|< 100 mV) or in the saturation regime
(|Vd|=VDD). This Id–Vg characteristic serves as reference characteristic for the
determination of the threshold voltage shift (ΔVT). Then the DUT is subjected to
BTI stress for a specified period of time. If the characteristic at high Vds (saturation)
is used for ΔVT extraction, then the drain bias has to be removed during the stress to
avoid hot carrier degradation. If a characteristic with low Vds is used to determine
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ΔVT, then the low drain bias may or may not be applied during the stress. Using
characterization in the saturation regime requires synchronization of the switching
events and needs special attention.

After each stress cycle, the intermittent drain current measurement is performed
using the specified sense voltage and delay time. With state-of-the-art commercial
instruments, sense delays in the millisecond range can be achieved quite easily, and
sub-μs delays are feasible nowadays with the most advanced instrumentation. After
the sense cycle is completed, either the stress is continued or completed, which then
triggers a post-stress characterization step.

The threshold voltage shift during the spot-Id sense measurement can be
extracted in several ways. When the subthreshold characteristic is used to determine
ΔVT, then the first step is to determine the range where the logarithm of the drain
current can be described by a linear expression as illustrated in Fig. 1.13. After the
range is determined, the subthreshold slope at time zero (SS(0)) is calculated using
the following relation:

SS(0) =
1

dlog10(Id)
dVg

[V/dec] .
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The upper end of the subthreshold swing is the maximum gate bias which can
be used for the sense measurement in this extraction procedure and needs to be
considered when setting up the stress test. The intermittent drain currents can now
simply be translated into voltage shifts following

ΔVT = log10

(
Id(0)

Id (tstress)

)
·SS(0),

where Id(0) is the pre-stress drain current at the sense condition, SS(0) the
subthreshold swing at time zero, and Id(tstress) the intermittent drain current during
the stress. It is recommended to verify whether the subthreshold characteristic has
degraded during the BTI stress by comparing pre- and post-stress characteristics.

The second method to extract the threshold voltage shift, discussed hereafter,
utilizes the transfer characteristic around the device threshold as shown in Fig. 1.14
and described in [14, 31]. The drain current during the spot sense measurement is
taken at a specified sense voltage, Vg sense, near the device threshold (VT) and is
converted into a voltage shift using

ΔVT =
ΔId

gm
,

where Δ Id is the drain current degradation and gm the transconductance. In short,
the pre-stress device characteristic measured prior to the BTI stress is used as the
reference characteristic. Then the local transconductance ΔV/Δ I of the pre-stress
characteristic in the vicinity of the measured sense current,

Id(i− 1)< Id spot(t)< Id(i),

is determined to extract the pre-stress gate voltage at the same current level by
interpolation. Finally, the threshold voltage shift is calculated as

ΔVT = ΔVT1 +ΔVT2,
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where

ΔVT1 =Vg sense −Vg(i)

and

ΔVT2 =
(
Id(i)− Id spot(t)

) · Vg(i)−Vg(i− 1)
Id(i)− Id(i− 1)

.

To minimize interpolation errors, a small voltage step needs to be chosen for the
pre-stress Id–Vg characterization (Vg(i)–Vg(i−1)≤±20 mV). Furthermore, if the
current is measured in the subthreshold regime, a log-linear interpolation procedure
should be applied.

Theoretically, both extraction procedures should yield the same result if sub-
threshold and transconductance degradation are negligible and the observed recov-
ery effects are insensitive to the gate bias during the spot measurement. These
conditions are reasonably well satisfied for the PBTI stress but not necessarily
for the NBTI stress where transconductance degradation is typically reported.
Therefore, it is recommended to assess the impact of the extraction procedure
by comparing the pre-stress and post-stress characterization. This is sufficient
since it has been shown that the magnitude of the instability is sensitive to the
measurement delay but the correlation between the different degradation parameters
is independent of the delay [32].

From a testing viewpoint, it should be mentioned that it is of interest to measure
at large current levels since there is an intrinsic correlation between measurement
current, measurement accuracy, and measurement time. A higher current can be
measured with the same accuracy in shorter times. This is particularly important
when measuring currents towards the μs time domain. Within limits, a higher drain
current can either be achieved by increasing the gate sense voltage, the drain bias
during the sense measurement, or by increasing the width of the DUT.

In summary, the spot-Id measurement procedure is a very popular choice for
the characterization of NBTI and PBTI in MOSFETs using sense delays around
∼1 ms since they can be achieved rather easily with commercial measurement
instrumentation. Further efforts are being made to push the spot-Id measurement
towards the sub-μs time domain, but since these fast sense measurements require
tool upgrades, adaptation of these procedures by the semiconductor industry may
be delayed.

1.2.3 Spot-CV Sense Measurement

An attractive alternative to reduce measurement delay for BTI measurements on
capacitor structures is the use of spot-CV sense measurement analogues to the spot-
Id measurement for the transistors. The spot-CV sense characterization procedure
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shown in Fig. 1.15 follows essentially the same sequence as the spot-Id technique
[33]. First, a pre-stress CV characteristic is measured using a commercially available
high-frequency LCR meter which serves as a reference in the determination of the
BTI-induced voltage shift. Next, the DUT is subjected to the stress for a specified
period of time. Since the measurement delay has become a critical issue in the
BTI characterization, it may be necessary to stress and sense the device using the
same instrument to avoid additional delays caused by switching between different
instruments. After the stress cycle is completed, the gate bias is reduced to the sense
condition, and a spot capacitance measurement is performed with minimum delay. It
is recommended to choose a sense voltage such that ΔC/ΔV is maximized for highest
sensitivity. State-of-the-art LCR meters can yield accurate capacitance readings in
the pF range within ∼20 ms which is reasonably close to the spot-Id measurement.
After the sense cycle is completed, either another stress cycle is initiated or the
post-stress CV characterization is triggered. Comparison of the pre- and post-stress
CV characteristic provides necessary information on bulk trapping versus interface-
state degradation. The latter typically leads to CV stretch-out and an increase in the
conductance signal. It is important to assess the impact of the BTI degradation on
the CV characteristic when choosing the spot-CV sense voltage.

It should also be noted that the CV method for BTI characterization has the
same limitations as for the standard capacitor measurements which may limit
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Fig. 1.17 Schematic
illustration of the extended Id
sense measurement proposed
in [21] to monitor recovery
after each stress cycle

its applicability for aggressively scaled gate stack materials. However, for early
material screening, this technique can provide valuable insights regarding the
stability of MOS structures.

The extraction of the voltage shift is outlined in Fig. 1.15. The pre-stress CV
characteristic is used as reference, and the local CV swing (ΔC/ΔV) in the vicinity
of the measured sense capacitance,

C(i− 1)<Csense(t)<C(i),

is approximated by a linear relation. Then the voltage shift can be calculated using

ΔV = ΔV1 +ΔV2,

where

ΔV1 =Vg sense −Vg(i)

and

ΔV2 = (C(i)−Csense(t)) · Vg(i)−Vg(i− 1)
C(i)−C(i− 1)

.

To minimize interpolation-related errors, small voltage steps need to be chosen
for the pre-stress CV characterization (Vg(i)–Vg(i−1)≤±20 mV).

1.2.4 Extended Id Sense Measurement

To gain additional insights into the BTI process, an extended Id sense measurement
methodology was proposed [21]. This method is particularly suited to study the
BTI recovery effects. A schematic illustration of the test sequence of the extended
Id sense measurement procedure is shown in Fig. 1.17. The procedure is basically
identical to the spot-Id measurement except that the drain current during the sense
cycle is measured as a function of time to enable BTI recovery modeling. After
the bias is changed from stress to sense, the drain current is typically monitored on
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a logarithmic time basis ranging from sub-ms to a few seconds, providing several
readouts per decade in time (e.g., 10–20 data points per decade). Again, the current
readings are converted to voltage shifts following the same procedure as for the
spot-Id measurement. Typical extended recovery traces using Id-spot measurements
for NBTI and PBTI in MG/HK CMOS devices are shown in Fig. 1.18. Such data are
frequently used to derive recoverable and permanent degradation components [21].

1.2.5 Ultrafast Sense Measurement

Since it is important to understand the instantaneous BTI degradation during the on-
state of the device, we discuss two ultrafast characterization techniques, enabling μs
BTI measurements. The experimental circuits are shown in Fig. 1.19.

The first technique was proposed in [20] and utilizes an operational amplifier
circuit forcing a constant current threshold condition. During the stress, the feedback
loop is opened, and the stress source is directly connected to the gate. On the drain
side the bias can be removed during the stress or can be retained if the bias is small.
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When the stress is removed and the feedback loop is closed, the gate of the DUT
is forced by the output of the amplifier. The amplifier sets the output to keep the
inverting input at virtual ground forcing the DUT to maintain the threshold current.
The value of the threshold current, ITh, is set by the bias voltage, Vbias, and the
resistor, R, following

ITh =
Vbias

R
.

Therefore, the output voltage of the amplifier is equal to the threshold voltage of
the devices and can be recorded directly by an ADC using a linear or logarithmic
time base. The voltage resolution is determined by the accuracy of the ADC. When
the parasitic capacitance is minimized, ultrafast VT measurements down to a few
μs are possible. No special requirements for either the source units or the switching
devices are mentioned in [20].

The second technique proposed in [14] is based on peripheral component
interconnect (PCI) card characterization methodology where a digital-to-analog
converter (DAC) is used as voltage source and an ADC as meter in combination
with a linear current voltage converter (IVC). In this setup, the DUT is directly
biased by the DAC through the linear IVC. DAC calls of ∼2 μs and ADC calls
∼20 μs and single sense measurements within <30 μs have been demonstrated. The
resistance values R1, R2, and R3 set the amplification of the IVC converter and have
values in the range of 100 Ω to 100 kΩ to enable maximum accuracy for different
drain currents for transistors with varying geometries. The voltage resolution of the
DAC and the ADC typically ranges from 12 to 16 bit. Since DAC and ADC are
accessed through software calls, arbitrary waveforms can be programmed rather
easily, enabling DC and various AC characterization tests up to a frequency of
∼20 kHz.

Note that fast switching of large signals can introduce ringing in both setups
which needs to be avoided. Filter elements may be required to eliminate undesired
high-frequency components.

1.3 “On-the-Fly” Characterization Method

The “on-the-fly” (OTF) characterization method was introduced in [34, 35] to study
BTI degradation directly at the stress condition without interrupting the stress. In
principle, the total, maximum BTI shift can be obtained as recovery is eliminated. In
this methodology, the BTI degradation is estimated using the local transconductance
at the stress condition using

gm = ΔId
/

ΔVg .

To obtain the local transconductance, the gate bias is modulated in small steps
during the stress, and the drain current is recorded as shown in Fig. 1.20. In case
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Fig. 1.20 Schematic voltage
time traces of the “on-the-fly”
characterization method
proposed in [35]. The gate
voltage is modulated to
determine the
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Fig. 1.21 Schematic diagram
of the ultrafast on-the-fly
characterization setup
proposed in [23]. The drain
current at stress is first
monitored using the current
voltage converter (IVC) and a
digital oscilloscope. At longer
times, the system is switched
to a conventional source
measurement unit (SMU)

there is no transconductance degradation during the stress condition, as typically
observed for PBTI, the threshold voltage shift can be directly calculated using the
relation ΔVT = ΔId

/
gm . If, however, transconductance degradation is observed

during the stress, the transformation of the measured current degradation into
a voltage shift becomes more difficult and a gm degradation term needs to be
included [36].

Accurate time-zero drain current determination is an issue with the OTF char-
acterization technique [37]. To overcome this, an ultrafast version was proposed in
[23] and is shown in Fig. 1.21. A pulse generator unit is used to drive the gate,
and on the drain side a switch connects first a DC power supply (DCPS) during
the initial part of the stress and then uses a conventional source measurement unit
(SMU). This method enables first current readings within a few μs. The initial part
of the trace up to, e.g., 100 ms is captured with the digital storage oscilloscope, and
the drain current is determined by the oscilloscope reading (Vosc) divided by the
amplifier gain. The second part of the trace is recorded using the SMU in trigger
mode.

The sensitivity of the OTF characterization method is determined by the transfer
characteristic of the DUT given by ΔV = ΔId

/
gm(Vg) . Since the maximum

transconductance is typically obtained right above the device threshold, correspond-
ing to the peak sensitivity for voltage shifts extractions, voltage shift extractions at
higher gate biases will be less sensitive. The example given in Fig. 1.22 illustrates
that the peak transconductance of 200 μA/V around 0.5 V gate bias drops by a
factor of ∼10 at 1.5 V and much less at 2.0 V stress conditions. This drop in
transconductance with increasing gate bias must be taken into consideration when
designing OTF BTI stress experiments.
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Fig. 1.22 Transconductance
(gm) versus gate voltage of a
NMOS device biased in the
linear regime. The peak in gm
occurs above device threshold
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where the on-the-fly
characterization is typically
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1.4 AC Characterization Method

The observation of recovery effects during stress-and-sense BTI characterization
experiments initiated a discussion on its impact on digital circuit operation up to
GHz frequencies [38–40]. For AC operation, stress and relaxation occur sequentially
at the applied frequency, and recovery may provide relief in BTI degradation in
circuits.

Many of the challenges noted for discrete device characterization such as time-
zero characterization, recovery effects, and competing degradation mechanisms like
hot carrier injection occurring during switching events also apply to CMOS circuits
[41]. Customized circuits are often used to study BTI-induced degradation at CMOS
relevant operation frequencies [40, 42] using either DC or AC stress mode.

The stress modes can be summarized in three different categories [41] spanning
static to dynamic operation as shown in Fig. 1.23. The first operation mode is the
DC equivalent stress mode which may occur in some circuits with low utilization,
e.g., latches or possibly some parts of the SRAM circuit. For the second mode, AC
switching is only applied to the gate. This mode can occur in CMOS logic where
the gate terminal is altered between VDD and ground while the drain terminal is
not. The third mode of operation is an inverter type stress where the gate is altered
between stress and ground and the drain node altered between ground and stress
simultaneously. The on-state represents the BTI stress mode, and the high drain
terminal during the off-state likely enhances BTI recovery effects.

These operation modes can either be realized using customized circuits on-chip
or by using off-chip pulse generator units enabling synchronized switching events.
In general, higher frequency testing can be achieved with the on-chip circuits due to
reduced parasitic capacitance. For accurate modeling of circuit BTI, large frequency
and duty cycle domains need to be explored.
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Fig. 1.23 Schematic
illustration of the stress and
relaxation cycle of transistors
in circuits during a DC (left),
AC (middle), and inverter
type stress (right) (after [41])

1.5 Voltage Ramp Stress Characterization

Since the introduction of MG/HK into CMOS process technology, fast reliability
screening during process development and reliability monitoring during manufac-
turing have gained importance as the use of several new materials has resulted in
greater process complexity. The voltage ramp stress (VRS) characterization method,
originally used for monitoring dielectric breakdown [43, 44], has been adapted
to study BTI and has shown excellent quantitative agreement with conventional
constant voltage stress (CVS) procedure [45, 46].

The flowchart for VRS characterization is given in Fig. 1.24. Similar to CVS
tests, first, a pre-characterization is performed using either Id–Vg characteristics for
transistors or CV characteristics for capacitors. Then, the device is subjected to a
stress cycle for a specified stress period (tstress). After the stress is completed, an
intermittent characterization step is triggered. Either spot-Id or spot-CV can be used
depending on the device structure. As in the CVS method, minimizing measurement
delays is of great interest for the VRS test especially when correlating the results to
the CVS test. After the intermittent characterization is completed, the next stress
cycle is applied with increased stress bias given by

Vstress =Vstart + i ·Vstep,

where Vstart is the start voltage, Vstep the step voltage ,and i the cycle index. The step
voltage and stress period (tstress) determine the ramp rate (RR):

RR =
Vstep

tstress
.

After the maximum stress voltage is reached and the final intermittent characteri-
zation is completed, the values of the intermittent spot-Id or spot-CV measurements
are converted into voltage shifts by one of the methods described earlier. It is
typically observed that the voltage dependence of the VRS tests is well described
by a power law.
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Fig. 1.25 Typical voltage time trace of a VRS BTI characterization procedure with spot-Id sense
measurement. The pre-stress Id–Vg characteristic is used to extract the VRS-induced voltage shift

A schematic of the voltage time trace during VRS test for transistor structures
employing the spot-Id method is shown in Fig. 1.25. Analogous to the spot-Id
measurement in the CVS method, first, a pre-stress characterization is performed
biasing the device in the linear regime. Then, a sequence of stress and intermittent
characterization cycles is carried out with sequentially increasing stress bias. Note
that when the device is biased in the linear regime, a small drain bias can be applied
throughout the entire VRS test without compromising the results. After completing
the VRS test, the drain current readings are converted into voltage shifts using
procedures outlined in section 1.2.2. Under the assumption that a power-law voltage
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Fig. 1.26 (a) Typical VRS BTI traces measured at ramp rates of 10, 1, 0.1, 0.01, and 0.001 V/s.
For each ramp rate, two devices are shown. Independent of the ramp rate, identical power-law
exponents (m+ n) are measured with this method yielding a value of 5.5. Characterization was
done at 125 ◦C with a sense delay of ∼1 ms [45]. (b) A VRS PBTI trace measured on a gate stack
during early MG/HK development; the complex trace can be separated into a prompt shift and two
power-law components of opposite polarity [46]. With improved processing, the atypical positive
charge trapping component could be eliminated from the gate stack

dependence and a power-law time dependence with acceleration factors, m and n,
respectively, describe the CVS BTI characteristics, the voltage shift during the VRS
test can be described by

ΔVT (RRVRS,VVRS) =
A

(
m+n

n

)n
VVRS

m+n

RRVRS
n ,

where VVRS is the gate voltage during the VRS test, RR is the ramp rate, and
A/((m+ n)/n)n is the pre-factor in the power-law expression [45]. This equation
can be rewritten as

log10 (ΔVT (RRVRS,VVRS)) = log10

(
A
/(

m+n
n

)n )

+(m+ n) · log10 (VVRS)− n · log10 (RRVRS) ,

and the parameters (m + n) and A/((m+ n)/n)n can be determined by linear
regression to the data in a log–log plot.

In Fig. 1.26a, typical VRS data for five different ramp rates for a MG/HK gate
stack are compared. The data was measured at 125 ◦C with a sense delay of 1 ms.
As can be seen, the threshold voltage shift exhibits a power-law behavior, showing
that the power exponent, m+ n, is well defined. Since n<<m, the slope of the
VRS data in a log–log plot directly measures the voltage acceleration. Since fast
ramps of 1 V/s can be easily realized, the method provides voltage acceleration
parameters in extremely short times and with high accuracy on a single device.
With CVS stress, substantially longer test times and the characterization of multiple
devices are typically used to obtain the voltage acceleration.
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The data in Fig. 1.26b shows that a power-law model provides an accurate
description for projection to operation voltage. At large stress voltages, a saturation
behavior is observed. It is interesting to note that the saturation is not related to the
absolute voltage shift and is therefore not caused by a limited precursor site density.

Finally, it is also of interest to notice that the VRS method can provide insights
into multiple degradation phenomena, like concurrent electron and hole trapping
within the same gate stack. In the example shown in Fig. 1.26b, a VRS trace,
measured on a gate stack during early development, reveals multiple degradation
phenomena, which disappeared later in an optimized gate stack process. In this
specific case, the total degradation could be modeled as the sum of three different
components: a constant prompt shift of ∼4 mV, which is already present by the
time the first data point is measured, plus a power-law component due to positive
charge trapping plus a power-law component due to electron trapping as typically
observed for PBTI. With CVS, the presence of multiple component or physical
processes is not easy to detect, and one may come to erroneous conclusions on the
stack stability, if an unfortunate gate voltage is selected, where negative and positive
charge trapping compensate each other in the measured time window.

1.6 Summary

In this chapter, a short overview on the experimental methods which were developed
over the years to characterize the BTI phenomena in poly-Si/SiON and MG/HK
devices was presented. The development of increasingly advanced experimental
methods is largely driven by the need to develop accurate model for the predictions
of the device lifetime during circuit operation with respect to the BTI instability.
To accomplish this goal, a detailed physical understanding of the phenomena is
important.

From a physics perspective the BTI phenomena are quite complex. A dominant
contribution to the BTI instability is known to arise from trapping/detrapping
of electrons (PBTI) and holes (NBTI) into/from preexisting defects in the gate
dielectric. These processes exhibit a wide range of trapping and detrapping time
constants and thus require time-resolved measurement methods for an accurate
characterization of NBTI in conventional poly-Si/SiON and of NBTI as well as of
PBTI in MG/HK devices. Other important contributors to the BTI instability are the
generation of new defects, such as interface-states, which need to be comprehended
in the modeling.

The successful introduction of fast characterization procedures employing pulse
generator units and digital storage oscilloscopes in a research environment has led to
the improvement of commercial measurement tools resulting in a significant reduc-
tion in measurement delays. State-of-the-art instruments are capable to provide BTI
readouts with only millisecond delay, and it is expected that further improvements
will be made to facilitate μs or sub-μs BTI characterization.
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In addition to summarizing the developments in BTI characterization methods,
the advantages and possible pitfalls of various test methods, such as stress-and-sense
and OTF methods, were discussed.

Looking at recent developments, in addition to the DC stress and recovery
testing, AC characterization will become increasingly important in order to gain
better insight into the correlation between the degradation of discrete devices and
CMOS circuit aging.

Finally, the VRS method was introduced as a fast reliability screening procedure
for the development of novel, highly scaled MG/HK gate stacks for use in advanced
CMOS devices and circuits.

References

1. E. H. SNOW, A. S. GROVE, B. E. DEAL, AND C. T. SAH, “Ion Transport Phenomena in
Insulating Films”, JOURNAL OF APPLIED PHYSICS, Vol. 36, No. 5, pp-1664-1673, 1965.

2. M. Kuhn and D. J. Silversmith, “Ionic Contamination and Transport of Mobile Ions in MOS
Structures” J. Electrochem. Soc., Volume 118, Issue 6, Pages 966–970, 1971.

3. P. Balk, “Effects of Hydrogen Annealing on Silicon Surfaces”, Electrochemical Society
Extended Abstracts of Electronics Division, 14, No. 1, Abst. 109, 237–240 (May, 1965)

4. A. S. Grove, B. E. Deal, E. H. Snow and C. T. Sah, “Investigation of Thermally Oxidised
Silicon Surface using Metal-Oxide-Semiconductor Structures”, Solid-State Electronics, Vol. 8,
pp. 145–163, 1965.

5. Yoshio Miura and Yasuo Matukura, “Investigation of Silicon-Silicon Dioxide Interface Using
MOS Structure”, Japan. J. Appl. Phys., Vol. 5, pp. 180, 1966.

6. Anand T. Krishnan, Vijay Reddy, Srinivasan Chakravarthi, John Rodriguez, Soji John, Srikanth
Krishnan, “NBTI Impact on Transistor & Circuit: Models, Mechanisms & Scaling Effects”, in
IEDM Tech. Digest, pp. 349–352, 2003.

7. K. Mistry, C. Allen, C. Auth, B. Beattie, D. Bergstrom, M. Bost, M. Brazier, M. Buehler, A.
Cappellani, R. Chau, C.-H. Choi, G. Ding, K. Fischer, T. Ghani, R. Grover, W. Han, D. Hanken,
M. Hattendorf, J. He, J. Hicks, R. Huessner, D. Ingerly, P. Jain, R. James, L. Jong, S. Joshi,
C. Kenyon, K. Kuhn, K. Lee, H. Liu, J. Maiz, B. McIntyre, P. Moon, J. Neirynck, S. Pae,
C. Parker, D. Parsons, C. Prasad, L. Pipes, M. Prince, P. Ranade, T. Reynolds, J. Sandford,
L. Shifren, J. Sebastian, J. Seiple, D. Simon, S. Sivakumar, P. Smith, C. Thomas, T. Troeger,
P. Vandervoorn, S. Williams, K. Zawadzki, “A 45nm Logic Technology with High-k+Metal
Gate Transistors, Strained Silicon, 9 Cu Interconnect Layers, 193nm Dry Patterning, and 100%
Pb-free Packaging,” in IEDM Tech. Dig., pg. 247–250, 2007.

8. M. Chudzik, B. Doris, R. Mo, J. Sleight, E. Cartier, C. Dewan, D. Park, H. Bu, W. Natzle, W.
Yan, C. Ouyang, K. Henson, D. Boyd, S. Callegari, R. Carter, D. Casarotto, M. Gribelyuk, M.
Hargrove, W. He, Y. Kim, B. Linder, N. Moumen, V. K. Paruchuri, J. Stathis, M. Steen, A.
Vayshenker, X. Wang, S. Zafar, T. Ando, R. Iijima, M. Takayanagi, V. Narayanan, R. Wise, Y.
Zhang, R. Divakaruni, M. Khare, and T. C. Chen, “High-performance high-k/metal gates for
45 nm CMOS and beyond with gate-first processing,” in Symp. VLSI Technol., pp. 194–195,
2007.

9. R. G. Southwick III, A. Sup, A. Jain, and W. B. Knowlton, “An Interactive Simulation Tool
For Complex Multilayer Dielectric Devices,” IEEE Transactions on Device and Materials
Reliability, vol. 11, pp. 236–243, 2011.

10. Dieter K. Schroder and Jeff A. Babcock, “Negative bias temperature instability: Road to
cross in deep submicron silicon semiconductor manufacturing”, J. Appl. Phys. Vol. 94, No.1,
pp. 1–18, 2003.



1 Bias Temperature Instability Characterization Methods 29

11. A. Kerber, E. Cartier, L. Pantisano, R. Degraeve, T. Kauerauf, Y. Kim, A. Hou, G. Groeseneken,
H.E. Maes, and U. Schwalke, “Origin of the threshold voltage instability in SiO2/HfO2 dual
layer gate dielectrics”, IEEE Electron Device Letters, Vol. 24, No. 2, pp. 87–89, 2003.

12. N. Kimizuka, K. Yamaguchi, K. Imai, T. Iizuka, C.T. Liu, R.C. Keller and T. Horiuchi “NBTI
enhancement by nitrogen incorporation into ultrathin gate oxide for 0.10 μm gate CMOS
generation” VLSI, pg. 92–93. 2000.

13. S. Pae, M. Agostinelli, M. Brazier, R. Chau, G. Dewey, T. Ghani, M. Hattendorf, J. Hicks,
J. Kavalieros, K. Kuhn, M. Kuhn, J. Maiz, M. Metz, K. Mistry, C. Prasad, S. Ramey, A.
Roskowski, J. Sandford, C. Thomas, J. Thomas, C. Wiegand, and J. Wiedemer, “BTI Reliability
of 45 nm High-k+Metal-Gate Process Technology”, IRPS, pg 352–357, 2008.

14. Andreas Kerber, Kingsuk Maitra, Amlan Majumdar, Mike Hargrove, Rick J. Carter, and
Eduard Albert Cartier, “Characterization of Fast Relaxation During BTI Stress in Conventional
and Advanced CMOS Devices with HfO2/TiN Gate Stacks”, IEEE Transaction on Electron
Devices, Vol. 55, No. 11, pp. 3175, 2008.

15. Sufi Zafar, Byoung H. Lee, and James Stathis, “Evaluation of NBTI in HfO2 Gate-Dielectric
Stacks With Tungsten Gates”, IEEE Electron Device Letters, Vol. 25, No. 3, pp. 153–155,
2004.

16. Andreas Kerber, Siddarth A. Krishnan, Eduard Albert Cartier, “Voltage Ramp Stress for Bias
Temperature Instability testing of Metal-Gate/High-k Stacks”, IEEE Electron Device Letters,
vol. 30, Issue 12, pp. 1347–1349, 2009.

17. G. Chen, M. F. Li, C. H. Ang, J. Z. Zheng, and D. L. Kwong, “Dynamic NBTI of p-MOS
Transistors and Its Impact on MOSFET Scaling” IEEE Electron Device Letters, Vol. 23, No.
12, pp. 734–736, 2002.

18. S. Rangan, N. Mielke, and E. C. C. Yeh, “Universal recovery behavior of negative bias
temperature instability,” in IEDM Tech. Dig., 2003, pp. 341–344.

19. A. Kerber, E. Cartier, L. Pantisano, M. Rosmeulen, R. Degraeve, T. Kauerauf, G. Groeseneken,
H.E. Maes, U. Schwalke, “Characterization of the VT-instability in SiO2 / HfO2 gate
dielectrics”, in Proc. IRPS, pp. 41–45, 2003.
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Chapter 2
Application of On-Chip Device Heating
for BTI Investigations

Thomas Aichinger, Gregor Pobegen, and Michael Nelhiebel

Abstract This chapter introduces a new experimental approach allowing to switch
the temperature of a device in a very fast and defined way. The new hardware tool,
which we will herein refer to as polycrystalline silicon heater or simply poly-heater,
allows overcoming previously strict experimental limitations regarding the speed of
temperature variation and the accessibility of temperature range. Having broadened
one’s mind to the possibility of switching the temperature very fast at arbitrary
points in time, the poly-heater technique opens up unprecedented experimental
capabilities for bias temperature instability (BTI) characterization. For instance, one
can achieve decoupling of stress and characterization temperature by making use of
degradation quenching. Such or similar experiments can probe our understanding of
the BTI physics in a novel manner.

2.1 In Situ Device Heating and Cooling Using On-Chip
Poly(-crystalline Silicon) Heaters

In this paragraph we are going to address the calibration procedure of the poly-
heater tool, investigate its capabilities, and demonstrate dedicated experimental
setups which become feasible once having a well-calibrated and stable temperature
switching tool at hand.

Having embedded the poly-heater in the measurement software environment,
the technique allows to run stress-recovery experiments with variable temperature.
From these experiments new fundamental features of Negative bias temperature
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instability (NBTI) arise, helping to clarify conflicting issues in literature and
allowing to draw new conclusions which lead to a more consistent microscopic
picture of the degradation and the recovery mechanism.

2.1.1 Hardware Assembly and Poly-heater Design

Polycrystalline silicon resistors surrounding an active device can be used to perform
fast in situ heating on a single device on wafer level which is commonly applied
in time-critical Fast wafer level reliability (fWLR) monitoring [1–5]. The main
advantage of the poly-heater is that it provides an elevated stress temperature
without the use and the limitations associated with a conventional heating system
like a thermo chuck. Although this alone is already a valuable feature, it does not
even begin to explore the multitude of possibilities one finds in a more scientific
use of the tool. By correct calibration and automation of the poly-heater–device
system, the temperature becomes a quasi arbitrary experimental parameter which
can be switched easily by more than ±200K within a couple of seconds. For such an
application conventional thermo chuck systems are unsuitable because they are slow
and their heating/cooling durations depend strongly on the difference to the target
temperature. Also, when attempting to keep the junction biases applied during the
temperature switch, it is a mandatory requirement not to lose probe needle contact.
Since heating and cooling of a wafer on a thermo chuck involves considerable
thermal expansion of wafer, needles, and pads, this request cannot be fulfilled over
a wide temperature range without continuous manual readjustments. As opposed to
heating the whole wafer on the thermo chuck, in situ heating by poly-heater wires is
very local. Hence, there is no thermal expansion of needles and pads, which saves
us from losing mechanical contact during the temperature switch.

Once calibrated and implemented in the software, the poly-heater feature opens
up unprecedented possibilities for device characterization and reliability testing. Its
application potential is thereby way beyond the scope of NBTI characterization. The
concept of in situ heating by poly-heater wires has been taken up also for instance
for thermo cycling [6] or for performing on chip high temperature annealing of
irradiated p-channel metal oxide semiconductor (PMOS) dosimeters [7].

A common challenge of in situ heating can be found in the fact that the
device which we want to heat is in most cases a distance away from the actual
heating source. Consequently, the poly-heater wires are always hotter than the tested
structure itself, which results in a temperature gradient between heater, device, and
ambient. In our following experiments, the ambient temperature is always controlled
by the programmable temperature of a conventional thermo chuck. From a design
point of view, the distance between the poly-heater wires and the active areas of
the device must be large enough and well isolated to prevent leakage current flow
between the individual components. However, a larger distance between heater and
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a b

Fig. 2.1 (a) A schematic illustration of a poly-heater–device system placed on a thermo chuck.
Electrically isolated poly-heater wires surround the silicon device. When a voltage is applied to
the wires, a current flows and the dissociated heat elevates the temperature within the subjacent
electrically active device regions. A schematic cross section of the poly-heater–device system is
given in (b). Due to the lower chuck temperature, a temperature gradient arises between heater and
wafer bottom

device reduces the accessible temperature range because more power has to be
applied to the wires in order to adjust a certain elevated device temperature. Last
but not least, the time delay for restoring thermal equilibrium must also be taken
into account as we switch the heater on or off abruptly. The farther the heater is
away from the device, the longer it takes to restore thermal equilibrium. Thus, in
order to find an optimal design of the heating source and the active device for a
particular application, the above-specified issues have to be considered carefully.

Figure 2.1 schematically illustrates a simple design proposal of an active tran-
sistor surrounded by a poly-heater. To adjust a well-defined ambient temperature,
the wafer is placed on a thermo chuck which is held at a fixed programmed
temperature. Depending on the thermo chuck temperature, a certain power has to
be applied to the heater in order to reach a certain elevated device temperature.
From a layout point of view the heater should overlap the device considerably in
order to guarantee a homogeneous temperature distribution over the whole active
transistor area. A calculation of the poly-heater and the device temperature as a
function of the applied heater power needs some extra work, which will be treated in
more detail in Sect. 2.1.3, but is not needed if the target device temperature is within
the temperature range which is accessible by the thermo chuck system. As such,
we present in the following subsections a procedure allowing to experimentally
determine the power supply which is necessary to bring an active transistor to
a certain device temperature. We will evaluate both the heater and the device
temperature which enables us to estimate also the temperature gradient between the
actively heated poly-heater wires and the active device. Furthermore, we will extract
the transient heating and cooling characteristics for different target temperatures and
discuss effects that may delay restoration of thermal equilibrium and destabilize the
adjusted target temperature.
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a b

Fig. 2.2 (a) The poly-heater resistance RPH ( full triangles) and the drain current ID (open
triangles) as a function of the chuck temperature TCHUCK. RPH is characteristic for the poly
temperature while ID reflects the interface temperature of the active device. (b) The poly-heater
resistance RPH ( full triangles) and the drain current ID (open triangles) as a function of the heater
power PPH (TCHUCK =−60◦C). The increase in the heater power causes a linear increase of RPH
and ID

2.1.2 Calibration of Heater and Device Temperature

In order to extract the poly-heater and device temperature as a function of the applied
power, we call on an appropriate temperature-dependent parameter of the material.
In the case of the highly doped poly-heater wire, the temperature dependent electric
resistance (RPH) would be such a parameter. In the case of the Metal oxide
semiconductor (MOS) transistor the forward current of the source/bulk diode or
the source/drain current (around the threshold voltage of the device) can be used
as an appropriate thermometer. For reliability issues, the source/drain current (ID)
is the preferred reference since it directly reflects the temperature of the interface
between the silicon substrate and the gate oxide. This interface is of major interest
because most studies suggest this region to be the location of concern for NBTI.

In the following, we demonstrate the temperature calibration using a lateral
PMOS transistor embedded into two poly-heater wires similar as illustrated in
Fig. 2.1. To record reference values for the poly-heater resistance (RPH) and the
drain current (ID), we heat the wafer on the thermo chuck from −60 to 300◦C and
measure RPH and ID at different temperatures, cf. Fig. 2.2a. The sense currents and
voltages (which represent certain temperatures) must be chosen carefully in order to
prevent self-heating during the measurement. Within the scanned temperature range
(−60 to 300◦C) the increase of the poly-heater resistance and the drain current
can be fitted very well by a polynomial of first (linear) or second order. From a
physical point of view, the increase in the poly resistance is due to a reduction of
the carrier mobility due to enhanced lattice scattering at higher temperatures, while
the increase in the drain current is due to an enhancement of the concentration of
inversion carriers at higher temperatures. From the coefficients of the polynomial
fit, we can interpolate the poly-heater and device temperature for arbitrary heating
powers. Figure 2.2b illustrates the poly-heater resistance and the drain current as a
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function of the power supply (PPH). The chuck temperature was −60◦C. Note that
the relation between the measured poly-heater resistance and the applied heating
power is not perfectly linear. The reasons will be elaborated in more detail in the
next section. When applying 0 W (PPH= 0W), the poly resistance and the drain
current correspond to their values extracted for −60◦C in Fig. 2.2a. As we increase
the power supply from 0W toward 6W, the poly-heater resistance and the drain
current grow simultaneously.

2.1.3 Maximum Accessible Temperature Range

Another remarkable application of the poly-heater technique can be found in the
ability of reaching device temperatures far beyond the scope of conventional thermo
chuck systems. This allows, for instance, probing a much wider temperature range to
study Arrhenius-type processes. Extremely high temperatures can be reached when
providing additional heating power at the maximum temperature range of the thermo
chuck. The calibration procedure of the poly-heater–device system in such high
temperature regimes requires, however, somewhat more effort because the above-
described method for device temperature determination is only applicable for target
temperatures within the maximum temperature range of the thermo chuck system.
To determine the drain current for the experimentally not accessible range one would
need to rely on TCAD device simulations. But the simulation itself would be based
on material parameters in the high temperature regime which are rather difficult
to characterize. Additionally, at high temperatures also the low biasing required to
measure the drain current could already lead to degradation of the device, which
makes an accurate calibration impossible. To avoid these problems we developed
a method which extrapolates the functional dependence of the drain current on the
power supplied to the poly-heater rather than on the temperature.

To illustrate this, we measured the increase of the device temperature TDV

(determined from the drain current increase) with poly-heater power PPH at several
different chuck temperatures and depicted the result in Fig. 2.3. It becomes evident
from Fig. 2.3 that the device temperature does not depend linearly on the poly-
heater power. A linear dependence is suggested for simple Joule heating where
dissipated power is directly converted into a proportional temperature increase. The
reason for the stronger than linear increase of the device temperature with power
is the simultaneous increase of the thermal resistivity Rth of the materials which
surround the heater and the device. This effect allows the device to become even
hotter than what is expected from simple Joule heating. The functional dependence
of the device temperature increase is, however, not a simple low-ordered polynomial
and can therefore not be straightforwardly extrapolated.

In order to find an appropriate analytical expression for the observed increase of
the device temperature, we exploit the definition of the thermal resistance and use
Joule’s first law that the electrical power is transferred into an equivalent amount of
heat flow Q̇, to find
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Fig. 2.3 Dependence of the device temperature on the power supplied to the poly-heater within
the maximum accessible temperature range. The different marker symbols indicate different chuck
temperatures. The increase of the device temperature is not linear

Rth(T ) =
dT

d Q̇
≡ dT

dP
= T ′(P). (2.1)

This formula is a differential equation for the temperature as a function of power,
which is in our case TDV(PPH), and opens a way to calculate the temperature
directly when the temperature-dependent thermal resistance Rth

sub(T ) of the substrate
is known. In particular, for silicon the thermal resistance depends on temperature
as Rth(T ) ∝ T 1.324 which leads to a rather complicated solution to (2.1) (not
shown). However, a linear approximation of this power law introduces an error
which is below the resolution limit for the measurement of the thermal resistance.
Consequently, the thermal resistance can be approximated as

Rth
sub(T ) = Rth

sub,0 (1+α(T −T0)) (2.2)

with three constants Rth
sub,0, α , and T0. By combining (2.1) and (2.2), with the

requirement that the device temperature equals the chuck temperature Tchuck when
there is no heater power supplied, we obtain

T (P) = T0 − 1
α
+

(
1
α
+Tchuck −T0

)
exp
(

αRth
sub,0P

)
. (2.3)

This means the functional dependence of the device temperature on the power
supplied to the heater is an exponential function.

With (2.3) it is now possible to calculate the device temperature directly from the
power supplied to the heater. However, the coefficients for the thermal resistance
must be known. Using literature values can make the extrapolation erroneous
because the thermal resistance can vary largely with the doping level [8] and only
limited information exists about the thermal resistance of the interface between the
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Fig. 2.4 Experimentally determined thermal resistances of several different devices from different
technologies. In the legend, n and p refer to the MOSFET channel type, respectively, the
micrometer size is the width times the length of the device, and the nanometer size is the thickness
of the gate oxide. The thin dashed lines are linear fits of the data points of a group, while the thick
solid line displays the theoretical dependence of Rth ∝ T 1.324

wafer and the chuck [9, 10]. As such, it appears beneficial to measure the thermal
resistance for the given wafer/chuck system. This can be achieved by applying only
little power to the poly-heater and measuring the change of the device temperature
for different chuck temperatures

Rth
sub(Tchuck) =

TDV(PPH)−Tchuck

PPH
(2.4)

to acquire Rth
sub,0, α , and T0. We measured several different devices of different

technology and different substrate types as depicted in Fig. 2.4. The type and
thickness of the substrate have the largest impact on the thermal resistance. For all
investigated technologies the data can be reasonably well approximated by a linear
relationship, further supporting the previously stated assumptions. The application
of the extrapolation method (2.3) can now be compared within the temperature range
of the thermo chuck to measurement data, as depicted in Fig. 2.5. The exponential
equation (2.3) estimates the device temperature with only a few percent relative
error.

Since previous investigations have shown that the thermal resistance of common
semiconductors keep their functional dependence of the change of the thermal
resistance with temperature until the melting or sublimation point [11–13], it is a
safe assumption that (2.3) will hold also for the high temperature regime. As such
it can be assumed that the small relative error of the method will also apply for
temperature ranges much above the highest temperature of the chuck system.
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Fig. 2.5 Relative error of a linear extrapolation and the exponential extrapolation (2.3) from the
first 10 ◦C at the respective chuck temperature. The underlying data is that of Fig. 2.3. The relative
error for the linear extrapolation increases with increasing power supplied to the poly-heater. In
contrast, for the method (2.3) the relative error stays well below a few percent

2.1.4 Heating and Cooling Dynamics

In this subsection we elaborate on the time-dependent heating and cooling dynamics
of the device as a heating voltage/power is applied to or removed from the heater,
respectively. The chuck (ambient) temperature was −60◦C during the following
experiments. By applying a certain heating voltage to the poly-heater wires, the
device temperature quickly elevates and stabilizes after a couple of seconds. On the
other hand, when removing the heating voltage, the device cools down immediately.
In order to determine the exact heating voltage necessary to reach a certain device
temperature, the heater–device system was calibrated in the way discussed in the
previous paragraphs. The output of this initial calibration were eight different
heating voltages appropriate to heat the device from −60 to −40, −20, 0, 25, 50,
75, 100, and 125◦C. In the experiments illustrated in Fig. 2.6, different heating
voltages were applied and later removed abruptly while recording in parallel the
heater current for 100 s. From the heating voltage and current characteristics, the
time-dependent power dissipation of the heater was calculated.

As can be seen in Fig. 2.6a, when turning the heater on, it takes up to 1 ms until
the maximum power dissipation is reached. This delay time is mainly limited by the
finite speed of the voltage source. Using our particular heater design, poly-heater
supply voltages up to 34 V are required in order to overcome a temperature range of
185K (−60◦C→ 125◦C). After the voltage source has stabilized (>1 ms), the heater
power tends to decrease slightly for a couple of seconds. This is because some time
is needed to restore thermal equilibrium between heater, wafer, and thermo chuck.
The decrease in power within the very first moments after turning on the heater is
the greater the larger the temperature difference between heater and chuck. When
turning the heater off, the heater power vanishes within approximately 1 ms. Again,
this 1 ms is originated in the finite speed of the voltage source.
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a b

Fig. 2.6 (a) The heating power when turning the heater voltage abruptly on (1) and off (2). The
chuck temperature was −60◦C. During the heater calibration specific voltages were determined to
reach certain device temperatures. At the moment the heating voltage is turned on (1) or off (2), we
record the heating current in parallel and calculate PPH. (b) The heating and cooling characteristics
of the device when turning the heater power abruptly on (1) or off (2). The heater/device/chuck
system needs a couple of seconds to restore thermal equilibrium causing a shoulder in the device
temperature at the very beginning of the heating and cooling procedure

In Fig. 2.6b the same experimental sequence as in Fig. 2.6a was performed but
this time the drain current of the device was recorded as a representative for the
Si/SiO2 interface temperature. By using the results of Fig. 2.2a one can calculate
the evolution of the device temperature TDV from ID.

As can be seen in Fig. 2.6b, when turning the heater on abruptly, it takes up to
10 s until the device has stabilized at its calibrated target temperature. The larger the
temperature difference, the longer it takes to reach the target temperature. The larger
time delay is due to the finite time interval necessary to restore thermal equilibrium
a distance away from the actual heating source. The shoulder visible in the evolution
of TDV during heating is due to the power decrease illustrated in Fig. 2.6a. We remark
that although heater power and heater temperature reach a maximum 1 ms after
turning the heating voltage on, the device temperature does never exceed its target
value due to the delayed thermal coupling between the poly-heater and the device.
This is an important aspect since we do not want to subject the device to an elevated
pre-stress at the moment the heater is turned on.

When turning the heater off, the situation is similar as during turn on. It takes a
couple of seconds until the excess heat generated by the poly-heater can be removed
by the thermo chuck. From Fig. 2.6b, we conclude that at an ambient temperature of
−60◦C any temperature switch up to ±200K can be executed with high accuracy
within a time interval of maximal 10 s. In fact it takes approximately 0.1 s to reach
the target temperature by 3%, 1 s to obtain a 1% accuracy and after 10 s the target
temperature is adjusted by 0.1% which corresponds to the maximum resolution of
the measurement.
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2.1.5 Summary of the Poly-heater Features

In the previous subsections the features and performance of the in situ poly-heater
measurement technique were discussed. The temperature calibration procedure for
determining the poly temperature and device temperature was elaborated in detail
for different ambient temperatures and power supplies. The thermal resistances of
the poly-heater and the device were found to depend on the ambient temperature
which is consistent with the nonlinear thermal conductivity reported for silicon.
It was shown that a temperature range of more than 200K can be bridged by
additional power supply provided by the poly-heater. In particular, the ability of
reaching device temperatures far beyond conventional thermo chuck ranges was
pointed out. A thorough study on the heating and cooling dynamics of the device
has revealed that a maximum time of 10 s is needed to switch the temperature
within an interval of ±200K with a maximum precision of 0.1K. Thereby, the
heating and cooling procedure was found to be nearly independent of the difference
between ambient temperature (chuck temperature) and target temperature. Equipped
with these features the poly-heater tool exhibits a remarkable and unique tool for
device reliability testing and characterization purposes which will be applied in the
following sections for NBTI investigations.

2.2 The Principle of Degradation Quenching
and Its Application for BTI Investigations

As demonstrated in the previous section, poly-heaters can be used to perform fast
and reliable in situ heating on a single device on wafer level. The following section
explains how such a feature can be used to perform NBTI stress at a certain stress
temperature, which generates a certain degradation level, while the recovery itself
can be studied at arbitrary recovery temperatures. By turning the heater on during
stress and switching it off during recovery, the tool enables us (a) on the one hand to
bring identically processed devices to the same degradation level and (b) on the other
hand to fix a different temperature or vary the temperature in a defined way during
recovery. By using this technique, our understanding of the recovery physics can be
probed in a novel manner. Until now degradation and recovery mechanisms as well
as the knowledge about relative contributions to the total threshold voltage shift and
recovery are still controversial points in literature which require an unambiguous
clarification in order to probe and formulate reliable degradation and recovery
models [14, 15].

2.2.1 Why Temperature Quenching?

A trivial problem encountered in the observation of temperature effects in NBTI
stress is the need to dispose of a set of (i) comparable devices that are brought
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to (ii) different degradation levels by different stress temperatures, but which are
then (iii) characterized directly post stress at the same unique characterization
temperature. In contrast, when temperature effects in NBTI recovery are studied,
the following problems are encountered: one has to dispose a set of (i) comparable
devices that are brought to (ii) the same degradation level by a unique stress
temperature, but which are then (iii) characterized directly post stress at different
characterization/recovery temperatures.

The first condition (comparable devices) may be solved by careful sample
selection, involving thorough characterization before stress. Because stress and
recovery dynamics are strongly temperature dependent, the second condition cannot
be solved by classically available stress and characterization methods, if the third
condition has to be maintained. Classical methods are either based on performing
stress and characterization at the same temperature, or strictly separate stress and
recovery by long, scarcely observable and basically undefined transition periods.
While the first approach can provide the observation of recovery at very good time
resolution [16], it obviously always violates condition (ii) if condition (iii) is fulfilled
and vice versa.

To fulfill all three conditions at once, it is necessary to conserve the degradation
level during cooling. Therefore, the temperature switch has to be fast, well
controlled, and practically independent of the difference between stress temperature
and recovery/characterization temperature. This demand cannot be fulfilled by a
conventional thermo chuck system since the cooling duration of such systems is
typically very long (>30 min) and strongly dependent on the target temperature. As
a consequence, one has to deal either with additional degradation when maintaining
the stress bias applied during cooling or with uncontrolled recovery when leaving
the device floating during cooling. Also, contact difficulties arise due to thermal
expansion of probe needles and metal pads which make it hard to maintain
device biases during the temperature switch. In short, using the thermo chuck for
temperature switches suffers from several systematic errors and drawbacks.

Our approach to harmonize all conditions and to get rid of the above-described
technical difficulties is to make use of the poly-heater technique, cf. Fig. 2.7a.
During stress a certain stress bias (VGS) is applied to the gate and the (previously
calibrated) heater generates an elevated device temperature (TS) for a defined
stress time tS. Before initiating the recovery/characterization cycle, the heater is
switched off, the device reaching ambient (chuck) temperature within a couple of
seconds (tD). In order to prevent any relaxation during the temperature switch, the
stress bias remains applied within the delay time tD. During tD stress continues
in an undefined way, but this additional degradation is negligible compared to the
degradation occurring within the main stress period typically performed at a much
higher stress temperature (TS 	 TR). This was verified in Fig. 2.7b where we have
stressed different PMOS devices for 1,000 s at TS = 125◦C and EOX =6.0 MV/cm
and afterwards let them recover at TR =−60◦C and VTH. The cooling delay time tD
between turning off the heater and switching the gate bias from VGS to VTH was
varied between 0 and 1,000 s. When using a delay time between 0 and 1 s, the
device has not reached the target temperature TR at the moment the stress bias is
removed, cf. Fig. 2.6. Consequently, due to the larger temperature the measured
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a b

Fig. 2.7 (a) The principle of degradation quenching. Subsequently to the initial characterization
phase at the analyzing temperature TR and the gate bias VTH, the heater is turned on, elevating
the device temperature quickly toward the stress temperature TS. Once at TS, the stress phase is
initiated by switching the gate bias from VTH to VGS. After the stress time tS has elapsed, the
heater is turned off. The stress bias remains applied for a delay time tD until the device is at TR
(degradation quenching). The recovery cycle (tR) is then initiated by switching the gate bias from
VGS to VTH. (b) Threshold voltage shift as a function of the delay time tD. Different PMOS devices
were stressed for 1,000s at TS =125◦C and EOX = 6.0MV/cm. After degradation quenching, the
VTH shift was monitored at TR =−60◦C and VTH using different delay times tD

VTH shift is afflicted with an error affecting predominantly the first couple of
seconds after removal of the stress bias. However, when using a delay time ≥3 s,
we obtain similar recovery characteristics for arbitrary delay times suggesting (i)
that 3 s is sufficiently enough to reach the target temperature and (ii) that we can
safely neglect additional degradation or recovery during tD provided the stress
temperature exceeds the recovery temperature by far. Since the cooling time of
the poly-heater–device system is nearly independent of the temperature difference
(TS − TR), statement (ii) and (iii) are fulfilled simultaneously independent of the
stress or recovery/characterization temperature provided TR is significantly lower
than TS.

In the following the conservation of the degradation level during the tempera-
ture switch will be called “degradation quenching.” Degradation quenching after
Negative bias temperature stress (NBTS) allows to switch the device temperature
first from its stress level to its recovery level and then triggers VTH recovery by
switching the gate bias from the stress level to the threshold voltage of the device.
Having demonstrated that degradation quenching can be achieved by using the poly-
heater technique, we use the method to investigate the role of temperature in NBTI
recovery.

2.2.2 The Temperature Dependence of BTI Recovery

To investigate the temperature dependence of NBTI recovery, the following exper-
imental procedure was performed on different PMOS devices by making use of
the previously described degradation quenching method. During stress, the heater
generates a defined interface temperature of 125◦C and a certain stress bias is
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Fig. 2.8 (a) Recovery of the threshold voltage shift recorded at different temperatures after
stressing all samples at EOX = 5.5MV/cm and TS =125◦C. Recovery conditions: VGR =−1.1V;
VDR =−2.5V; TR = −40, 0, 40, 80, and 125 ◦C. (b) Temperature-dependent recovery rate between
1 and 100ms (diamonds) and between 10 and 1,000s (triangles)

applied to the gate, subjecting different devices to an oxide field of approximately
EOX =5.5 MV/cm. During stress, source and drain were at 0 V. Stress field, time,
and temperature were identical for all samples, creating a unique degradation level
of each device at the end of the stress time tS which was 1,000 s.

After the 1,000 s had elapsed, the heating current was taken away and the
device cooled down rapidly toward the individual ambient temperature which was
defined by the temperature of the underlying thermo chuck. When intending to
study recovery at −40◦C, the chuck has to be at that temperature already before
stress. Naturally, the lower the base temperature of the thermo chuck, the greater
the required power supply for the poly-heater to reach the unique stress temperature
of 125◦C, the lower the base temperature of the thermo chuck. One second after
the heater was turned off, the gate bias was switched to the threshold voltage
(VGR =−1.1V) of the device. While the switch of the device temperature terminates
the stress, the switch of the gate bias initiates the recovery cycle (tR). In parallel to
the gate bias switch, the drain bias was set to its read-out value (VDR = −2.5V) in
order to measure the recovery of the saturation drain current. The transition from
stress to read-out bias conditions required approximately 200 μs and was limited
solely by the speed of the voltage unit. An additional 100 μs was needed for the
measurement. Thus, the first current value at the individual recovery temperature
was recorded about 300µs after removal of the stress voltage. The time-dependent
evolution of the saturation drain current was later converted into a stress/recovery
induced threshold voltage shift, cf. [17].

The result of this temperature quenched recovery measurement is illustrated in
Fig. 2.8a. The unique stress temperature, supplied by the poly-heater, was 125◦C.
The individual recovery temperatures were −40, 0, 40, 80, and 125◦C. Stress
and recovery durations were 1,000 s respectively. As can be seen in Fig. 2.8a, the
recovery curves look quite similar except for a temperature-dependent offset which
was already present at the first measurement point recorded 300 μs after removal
of the stress field. Although the recovery temperature varies by more than 160K
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with respect to the individual analyzing temperatures, there is no significant long-
term temperature dependence visible in the recovery slopes. The recovery traces are
nearly parallel.

In Fig. 2.8b the recovery rate per decade was evaluated more precisely for the
first 100 ms and for the last two decades of the recovery traces. On closer inspection,
there is a temperature dependence visible within the first 100ms right after stress.
We observe an increasing slope of the recovery curves with increasing temperatures.
While at −40◦C the amount of recovery is only 1mV per decade, it is about three
times larger for temperatures above 80◦C. A reason for the initial temperature
dependence might be the fact that the device was probably not exactly at the target
temperature due to a slightly too short cooling delay time (tD) of only 1s, cf.
Fig. 2.7b. A few seconds after the termination of stress all traces become nearly
parallel independent of TR. After 10s the decrease of the threshold voltage shift has
leveled off to about 2mV/dec for all samples. This holds at least for two or three
decades in time.

The offset can be explained qualitatively by assuming an inelastic tunneling
process and a homogeneous distribution of trap energy levels which are responsible
for the observed log-like recovery traces. In such a model, lowering the analyzing
temperature would increase all recovery time constants simultaneously, thereby
shifting the entire recovery curve to larger times [18].

It has to be mentioned that a possibly remaining small offset could be also
explained by the temperature-dependent position of the Fermi level at the read out
gate bias VGR = −1.1V. At low temperatures, the Fermi level is pinned close to
the valence band edge. When increasing the temperature (at constant gate bias),
the Fermi level moves a little bit closer toward midgap. Considering creation of
interface states within the silicon bandgap as a result of NBTS, their charge state
(occupation probability) would be governed by the position of the Fermi level. Con-
sequently, at lower temperatures more of them tend to be positively charged causing
a slightly larger threshold voltage shift. This temperature-dependent variation of the
Fermi level is a systematic error which is, however, believed to be much too small
to explain the full offset.

In summary, the obtained recovery characteristics are quite surprising. A crucial
point here is the temperature independence of the recovery rate (slope of the
recovery curves in a semi-logarithmic plot) which challenges recovery models based
on hydrogen diffusion. For instance, in dispersive diffusion models hydrogen is
believed to be stored in traps within the oxide, at the interface or somewhere
else close to the interface. In order to re-passivate stress-induced damage during
recovery, the H atoms or H2 molecules have to be released from there and overcome
a thermodynamic barrier. At lower temperatures the probability of release as well
as the diffusion rate of hydrogen is much lower. If such a mechanism would be
the controlling process, one would expect freezing of recovery at −40◦C. However,
time-dependent recovery is still observed at similar rates even at temperatures as
low as −40◦C. The same argument also holds for the switching of hydrogen from
a bonding to an antibonding Si–H configuration, as proposed by Tuttle [19]. Since
the transfer from a bonding to an antibonding configuration is a thermodynamical
process, it should be highly temperature activated.
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a b

Fig. 2.9 (a) Virgin CP current characteristics recorded at the individual recovery temperatures.
The lower the temperature, the higher the CP signal due to a larger profiled active energy range
(ΔECP). (b) The remaining CP current degradation at the end of the constant bias recovery
phases performed at different temperatures. CP setup: VGB = 1.0V; VGH = −2.0V; f = 500kHz;
tr = tf = 375ns. The remaining CP signal is the larger the lower the temperature, however, when
accounting for the temperature-dependent active energy interval (ΔECP), the obtained differences
in the uncorrected ΔICP data (open symbols) is removed. The corrected data ( full symbols) reveals a
similar remaining degradation level of the interface after 1,000s constant bias recovery at different
temperatures

In addition to ΔVTH shifts, we have investigated the role of interface states in
the recovery process. Therefore, we have performed CP measurements at the end
of the 1,000s lasting constant bias recovery phases. Considering that the obtained
ΔVTH shifts are considerably different at the end of each recovery phase, one
would expect a similar difference in the remaining CP current if interface state
re-passivation would be the dominating recovery mechanism. Such a difference
is actually obtained at the end of the recovery, cf. uncorrected data in Fig. 2.9b.
The −40◦C data shows a considerably larger ΔICP than for example the 125◦C
data. However, when taking the temperature dependence of CP into account,
the differences in the maximum CP currents at the end of the recovery vanish,
cf. corrected data in Fig. 2.9b. We have corrected the original data for different
analyzing temperatures by referencing to the initial offsets in the CP currents of the
unstressed devices, cf. Fig. 2.9a. We remark that all samples showed a similar CP
current before stress, when recorded at the same temperature. This result indicates
that either no interface state recovery takes place at all, or interface state recovery is
independent of temperature.

2.2.3 Identically Stressed Devices Subjected to Abrupt
Temperature Switches

In Fig. 2.10a the VTH recovery is illustrated for four different PMOS devices. All
devices were stressed at an oxide field of 5.5MV/cm and at a temperature of
125◦C for 1,000s. Three reference devices recovered at a constant temperature of
−40, 40, and 125◦C, respectively. The fourth device was subjected to two abrupt
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a b

Fig. 2.10 (a) Two step heating performed during constant bias recovery. Reference measurements
at −40, 40, and 125 ◦C are illustrated by open diamonds/triangles/crosses. Recovery can be
accelerated twice as we heat the device abruptly from −40 to 40◦C (after 3s) and from 40
to 125◦C (after 100s), cf. full symbols. (b) Cooling performed during constant bias recovery.
Reference measurements at 40/80 ◦C are illustrated by open triangles/circles. Lowering the
recovery temperature (80 ◦C→ 40◦C) leads to frozen recovery until the cooled ( full symbols)
reaches the reference curve at 40◦C

temperature switches by making use of the poly-heater technique. Right after stress
it recovered for 1s at −40◦C, then for 100s at 40 ◦C, and finally for another 10,000s
at 125◦C providing two decades of inspection at each temperature. As can be
seen in Fig. 2.10a, when elevating the device temperature abruptly during recovery,
ΔVTH relaxation is immediately accelerated approaching the reference curves after
a couple of seconds. Such temperature accelerated recovery at constant gate bias
conditions can definitely not be ascribed to elastic tunneling. In Fig. 2.10b we have
performed the complementary experiment to Fig. 2.10a: at first, the device recovered
at 80◦C for 10s. Afterwards, the heater power was lowered so that the device cooled
down to 40◦C. While heating accelerates recovery, it can be seen that cooling leads
to frozen recovery for a certain interval of time. Indeed, recovery does not proceed
before the cooled measurement curve reaches the 40◦C reference curve. Again,
frozen recovery at constant gate bias conditions cannot be ascribed by an elastic
hole trapping model.

2.2.4 Conclusions

Based on the upper key experiments performed on identically stressed PMOS
devices, one may draw the following conclusions on the temperature dependence
of ΔVTH and CP current recovery:
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1. Threshold voltage recovery is accelerated considerably by elevating the temper-
ature. On the other hand, when decreasing the temperature during recovery, the
degradation level remains frozen for a certain interval of time.

2. The mechanism causing ΔVTH recovery at elevated temperature is a true chemical
relaxation process which is not reversible by subsequent device cooling.

3. CP current recovery is only marginally influenced by either heating or cooling,
suggesting interface state repassivation to play only a minor role in the recovery
as long as the gate bias is maintained constant around the VTH.

4. The recovery rates of the VTH shift and the CP current (recorded under continuous
gate pulsing conditions) are widely independent of temperature. This holds at
least for long-term recovery measurements recorded between 1 and 1,000s after
the termination of stress.

Since NBTI shows both bias and temperature dependence, but our measurements
support neither elastic tunneling nor interface state repassivation, a different mech-
anism has to be responsible for the observed recovery characteristics. Because bias
dependence is totally incompatible with a diffusion process of neutral hydrogen
species, we take the dependence of the VTH recovery on the read-out voltage as
an indication for a trapping/detrapping phenomenon and attempt to expand the
idea of elastic carrier exchange to a temperature sensitive model. As opposed to
elastic tunneling, inelastic phonon-assisted tunneling is temperature dependent [20].
Oxide defects and valence band electrons having different energetic positions cannot
exchange carriers elastically. However, if they gain energy from lattice vibration
(through phonons), they may pass the thermodynamical tunneling barrier ΔEB with
a certain temperature-dependent probability [21].

The lifetime of a single trap can be expressed by an Arrhenius law:

τ(ΔEB,TR) = τ0exp

(
ΔEB

kBTR

)
, (2.5)

where τ(ΔEB,TR) is the inelastic tunneling lifetime of a single trap, τ0 is the
pseudo-elastic tunneling exchange time between a trap and a substrate carrier at
a barrier height zero, ΔEB is the thermodynamical tunneling barrier, kB is the
Boltzmann constant, and TR is the analyzing temperature. At a constant temperature
the time constants of different traps are solely determined by their individual barrier
heights ΔEB.

When assuming NBTI recovery to be mainly determined by the neutralization of
positive oxide defects via electron capture from the silicon substrate (respectively
hole emission into the silicon substrate), the observed threshold voltage recovery
can be interpreted as a continuous decay of traps with different barrier heights ΔEB.

Based on this idea, we can schematically illustrate the ΔVTH recovery curve for
three different traps having different thermodynamical barrier heights, cf. Fig. 2.11:
According to their individual barrier heights, each trap has a certain characteristic
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Fig. 2.11 First order model of temperature-dependent recovery effects using a simple picture of
three different traps having three different time constants, barrier heights, respectively. Each trap
is assigned to an arbitrary threshold voltage shift of 1×mV. Heating or cooling shifts the recovery
curve to the left or the right (shorter or longer time constants) resulting in stimulated or frozen
recovery. The diamond indicates a hypothetic temperature switching event

time constant at which it recovers with maximum probability. A variation of
temperature (TR1 −→ TR2) impacts all time constants in parallel thereby shifting
the plateaus along the time axis in log scale.

The respective shift in time for a trap with barrier height ΔEB can be calculated as

log(τ(ΔEB,TR1))− log(τ(ΔEB,TR2)) =
ΔEB

kBTR1
− ΔEB

kBTR2
. (2.6)

For TR2 > TR1, the plateaus will shift to the left since the time constants of all traps
will decrease, for TR2 < TR1 the time constants increase leading to a shift to the right.
Note that the widths of the plateaus are proportional to ΔEB. The trap level which
recovers first (τ1) has the lowest barrier (ΔEB1) and is therefore least temperature
dependent. On the other hand, trap levels with higher barriers (ΔEB2 and ΔEB3)
depend stronger on temperature which results in a more significant temperature
impact on the plateau broadness.

In this first order model, heating or cooling the device during recovery leads
to stimulated recovery (at the diamond, stepping from the solid to the dashed
line in Fig. 2.11, cf. Fig. 2.10a) or frozen recovery (at the diamond, stepping
from the solid to the dotted line in Fig. 2.11, cf. Fig. 2.10b) compatible with our
measurement results. When further assuming that the barrier ΔEB itself can be
lowered by a bias change, the model covers also bias change experiments and
includes “mathematically” elastic tunneling in the limit ΔEB = 0. Furthermore,
homogeneously distributed thermodynamical barriers would lead to a large variety
of time constants resulting in a large number of small steps like the ones described
in Fig. 2.11. In a realistic experiment (large device), one would therefore expect
large amounts of small steps to be smeared out as a straight line in a log(t) diagram
consistent with our recovery experiments.
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Chapter 3
Statistical Characterization of BTI-Induced
High-k Dielectric Traps in Nanoscale Transistors

Tahui Wang, Jung-Piao Chiu, and Yu-Heng Liu

Abstract Statistical behavior of BTI-induced high-k dielectric traps in nanometer
MOSFETs is characterized. We measure individual trapped charge emission times
and single-trapped charge-induced Vt shifts in BTI recovery. Statistical distributions
of BTI trap characteristics such as trap spatial and energy distributions and trapped
charge activation energy in emission are extracted. We compare the amplitudes
of BTI and RTN single-charge-induced ΔVt. BTI-induced ΔVt exhibits a larger
amplitude distribution tail. An explanation will be given by use of 3D atomistic
numerical simulation. In addition, we find that Vt degradation in BTI stress exhibits
two stages. The first stage has logarithmic stress time dependence and is believed
due to the charging of preexisting high-k dielectric traps. The second stage follows
power-law time dependence, which is attributed to dielectric trap creation.

3.1 Introduction

The aggressive CMOS scaling has been reaching the physical limit of conventional
SiO2 MOSFETs as a result of significant direct tunneling current through ultrathin
oxides. High-permittivity (high-k) gate dielectrics have emerged as a post-SiO2

solution. Bias temperature instability (BTI) has been recognized as one of the most
important reliability issues in ultrathin gate oxide CMOS devices because of its
large impact on performance and reliability in digital and analog circuits. The use of
high-k gate dielectrics even expedites BTI degradation [1, 2]. Unlike most reliability
effects, BTI-induced Vt degradation recovers partly after the removal of stress. In
most of earlier works, BTI-induced degradation/recovery was characterized in large-
area devices, and studies were based on average and continuous Vt evolutions [3–5].
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Fig. 3.1 Continuous Vt
evolutions in NBTI stress and
relaxation in a large-area
(W/L= 3 μm/2 μm) high-k
pMOSFET. Vg is −1.8 V in
stress. T= 25 ◦C
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Fig. 3.2 Stepwise Vt
evolutions in NBTI stress and
relaxation in a small-area
(W/L= 70 nm/35 nm) high-k
pMOSFET. Vg is −1.8 V in
stress. T= 25 ◦C. The abrupt
Vt shifts represent
single-charge trapping and
detrapping

Typical Vt evolutions in a large-area high-k gate dielectric pMOSFET in BTI stress
and relaxation are shown in Fig. 3.1. The Vt degradation and recovery start from a
microsecond range.

Note that conventional measurement (e.g., by Agilent 4156), which usually takes
a few seconds between stress and recovery transitions, is unable to catch an initial
transient in a μs to ms range and may significantly underestimate the magnitude
of a transient effect. Owing to recent improvements in measurement techniques
[6–8], a measurement delay can be reduced to μs (e.g., by Agilent B1500) to avoid
information missing during a switching transient.

In contrast to large-area devices, we found that BTI-induced Vt degradation
and recovery in nanometer transistors proceed in discrete steps [8–12] due to
augmentation of single-charge effects in scaled devices. Example of Vt evolu-
tions in a small-area device (W/L= 70 nm/35 nm) is shown in Fig. 3.2. In the
figure, each abrupt Vt change in stress/recovery Vt traces is caused by single-
charge creation/detrapping in gate dielectrics. Due to the discrete nature of Vt

evolutions, we are able to measure individual charge creation/detrapping times and
the magnitudes of single-charge-induced Vt shifts. Statistical characterization of
BTI traps in nanoscale devices helps gain insight into mechanisms in BTI stress and
recovery as well as trap characteristics such as trap density, trap energy, and spatial
distributions and activation energy in trapped charge emission. Furthermore, ΔVt

evolution traces in BTI recovery are reproducible by repeated trap refill and trapped
charge emission. Figure 3.3 shows measured emission time distribution by charging
and discharging the same trap 105 times. An exponential distribution exp(−t/τe)
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is shown, where t is an actual charge emission time. A characteristic emission time
(τe) of the trap is then obtained by taking an average of all measured emission times.
By taking advantage of the reproducible feature in BTI recovery, we are able to
characterize the temperature and the electric field dependence of individual trapped
charge emissions.

Sections 3.2–3.4 are focused on the statistical characterization of trapped charge
emissions in BTI recovery. BTI and RTN amplitudes are compared in Sect. 3.5.
A discussion on two-stage Vt degradation in BTI stress is given in Sect. 3.6.

3.2 Individual Trapped Charge Emissions in BTI Relaxation

We characterize BTI recovery in high-k (HfSiON) gate dielectric and metal gate
MOSFETs. The devices have a gate length of 35 nm, a gate width of 70 nm,
and an effective oxide thickness of ∼1.0 nm. Schematic diagram for BTI recovery
transient measurement is shown in Fig. 3.4a. In NBTI, pMOSFETs are stressed at
Vg,stress =−1.8 V for 100 s. The recovery characterization scheme is similar to [13],
i.e., in a relaxation–measurement–relaxation sequence, as shown in Fig. 3.4b. Both
stress and recovery are performed at room temperature. In measurement phase, the
drain voltage Vd,meas is −0.05 V and the gate voltage Vg,meas is chosen such that
a pre-stress drain current is ∼500 nA. Drain current variations (ΔId) are recorded
using Agilent B1500 with a switch delay time less than 1 μs. A corresponding ΔVt

is obtained from a measured ΔId divided by a transconductance (gm).
To check on Si surface trap creation in BTI stress, we monitor transconductance

and subthreshold swing (S) degradations during stress. Pre-stress and post-stress
subthreshold Id−Vg are shown in Fig. 3.5. An almost parallel shift is noted,
suggesting that Vt degradation is mainly caused by trapped charge creation in the
bulk of gate dielectrics rather than surface traps. Both S and gm degradations are
less than 5% after the stress. We also compare S and gm before and after 1,000 s
recovery and they are almost identical. For simplicity, a constant gm is used when
converting a ΔId into a ΔVt. Figure 3.6 shows example of ΔId and Vt traces in BTI
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Fig. 3.6 (a) Example Vt trace in NBTI relaxation. τe,1, τe,2, and τe,3 are the first, the second, and
the third trapped hole emission times, respectively. Δvt,i (i= 1, 2, 3) represents a single-emitted
charge-induced threshold voltage shift. (b) Corresponding ΔId trace in NBTI relaxation

recovery. A small letter (Δvt,i) denotes a single-emitted charge-induced Vt shift,
where i denotes an emission sequence number. A capital letter (ΔVt) is a total Vt

shift after relaxation. In nanoscale MOSFETs, nonuniform 3D electrostatics and the
discreteness and the randomness of substrate dopants determine current percolation
paths in a channel. Thus, each trapped charge has specific Δvt amplitude depending
on its position in a channel. In repeated recovery measurements, one can use voltage
step heights to discern individual trapped charges.
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3.3 Statistical Characteristics of BTI Trapped Charges

3.3.1 Single-Charge-Induced Δvt Amplitudes

We measure and record the magnitudes of single-charge-induced Δvt in BTI
stress/recovery Vt traces in 170 pMOSFETs. RTN signals are not counted. The
magnitude distributions of the Δvt are plotted in Fig. 3.7. The measurement
resolution is about 1 mV. Voltage steps with Δvt less than 1 mV are not recorded. The
collected Δvt from stress traces and from recovery traces have a similar distribution,
characterized by an exponential function f (|Δvt|)= exp(−|Δvt|/σamp)/σamp with a
σamp of 3.3 mV. A straight line with a slope of 3.3 mV is drawn to serve as a
reference. The exponential function is an empirical formula. The origin and the
dispersion of the Δvt have been studied thoroughly. In such small devices, single-
charge-induced Δvt cannot be estimated from its distance to a gate electrode by
using a 1D capacitance equation C = ε/d because of a strong random dopant-
induced current percolation effect. The exponential distribution is realized due to
the percolation effect [14–17]. A 3D atomistic numerical device simulation shows a
similar Δvt probability function [15].

3.3.2 Trapped Charge Emission Time Distribution

Individual trapped charge emission times are clearly defined in recovery Vt traces,
for example, τe,1, τe,2, and τe,3 in Fig. 3.6. We collect the first three emitted charge
characteristic times (τe,i, i= 1, 2, 3) from about 170 devices. The emission times
scatter over several decades of time. The probability density functions (PDFs) of
the log(τe,i), i= 1, 2, 3, are shown in Fig. 3.8 [11]. Figure 3.8a, b refers to NBTI
and PBTI, respectively. The mean (〈log(τe,i)〉) and the standard deviation of the
distributions are indicated in the figure. The dots are measurement data and the
curves are calculated from a Monte Carlo simulation. The Monte Carlo simulation
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Fig. 3.7 The magnitude
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and recovery Vt traces in 170
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Fig. 3.8 The probability density distributions of the first three trapped charge emission times in
BTI relaxation. τe,1, τe,2 and τe,3 are the first, the second and the third trapped charge emission
times, respectively. The mean (〈log(τe,i )〉) and the standard deviation (σe,i) of the distributions
are indicated in the figure. The dots represent measurement results and the solid lines are from
Monte Carlo simulation (Sect. 3.3.5). (a) Trapped hole emissions in NBTI relaxation in ∼170
pMOSFETs. (b) Trapped electron emissions in PBTI relaxation in ∼77 nMOSFETs

will be described in Sect. 3.3.5. The relationship between the 〈log(τe,i)〉 (i= 1,
2, 3) is identified. The mean increases with a sequence number i approximately
by the same amount, for example, 〈log(τe,i+1)〉−〈log(τe,i)〉≈ 1.04 in NBTI-stressed
pMOSFETs.

The histogram of the measured charge emission times is plotted in a log(τe)
scale in Fig. 3.9 [11]. A rather uniform distribution from 10−2 to 103 s is obtained,
implying a log(t) dependence of a recovery ΔVt in a large-area device. The result
is consistent with Fig. 3.1. Note that a recovery ΔVt saturates at a longer time
(Sect. 3.4). This means that the distribution in Fig. 3.9 should fall off at a longer
relaxation time which is out of our measurement period.

3.3.3 BTI Recovery and Trapped Charge Emission Model

Regarding BTI recovery mechanisms, various models were proposed in the past.
Hydrogen back diffusion in the framework of the reaction–diffusion (RD) model
was first proposed to explain an NBTI recovery phenomenon [18]. A ΔVt relaxation
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of the form of ΔVt(t) = Vt(0)(1−
√

t/2t0/
√

1+ t/t0) is anticipated from the back
diffusion theory. We used a fast transient technique to characterize NBTI recovery
and found a log(t) dependence of ΔVt on relaxation time in a time span from
10−3 to 101 s [8–10]. Furthermore, we characterized individual trapped charge
emissions in small-area devices and proposed a thermally assisted charge tunnel
detrapping (ThAT) model for a recoverable component of the ΔVt in relaxation. The
log(t) dependence was also reported in [3] where the authors proposed a dispersive
transport model within the RD framework to overcome the apparent deficiency of
the RD model with respect to relaxation time dependence. Alam et al. ascribed a
log(t) recovery transient to a fast charge detrapping process on top of slower Nit re-
passivation as encapsulated by the RD model [4, 5]. More recently, a time-dependent
defect spectroscopy method was used to investigate NBTI recovery, and the authors
concluded that NBTI recovery is due to thermally assisted trapped hole emission
and no diffusion process is involved [12].

In NBTI relaxation, there are three possible paths for trapped hole emission [8],
namely, (a) Frenkel–Poole emission, (b) ThAT to the gate electrode, and (c) ThAT
to the Si substrate. To identify a major path in an emission process, we characterize
the dependence of a trapped hole emission time on recovery gate voltage and
temperature. As pointed out earlier, a characteristic hole emission time can be
measured by repeatedly charging and discharging a trap. An average of 15 repeated
measurements at each Vg and temperature is taken. To avoid new trap creation in
trap refilling, a small refill |Vg| of 1 V is used and, the refill time is 1 s. Figure 3.10
shows the temperature dependence of 〈τe〉 of two traps. The extracted activation
energy (Ea) from the Arrhenius plot is about 0.52 and 0.56 eV. Figure 3.11 shows
the dependence of 〈τe〉 on a recovery |Vg|. The measured 〈τe〉 is nearly constant for
|Vg| <|Vt| and increases with a recovery |Vg| for |Vg| >|Vt|.

The detrapping path (a) is ruled out, because the Ea in Frenkel–Poole emission
should be about the trap energy (>2 eV), and the measured Ea is only ∼0.54 eV.
Path (b) is also excluded, because a more negative recovery Vg would accelerate
charge emission, giving a shorter charge emission time. The measured trend of 〈τe〉
versus Vg is just opposite. As a result, (c) is identified as the path of trapped charge
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emission in relaxation. Moreover, the temperature dependence suggests the role of
thermal process in trapped charge tunnel emission possibly due to multi-phonon
absorption. An analytical trapped charge emission time model based on the ThAT
is therefore developed. In the following, trapped charge emission characteristics are
analyzed based on the ThAT model. Trapped charge energy and spatial distributions
and its activation energy distribution in the ThAT model are extracted. An energy
band diagram of a high-k pMOSFET in NBTI relaxation is illustrated in Fig. 3.12
[11]. According to the WKB approximation, a trapped hole emission time is
formulated as [8]
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τe,i = τ0exp(
Ea

kT
)exp(αILTIL)exp(αkxi) (3.1)

and

τ−1
0 = Nv(1− fv)vthσ0 (3.1a)

αIL =
2
√

2mIL
∗q(Et +φB)

h̄
(3.1b)

αk =
2
√

2mHK
∗qEt

h̄
(3.1c)

where the pre-factor τ0 is expressed in Eq. (3.1a). Nv is the effective density of state
in Si valence band, fv is a valence-band hole occupation probability (Fermi–Dirac
distribution) in Si substrate at an energy aligned to the trapped charge, Nv(1−fv) is
the amount of available states in Si substrate for out-tunneling holes from high-k
traps. σ0 and Ea are the trap cross section and activation energy. TIL is an interfacial
layer thickness, xi denotes a trapped charge distance to the HK/IL interface, and
Et is a trapped charge energy. Other variables have their usual definitions. The
hole tunneling mass used in this work is mIL

* = 0.41m0 [19] and mHK
* = 0.18 m0

[20]. The hole occupation probability (fv) is a function of Vg in recovery. A larger
recovery |Vg| gives a higher channel hole concentration and thus a larger fv. In
addition, an effective tunneling barrier for trapped hole emission increases with
a larger |Vg|. These two factors result in an increased hole emission time at a
larger recovery |Vg|. As the recovery Vg reduces below the threshold voltage, fv
approaches zero, and the hole emission time becomes almost independent of Vg, as
shown in Fig. 3.11. Due to the dispersion of Ea, Et, and xi, trapped holes hop out of
the gate dielectric via quantum tunneling sequentially and in a dispersive manner.

3.3.4 Trapped Charge Spatial and Energy Distributions

According to Eq. (3.1), a tunneling front moves in a speed of d= 2.3/αk per decade
of time. The density of removable trapped charges (Nt) in relaxation therefore can be
extracted from the emission occurrence number versus log(τe) in Fig. 3.9 as follows:

Nt =
no.ofemittedcharges/device/decade

W ×L× d

=
αk × (no.ofemittedcharges/device/decade)

2.3×W ×L
(3.2)
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Since the number of emitted charges exhibits a uniform distribution in each
decade of time approximately in Fig. 3.9, we obtain a constant removable trapped
charge density Nt in space. With respect to a trapped charge energy distribution,
we calculated a voltage drop across an interfacial oxide in NBTI stress by a two-
dimensional numerical device simulation [21]. The purpose of the simulation is to
estimate an upper bound of NBTI trapped hole energy distribution in the high-k
layer. The calculated voltage drop across the IL is about 0.8 V at a stress Vg of
−1.8 V. Thus, we assume that removable trapped holes are uniformly distributed
in an energy range of 0–0.8 eV above the Si valence-band edge, corresponding to
an Et value of 2.7–3.5 eV with respect to the valence-band edge of the HfSiON.
This assumption is supported partly by a charge pumping measurement result
[22]. The calculated value of αk is from 7.2 to 8.1 nm−1 in the range of Et. For
simplification, we used an average ᾱk (=7.65 nm−1) in Eq. (3.2) and obtained an Nt

of 1.3× 1018 cm−3. An average distance (Δx) between two adjacent trapped charges
in the gate-to-substrate direction is about Δx= 1/WLNt ∼0.32 nm [11].

In addition, the ratio of the emission times of two consecutive emitted trapped
holes is

〈log(τe,i+1)〉− 〈log(τe,i)〉= 1
2.3

× [ᾱk · (〈xi+1〉− 〈xi〉)]

≡ 1
2.3

× (ᾱk ·Δx) (3.3)

Equation (3.3) shows that the mean of the log(τe,i) increases with i by an amount
of αkΔx/2.3= 1.06, without regard to activation energy. Equation (3.3) is consistent
with the measurement result in Fig. 3.8a.

3.3.5 Activation Energy Distribution

First, we need to clarify the role of an electric field in trapped charge emission in
BTI relaxation. Our emission time model [Eq. (3.1)] does not have explicit electric
field dependence. In contrary, an RTN emission time model or an NBTI model in
[12] shows exponential electric field dependence, i.e., exp (−xqF/kT). The major
difference is in that removable trapped holes in our model are assumed to have
energy in a range above the valence-band edge in relaxation (Fig. 3.12), while
trapped charges in an RTN model or in [12] are within the silicon band gap. Our
assumption is reasonable because of a large voltage drop across the IL in BTI
stress. The measurement results of the electric field dependence in Fig. 3.11 and
in literature [8, 12] also do not support exponential electric field dependence in
NBTI recovery. Since an electric field is a secondary effect in NBTI recovery, a
nonuniform electric field effect due to 3D electrostatics and discrete dopant charges
is unimportant. The wide spread of the trapped charge emission times is therefore
believed mainly due to (1) the dispersion of activation energy in emission resulting
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Fig. 3.13 Relative activation energy (Ea−〈Ea〉) distributions extracted from the τe,1, τe,2, and τe,3,
respectively, in (a) NBTI in pMOSFETs and (b) PBTI in nMOSFETs. The solid lines represent a
Gaussian-distribution fit

from different bond states and a local structural strain and (2) the spread of trapped
charge energy and a trap depth. From Eq. (3.1), Ea can be expressed as

Ea = kT [2.3log(τe,i)− 2.3log(τ0)−αILTIL −αkxi]. (3.4)

Activation energy, trap energy, and trap depth are three independent variables.
For given distributions of τe, Et, and x, it is a mathematical problem to derive an
Ea distribution. For simplification, average values of αk and xi are used in Eq. (3.4)
to extract an Ea distribution from the measured τe,i. The average distance between
two consecutive emitted charges is 0.32 nm. Relative Ea distributions extracted from
τe,1, τe,2, and τe,3 are shown in Fig. 3.13 for NBTI (a) and PBTI (b), respectively.
A reasonably good match between them is obtained. The good match ascertains
Eq. (3.1) and implies that activation energy is the cause of the spread of the τe. It
should be remarked that the distortion of the Ea distribution of i= 1 is understood
because our recovery measurement starts with a time delay of 5 ms. Some emitted
charges with very short τe (<5 ms) are not counted. In Fig. 3.13, the extracted Ea

distributions can be approximated by a Gaussian distribution [11]. An appropriate τ0

is chosen such that the mean of an Ea distribution in pMOSFETs is about 0.54 eV
to be consistent with Fig. 3.10. The solid lines in Fig. 3.13 represent a Gaussian
distribution fit with a standard deviation of 0.07 eV in pMOSFETs and 0.05 eV in
nMOSFETs.

To examine the validity of the Ea extraction, we recalculate the τe’s distributions
based on an extracted Ea distribution by a Monte Carlo method. In the Monte Carlo
procedure, the number of removable trapped charges in each device is selected
according to a Poisson distribution [14] with an average number of NtWLTHK , where
THK is the thickness of a high-k dielectric. The use of a Poisson distribution here
is an approximation, and its validity has been discussed in [23]. Then, removable
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trapped charges are randomly placed in the high-k layer. Trapped charges in the IL
are not considered since our measurement period (5 ms to 103 s) does not match the
range of IL trap time constants. For each trapped charge, an Et is randomly selected
in a range from 2.7 to 3.5 eV and an Ea is selected according to the distribution in
Fig. 3.13. With a trapped charge location, energy, and activation energy, an emission
time is calculated according to Eq. (3.1). An emission sequence number is then
assigned to each trapped charge according to its calculated emission time. A trapped
charge with the shortest τe has i= 1, the second shortest one has i= 2, and so on.
The Monte Carlo simulated τe,i (i= 1, 2, 3) distributions (solid lines) are plotted
in Fig. 3.8. A reasonably good agreement between simulation and measurement is
obtained. The broadening of the log(τe,i) with a sequence number i in Fig. 3.8 can
be partly explained as follows. We rearrange the terms in Eq. (3.4) and obtain the
following equation:

log(τe,i) =
1

2.3

[
Ea

kT
+ 2.3log(τ0)+αILTIL +αkxi

]
. (3.5)

As i increases, the tunneling distance xi is larger and the variance of the term
(αkxi) in the right-hand side increases and so does the variance of log(τe,i).

Although our model can reproduce the measured emission time distributions
in Fig. 3.8 well, we do not exclude the possibility of other combinations of the
trapped charge distributions which may still come to the data in Fig. 3.8, for
example, a fixed trap depth at the IL/high-k interface and a broader activation
energy distribution. But considering that pure oxide and high-k pMOSFETs both
have a similar log(t) recovery characteristic, we believe that NBTI created traps are
more likely to distribute uniformly (or very broadly) in a gate dielectric. Finally,
we would like to remark that the above conclusions about BTI trap characteristics
such as uniform trap spatial and energy distributions and a Gaussian-like activation
energy distribution are reached based on a measurement dataset of Δvt > 1 mV. Our
conclusions should be applied to BTI traps with Δvt < 1 mV as well. The reason is
that the magnitude of Δvt is dependent on a percolation path in the channel and is
nothing to do with trap behavior.

3.3.6 BTI Relaxation in nMOSFETs

Generally speaking, PBTI in nMOSFETs exhibits similar features as NBTI in
pMOSFETs. Single-trapped electron-induced Δvt follows an exponential distribu-
tion, too. Similarly to pMOSFETs, the PDFs of the first three trapped-electron
emission times in about 77 nMOSFETs are shown in Fig. 3.8b. Note that the average
spacing between two consecutive electron emission times, i.e., 〈log(τe,i+1)〉−
〈log(τe,i)〉, is about 0.6 in nMOSFETs. The smaller spacing in nMOSFETs indicates
a higher electron trap density after PBTI stress. Following the same extraction
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procedure, we obtain relative activation energy distribution in trapped-electron
emission in Fig. 3.13b. The mean and the standard deviation of the activation energy
distribution are smaller than those in NBTI recovery.

3.4 Recovery ΔVt Distribution and Its Temporal Evolutions

BTI recovery has been exploited in several circuit techniques to alleviate BTI sever-
ity in memory and logic circuits [24]. To enlarge a design window, the integration of
BTI statistical characteristics into a circuit simulation is needed in modern CMOS
circuit design. In this section, we characterize an overall BTI recovery-induced
ΔVt distribution in a large number of small-area devices. A statistical ΔVt model
based on the ThAT combined with single-charge-induced Δvt distribution is used
to calculate an entire ΔVt distribution and its temporal evolutions in BTI recovery
[11]. We measure threshold voltage shifts at different recovery times in a number
of BTI stressed pMOSFETs. The number of emitted holes and a total threshold
voltage shift (ΔVt) in each device are recorded. Figure 3.14 shows the measurement
results at a recovery time of 0.1 s, 10 s, and 1,000 s, respectively. The y-axis is a
total ΔVt in recovery and the x-axis is the number of emitted holes. Each data point
represents a device. A straight line with a slope of 3.3 mV, i.e., an average single-
charge-induced Vt shift, is drawn in the figure as a reference. The measurement data
scatter along the lines. The ΔVt and the number distributions broaden with recovery
time. An average of recovery Vt traces in 170 devices is plotted in Fig. 3.15 showing
a log(t) dependence of ΔVt. Figure 3.16 shows measured ΔVt evolutions in large-
area devices at two different stress Vg. The ΔVt obeys a log(t) dependence in an
initial period of relaxation and then gradually saturates. For a larger amount of stress
(a stress |Vg| of 1.7 V), the recovery ΔVt(t) possesses a larger slope, and the log(t)
dependence persists in a longer period of relaxation time.
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Fig. 3.14 A total Vt shift (ΔVt) versus number of emitted trapped holes in a device at a relaxation
time of 0.1, 10, and 1,000 s. Each data point represents a device. A straight line with a slope of
3.3 mV is drawn as a reference
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A Monte Carlo ΔVt model based on the ThAT and the extracted trapped
charge spatial, energetic, and activation energy distributions was developed. The
simulation flowchart is shown in Fig. 3.17 [11]. At a recovery time tr, the
number of emitted charges (N) is computed by counting all the charges with τe,i

less than tr. For each emitted charge, a Δvt is randomly selected based on the
distribution f (|Δvt|)= exp(−|Δvt|/σamp)/σamp with σamp = 3.3 mV. A total ΔVt is
then calculated as ΔVt = ∑N

i=1 Δvt, i. In total, 5× 105 devices are simulated. The
simulated and measured ΔVt distributions are shown in Fig. 3.18 at a recovery time
of tr = 0.1, 10, and 1,000 s. Our model is in good agreement with measurement. The
mean and the variance of the modeled and the measured ΔVt distributions versus
relaxation time are shown in Figs. 3.15 and 3.19, respectively [11]. Our model can
reproduce the log(t) dependence in large-area devices as well as an overall ΔVt

distribution and its temporal evolutions in small-area devices.
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In short, the log(t) behavior in BTI relaxation in large-area devices is a result of
a uniform spatial distribution of trapped charges created by BTI stress while Ea and
Et distributions affect a ΔVt distribution and its temporal evolutions in small-area
devices.
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3.5 Comparison of BTI and RTN Amplitudes

Single-charge trapping/detrapping-induced threshold voltage fluctuations in RTN
and BTI have been widely explored. Similar phenomenology and connections
have been found in both of them. In this section, we compare the amplitudes
of RTN and BTI single-charge-induced Δvt. This study gives clues about RTN
and BTI trap generation. The complementary cumulative probability distributions
of measured BTI and RTN amplitudes are plotted in Fig. 3.20a [16]. The two-
level RTN amplitudes are measured in fresh devices. BTI apparently has a broader
amplitude distribution (σamp = 3.34 mV) than RTN (σamp = 1.12 mV). Our findings
suggest that BTI has a larger impact on CMOS reliability than RTN. Moreover, we
compare RTN amplitudes in pre-stress and post-stress devices. The result is shown
in Fig. 3.20b. The post-stress one also has a significantly larger Δvt tail [16].

To explore the physics that BTI stress-created charges have larger amplitudes,
we performed a 3D atomistic Monte Carlo simulation for both RTN and NBTI.
In RTN simulation, substrate dopants are randomly and discretely placed in a
simulated device, and an RTN trap position is randomly selected in the channel.
The random placement of an RTN trap is based on an assumption that RTN traps
in fresh devices (e.g., process-induced traps) have a uniform distribution in the
channel. This assumption is actually verified by measurement. We extract an RTN
trap lateral position in 124 devices by using a method similar to [25, 26] and plot
their distribution along the channel in Fig. 3.21 [16]. The trap position distribution is
rather uniform. In NBTI simulation, NBTI trapped charge creation is not uniform in
space because of nonuniform 3D electrostatics and random and discrete placement
of substrate dopants. In order to select a trapped charge position, we need to
calculate a relative trap creation probability at each grid point in the surface of the
channel during NBTI stress. According to the RD model [27] and assuming that a
reaction phase dominates the process, NBTI trap generation rate, in the initial stage
of stress (i.e., the trap density Nt is small), can be expressed by

dNt

dt
= kF N0 (3.6)



3 Statistical Characterization of BTI-Induced High-k Dielectric Traps. . . 69

0 5 10 15 20 25
10-3

10-2

10-1

100

 RTN (fresh devices)
 NBTI

|Δvt| (mV)

1-
C

D
F

0 5 10 15 20 25
10-3

10-2

10-1

100

 pre-stress
 post-stress

|Δvt| (mV)

1-
C

D
F

RTN measurement

a b

Fig. 3.20 (a) Complementary cumulative probability distributions of single-charge NBTI and
RTN amplitudes. RTN is measured in fresh devices. (b) Complementary cumulative probability
distributions of RTN amplitudes in fresh devices and in post-NBTI stress devices. The measured
devices have a gate width of 80 nm and a gate length of 30 nm

0.0 0.2 0.4 0.6 0.8 1.0
0

10

20

Normalized Trap Position
along the Channel (xtrap/LDS)

N
um

be
r 

of
 D

ev
ic

es

124 devices

DrainSource

Fig. 3.21 RTN trap position
distribution along the channel
extracted from 124 devices.
xtrap is a distance of a trap
from the source and LDS
denotes a channel length

where N0 is the total number of Si–H bonds. kF is the Si–H dissociation rate
constant, which is formulated as follows [27]:

kF ∝ p · exp(
F
F0

) (3.7)

where p is a channel surface hole concentration and F is a local electric field.
The p and the F are obtained from a 3D atomistic device simulation. Thus, the
relative trap creation probability at each point of the channel can be calculated from
the product of p and exp(F/F0). Our simulation result shows that the trap creation
probability increases with a channel hole concentration [16]. In other words, a trap
tends to be created in a high hole density region (i.e., a critical current path) in
NBTI stress. In our NBTI simulation, we select a trapped hole position according to
the calculated probability distribution, instead of a uniform probability distribution
for RTN. The simulated RTN and NBTI amplitude distributions in the same device
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are compared in Fig. 3.22. The y-axis is a complementary cumulative probability
distribution. Our simulation indeed confirms that NBTI possesses a larger Δvt tail.
The reason is that an NBTI charge tends to be created in a critical path and thus has a
larger influence on a channel current and threshold voltage. A similar argument can
be applied to post-stress RTN in Fig. 3.20b. In post-stressed devices, there exist two
groups of RTN traps, process-induced traps (initial traps) and stress-created traps.
The initial traps have a tight Δvt distribution, while the stress-created traps have a
broader one. The overall distribution in post-stress devices therefore has a larger tail.

It should be mentioned that it is not our intention to directly compare simulation
(Fig. 3.22) and measurement results (Fig. 3.20a) because our simulator is not
calibrated yet. Besides, to reduce 3D simulation time, we used a smaller device
size (W/L= 30 nm/30 nm) in simulation. However, the trend that BTI has a larger
Δvt tail holds without regard to a device size. Our simulation result is different from
the result in [15]. The difference is probably in a way to place a BTI trapped charge
in simulation.

3.6 Two-Stage Vt Degradation in BTI Stress

Since post-stress high-k CMOS exhibits a large recovery effect from a μs to
ms range, a switching delay in a conventional method might lead to significant
underestimate of an initial BTI degradation. Throughout this section, a stress–
measurement–stress technique is employed to measure BTI-induced degradation by
using Agilent B1500.

It has been reported that BTI degradation is strongly influenced by gate dielectric
processes [5]. The devices we used in this section have HfSiON/SiON gate
dielectrics. The EOT is about 0.9 nm. Evolutions of NBTI-induced Vt degradation
at different stress Vg are shown in Fig. 3.23. The Vt degradation initially evolves
linearly in a log(t) scale. After a certain stress time, denoted by τcorner in Fig. 3.23,
accelerated degradation is observed. The two-stage BTI degradation was reported
in [13, 28]. The accelerated degradation was also noticed in literature, whereas the
authors attributed the imperfect log-time dependence to a nonuniform trap spatial
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Fig. 3.24 Stress time dependence of NBTI degradation in the first stage (a) and in the second stage
(b). The second-stage degradation is obtained by subtracting extrapolated first-stage degradation
from measured ΔVt

distribution [29]. The Vt degradation versus stress time before τcorner (referred to
as “the first stage” hereafter) and after τcorner (“the second stage”) are replotted in
Fig. 3.24a, b, respectively. The second-stage degradation is obtained by subtracting
the extrapolation of the first-stage degradation from the measured ΔVt. Notably, the
first-stage degradation has a log(t) dependence, while the second-stage degradation
exhibits power-law time dependence with a power factor of ∼0.19 without regard to
a stress Vg. Stress temperature effect is also examined in Figs. 3.25 and 3.26. Three
points should be mentioned. (1) At a higher stress temperature, the Vt degradation
enters the second stage earlier or a smaller τcorner (Fig. 3.26). (2) The first-stage
degradation has negative stress temperature dependence. Nevertheless, the second
stage shows an opposite trend, a positive temperature effect. A crossover of the
Vt degradations at T= 25 ◦C and 100 ◦C is noticed in Fig. 3.25, and a larger
stress |Vg| results in an earlier crossover [13]. The crossover was also shown in
[5]. The opposite temperature dependence implies that the dominant degradation
mechanisms in the first and the second stages are different. (3) The degradation is
driven into the second stage earlier at a higher stress |Vg|. For example, the corner
time is around 10−3 s for |Vg|= 1.3 V and 2× 10−4 s for |Vg|= 1.7 V in Fig. 3.26.
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The log(t) degradation in the first stage suggests that charging [29] and con-
comitant discharging [9] of preexisting high-k traps dominate the first-stage Vt

degradation. A higher stress |Vg| leads to a larger hole tunneling probability,
thus causing more severe Vt degradation. The cause of the negative temperature
dependence is speculated as follows. Since high-k charge detrapping rate increases
with temperature [9], a higher temperature results in a smaller net charge trapping
rate and thus smaller Vt degradation. On the other side, new high-k traps are
created during stress. At a certain stress time (the aforementioned “corner time”),
newly created high-k trap density reaches a level comparable to or even more than
preexisting ones. Charging and discharging of the preexisting traps are then no
longer a dominant process. Thus, the Vt degradation is dictated by trap generation
which has power-law stress time dependence [27, 30]. Furthermore, larger stress Vg

and higher temperatures lead to faster high-k trap generation in the second stage
(Figs. 3.23, 3.24, and 3.25) because of larger carrier fluency and energy [30, 31] and
thus an accelerated thermochemical reaction for trap creation [27, 32]. As a result,
the device Vt degradation is driven into the second stage earlier at higher stress Vg

and/or temperature. In Fig. 3.23, the first-stage degradation amounts to about 20%
of total degradation in a stress period of 100 s. As compared to our earlier work [13],
the ratio of the first-stage degradation decreases possibly because of the reduction
of initial high-k traps in this work.
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3.7 Summary

A discrete feature in BTI recovery Vt evolutions due to individual trapped charge
emissions in small-area high-k MOSFETs is reported. Single-charge emission times
and induced Vt shifts are clearly defined. The recovery Vt evolution characteristics
are reproducible by repeated trap refill and trapped charge emission. This single-
charge characterization approach allows us to gain insight into BTI trap properties
and a BTI recovery mechanism. We characterize the electric field and the tempera-
ture dependence of trapped charge emissions in BTI relaxation. A thermally assisted
tunnel detrapping model based on the measured electric field and temperature
dependence was proposed for BTI recovery. Statistical characterization of individual
trapped charge emissions in BTI recovery in a large number of nanoscale devices
is performed. Trapped charge emission time distributions are measured. BTI trap
characteristics such as single-trapped charge-induced Vt shifts, trap density, trap
spatial and energy distributions, and trapped charge activation energy in emission
are extracted. Based on the extracted BTI trap distributions and the ThAT model,
a Monte Carlo model is developed to calculate a statistical distribution of a BTI
recovery induced ΔVt. Our model can reproduce the measurement result of an
overall recovery ΔVt distribution and its time evolutions well.

As compared to RTN, BTI single-charge-induced ΔVt possesses a larger am-
plitude distribution tail. The reason is that BTI trapped charges are created more
likely in channel current percolation paths according to the RD model and thus
have a larger influence on threshold voltage. With respect to BTI stress in high-k
MOSFETs, two-stage Vt degradation is noticed. Vt degradation in the two stages has
different temperature and stress time dependence. We believe that the first stage is
caused by the charging of preexisting high-k traps and the second stage is attributed
to new high-k trap creation.
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Chapter 4
The Time-Dependent Defect Spectroscopy

Hans Reisinger

Abstract The time-dependent defect spectroscopy (TDDS) is an advancement
of the technique to analyze random telegraph signals (RTS). RTS in the drain
current of small-area MOSFETs has been used since the 1980s to study capture
and emission times of charge carriers in individual traps in the gate insulator.
These capture- and emission-time constants are the only electrically determined
parameters of individual traps which provide information having the potential to
identify the physical nature of these traps. The two main advantages of TDDS
compared to RTS are that capture and emission times can be determined over a
wide regime in gate bias, ranging from strong inversion to strong accumulation, and
that TDDS signals from multiple traps can be analyzed more easily because they
are less complex. This chapter is focused on explaining all the experimental aspects
of TDDS, on preconditions with respect to samples, proper choice of stress and
measuring parameters, data analysis, and limits due to instrumentation.

4.1 Introduction

The time-dependent defect spectroscopy (TDDS) is an experimental method to
characterize the charge-capture and charge-emission times of single, individual
defects in the insulator and in the semiconductor–insulator interface of MOSFETs.
The TDDS technique has similarities to the technique to characterize random
telegraph signals (or noise, RTS or RTN; see also Chap. 5) [1]: like RTS also
TDDS analyzes steps in the drain current due to an event of capture or emission
of charge in traps and—since the events are stochastic and thus require averaging—
it also analyzes a given event repeatedly for many times. While RTS is done in
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quasi-thermal equilibrium at a constant gate voltage, TDDS switches the MOSFET
space charge layer between inversion and depletion or accumulation. Thus TDDS in
principle is an extension of the deep-level transient spectroscopy (DLTS) technique
[2], adapted to small-area FETs. The new name TDDS has been introduced [3]
because of the different analysis method of the acquired data: a frequently employed
assumption in the DLTS is that all defects are charged after a filling pulse of a
certain duration. This assumption is incorrect as—as we will see—the capture-time
constant shows a very wide distribution, a fact observed as a nonsaturating behavior
in the DLTS spectra.

The first TDDS measurement (though not named TDDS yet) was reported by
Karwath et al. [4] in 1988. Karwath et al. observed steps in the drain current of
an n-channel MOSFET due to charge emission from traps. The TDDS technique
is actually quite simple and is no more demanding with respect to instrumentation,
samples, or overall effort than RTS. Nevertheless its enhanced potential with respect
to determine the field dependence of capture- and emission-time constants has not
been recognized in 1988, and the technique has been forgotten. Only recently—as a
consequence of the increasing interest in the negative bias temperature instability
(NBTI) [5, 6] and in HiK gate stacks [7, 8] (also see Chaps. 3, 21–23)—some
workgroups [9–14] have rediscovered TDDS. “Large-scale” TDDS measurements,
that is, an analysis of the field and temperature dependencies of capture and
emission, based on measurements of a large total number (1,000–100,000) of
capture/emission events into the same defect, have been started and reported from
2009 on [3, 15–31]. The standard “DC-TDDS” measurements have recently been
extended to stress under AC gate voltage [31]. AC stress experiments are able to
give information about defects having properties which go beyond the simple two-
level defect model which will be discussed in Sect. 4.3.

We will continue in Sect. 4.2 discussing the requirements and preconditions
for doing RTS or TDDS measurements. Section 4.3 introduces a simplified defect
model, which only partly describes the properties of real defects but will serve as
a vehicle to understand the TDDS method(s) and provide a basic understanding
of the phenomena. In Sect. 4.4 we will explain how the measurements intended
to extract capture- and emission-time constants are done, and Sect. 4.5 will show
some examples for “raw” TDDS data and for results extracted from repeated
measurements. Since the focus of this chapter is primarily on the TDDS method
and not on the results, only a few results for properties of selected defects under the
influence of the electric field and temperature will be shown. Section 4.6 will give
a brief comparison of the features of the related methods RTS measurement and
TDDS. Considerations about data reduction will be done in Sect. 4.7. The subject of
Sect. 4.8 will be error estimation and minimization. Section 4.9 will briefly discuss
experimental setups, performance, problems, and limitations. Finally Sect. 4.10 will
summarize in brief the new findings up to date about the physics of defects and
NBTI.

http://dx.doi.org/10.1007/978-1-4614-7909-3_3
http://dx.doi.org/10.1007/978-1-4614-7909-3_21
http://dx.doi.org/10.1007/978-1-4614-7909-3_23
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4.2 Preconditions and Basics for TDDS

In a MOSFET, small enough to fulfill the condition that there are only few mobile
carriers in the channel, the effect of one carrier from the channel being trapped may
be easily detectable as a change of the drain current or of the threshold voltage.
Figure 4.1 schematically illustrates the process and its effect on the drain current.

Trapping of a charge q sitting just at the semiconductor–insulator interface of a
MOSFET, smeared out in lateral direction over the whole gate area, will cause a
threshold shift ΔVth of

ΔVth = q/Cox with Cox = ε ×A/tox (4.1)

Fig. 4.1 Illustration of a
negative charge moving at
random from the channel into
a trap in the vicinity of the
Fermi level (capture) and
reverse from the trap back
into the channel (emission).
(a) Conduction-band diagram
illustrating trapping and
de-trapping of a carrier from
the channel into a trap at an
energy near the Fermi level.
(b) n-channel MOSFET with
source/drain/gate terminals.
Prior to capture of a negative
charge in the oxide the
number of carriers in the
channel equals the number of
charges in the gate (depletion
charge neglected); after
capture one (mobile) carrier
in the channel is missing.
Figure (c) shows the effect on
the drain current at a const
drain and gate voltage. The
ratio of time at high
level/time at low level is
called mark/space ratio and is
equal to τe/τc
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Table 4.1 Useful numbers for some selected technology nodes: operation voltage VDD, minimal
dimensions, SiO2-equivalent insulator thickness EOT, specific and absolute gate capacitances, and
numbers of free carriers and defects

Technology node 1 μm 10 nm 40 nm 16 nm

VDD (V) 3.3 1.2 1 0.8
Width= length in (μm) 1 0.1 0.04 0.16
EOT/nm 10 2.2 1 1
Specific capacitance (C/nF/cm2) 345 1,568 3,450 3,450
Oxide capacitance Cox (F) 3.45E − 15 1.57E − 16 5.52E − 17 8.83E − 18
Eox at VDD (MV/cm) 3.3 5.5 10.0 8.0
Number of carriers in channel at

Eox= 5MV/cm
7.1E+ 04 1.2E+ 03 345 44

Number of active defects 1,000 10 1.6 0.3
ΔVth for single carrier (mV) 0.05 1.0 2.9 18.1

ΔVth after Eq. (4.1). Assumption: defect density= 1011/cm2

where Cox is the oxide (or insulator) capacitance, determined by its dielectric
constant ε and the gate area A and the oxide thickness tox. In general q will be a
positive (for p-channels) or negative (for n-channels) elementary charge. Equation
(4.1) neglects the fact that the trapped charge is not two-dimensionally smeared
out. In reality the charge is localized and the interaction with randomly distributed
dopant atoms in the substrate brings about that real ΔVth’s may be significantly
smaller or larger than the value from Eq. (4.1). “Giant” defects may cause ΔVth’s
multiplied by a factor of 10 or even higher compared to Eq. (4.1) ([19, 32], and see
Chaps. 7 and 13). For a qualitative discussion of the phenomena to be discussed,
the “charge sheet approximation” Eq. (4.1) will be sufficient, however. To give
an impression of numbers, Table 4.1 shows selected ΔVth values and other useful
numbers for MOSFETs with minimum dimensions for some past and actual CMOS
technologies.

Let us first discuss the effect of the capture of just one carrier from the channel
into an oxide trap for a 1.0 μm technology, as shown in Table 4.1: For a MOSFET
operated at a given gate and drain voltage this trapping process means that there
would be (approximately, for Cox�capacitance of space charge layer) one carrier
less in the channel, compared to the state before trapping. Thus the drain current
would decrease. At a high gate voltage, corresponding to strong inversion, this
would just cause a very small relative change in the drain current of about 1 in
104 (see Table 4.1). At a gate voltage around threshold this relative change would
be higher, around 0.1%. The corresponding threshold shift would be less than 1
mV. Decreasing the gate voltage into the subthreshold regime would be a means
to further increase the relative change. Even so, for any pre-1.0 μm technology at
room temperature, the effect of trapping a single charge carrier is clearly below
a reasonable experimental detection limit. Moreover, even at low gate voltages,
there would be at least 100 defects being active (that is capturing and emitting)
at the same time which would make the analysis of the Vth steps from any selected
defect impossible. This is why the first RTS experiments could be done no earlier

http://dx.doi.org/10.1007/978-1-4614-7909-3_7
http://dx.doi.org/10.1007/978-1-4614-7909-3_13
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than 1984 by Ralls et al. [33], when the first small-area MOSFETs were available,
together with digital data acquisition systems. Ralls et al. were using nMOSFETs
with ≈0.1 μm2 gate area at cryogenic temperatures. When we look at 100, 40, and
16 nm technologies in Table 4.1, we see that the relative change in the drain current
and the ΔVth values (due to capture/emission of one carrier) increase. For the 100
nm technology the RTS effect comes into the conveniently measurable 1% regime,
and for the 16 nm technology “giants” may easily exceed 10% change in drain
current or cause ΔVth’s of more than 100 mV. On the other hand, with the gate area
decreasing, it becomes more and more unlikely to detect a defect at all on a small
gate area and thus might require a tedious prescreening of devices. Thus, nearly
independent of the technology, the most promising device geometry to study RTS
or TDDS is in the order of W×L= 50×50 nm2. For such an area one can expect to
have about a handful of active traps available on a MOSFET.

4.3 Theoretical Background

The physics behind capture and emission of charge into defects and the properties of
these defects is covered in Chaps. 9 and 10. In this chapter, focused on describing the
technique and its capabilities, we just want to provide a very rough understanding of
capture- and emission-time constants and probabilities and to discuss the equations
[Eqs. (4.2), (4.3), and (4.4)] we need for the analysis of the experimental data.

Often elastic tunneling of electrons or holes or the Schottky–Read–Hall (SRH)
recombination has been tried to explain capture and emission. Tunneling—for
thin oxides and with realistic parameters—is far from being able to explain the
long capture- and emission-time constants above 100 s which were experimentally
observed [1, 34] and cannot explain the strong thermal activation with activation
energies in the order of 1 eV either. The SRH theory, treating minority carriers
with thermal velocity in bulk semiconductors, was never intended to describe
processes involving space charge layers and therefore is not applicable. Most of
the phenomena seen in TDDS can be explained by a defect model consisting of two
states, a charged state and an uncharged one. With the defect sitting in the vicinity
of the border between substrate and oxide [35], the energy level of the charged
state can be shifted up and down with the applied gate voltage. The transition
of the defect from one state to the other involves a structural change (structural
relaxation; see [1, 36]) of the surrounding oxide matrix. This effect can explain
that the two states are separated by a fairly large potential barrier in the order of
1 eV. During capture and emission this barrier has to be surmounted by thermal
excitation, as illustrated in Fig. 4.2. This makes the transition from one state to the
other a stochastic, thermally driven process like a chemical reaction. The transition
rate is a function of the applied gate voltage, thus making capture/emission an
electrochemical reaction. Actually, as will be shown in Chaps. 16 and 17, some
defects may assume more than two states. The real nature and physics of the defects
are more complicated than given by the two-state approximation. On the other hand,

http://dx.doi.org/10.1007/978-1-4614-7909-3_9
http://dx.doi.org/10.1007/978-1-4614-7909-3_10
http://dx.doi.org/10.1007/978-1-4614-7909-3_16
http://dx.doi.org/10.1007/978-1-4614-7909-3_17
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Fig. 4.2 Configuration
coordinate diagram
(schematic) of a defect in the
uncharged state (right) and in
the charged state for two
different electric fields. A low
electric field pulls the energy
of the charged state down
below the uncharged state and
thus enables capture. A high
field pulls the energy down
further and also lowers the
barrier B for capture

the two-state model is a good approximation for the phenomenological behavior of
the standard defect, which is—for a given field and temperature—described by only
one simple equation [Eq. (4.2)] and only two parameters, i.e., the capture- and the
emission-time constant:

When the defect is in one state (this may be either the charged or the uncharged
state) the transition probability P per time unit to switch to the other state is time
independent and given by

P = 1/τ̄ ∝ exp(−B/kT ) (4.2)

where τ̄ is the time constant corresponding to the probability P, and B is the
potential barrier (=the activation energy). From the barrier energy in Eq. (4.2) it
becomes plausible that the experimentally observed range of capture and emission
time constants—best seen in capture- and emission-time maps of wide FETs [17,
37]—is very wide, from sub-μs to >105 s. Due to the amorphous nature of the
oxide the barriers B vary, and a variation only from 1 to 1.4 eV causes a change in
the Boltzmann factor by 5 orders of magnitude. It is obvious, but worth mentioning
it, that the barriers for capture and emission in general will be different; thus capture
and emission time constants will be different, dependent on gate bias.

As we will see, during TDDS, the gate voltage will preferably always be kept
in the special case where capture and emission can be separated, that is, either in a
pure “charge capture” condition or in a pure “charge emission” condition. In a pure
stress condition τ̄C � τ̄E is valid; that is, the equilibrium state is the “captured” state,
and after the capture process has occurred any emission is very unlikely to happen.
During the recovery condition the equilibrium state is the “emitted” state and the
reversed condition τ̄C 	 τ̄E is valid.
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For these idealized cases we only have to deal with either only the capture process
or only the emission process. For the time dependence during stress and recovery
we then obtain simple exponential solutions for the occupancy O(t) of the charged
state from the integration of Eq. (4.2).

For the stress condition we get an occupancy increasing with stress time:

O(ts) = [1−O(ts = 0)]× [1− exp(−ts/τ̄C)] (4.3)

and for the recovery condition the occupancy will exponentially decay after

O(tr) = O(tr = 0)× exp(−tr/τ̄E) (4.4)

In Eqs. (4.3) and (4.4), ts and tr are the stress and recovery times, respectively.
The zeroes of ts and tr correspond to the time when switching from recovery voltage
to stress and vice versa, respectively. τ̄C and τ̄E are the capture- and emission-
time constants. O(t= 0) are the occupancies prior to starting stress or recovery.
In general, the desired starting conditions prior to applying a stress or recovery
pulse are O= 0 or O= 1, respectively. Obviously it does not make sense to start
stress when the occupancy is already 90%, for instance. Thus the desired starting
conditions have to be ensured by an appropriate electrical “preconditioning” of the
device under test, that is, applying either zero or a high gate bias for a sufficiently
long time to ensure an occupancy of zero or 100%, respectively. It should be noted
that Eqs. (4.3) and (4.4) describe charging and discharging of an asymmetric RC
element which is discussed in Fig. 4.15.

Prior to proceeding to the statistical analysis of capture and emission events
of single defects we want to repeat and summarize the most important facts and
assumptions:

1. Capture and emission are stochastic processes which are random and can happen
at any time. Like for radioactive decay only probabilities for capture and emission
can be given. Capture and emission (under a given condition, i.e., local electric
field and temperature) each are characterized by a single parameter, τ̄C and τ̄E ,
respectively. This is due to the fact that the transition probability p [Eq. (4.2)]
is constant, i.e., time independent. As a consequence a resulting distribution
of transition times is an exponential distribution. Note that differences from
exponential distributions [38] may occur in principle if the probability p is not
constant, for example, due to the fact that a defect can appear in more than two
states.

2. Equations (4.3) and (4.4) are exact only for a two-state system under the
assumption that the equilibrium occupancy under the stress or recovery condition
will be unity or zero, respectively. The Fermi distribution function is neglected
and assumed to be 1 during stress and 0 during recovery. This is a good
approximation as long as the trap energy ET is not within an energetic distance
of <100 mV to the Fermi level EF (<5% occupancy at T= 400 K). It should be
noted that the validity of this approximation simplifies the data analysis but is
not a necessary condition. Defects with ET close to EF cause an RTS signal (see
Fig. 4.8) but are not likely to be observed at Vg near Vth.
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3. Any defect has two states, and at any time is either occupied or unoccupied.
Equations (4.3) and (4.4) give average occupation levels which one would
approach by averaging over many of stress or recovery sequences done under
the same conditions or averaging over many equivalent defects.

4. Any experiment averaging over a finite number of capture and emission events
will yield time constants τC or τE . Due to the stochastic nature of the processes
they in general will not be exactly equal to the expectation values τ̄C and τ̄E

in Eqs. (4.3) and (4.4) (compare Sect. 4.8 about confidence limits). One would
obtain these expectation values only by averaging over an infinite number of
experiments.

4.4 The TDDS Technique

The purpose of TDDS is to extract the properties of single, individual defects in
MOSFETs. The primary properties of a defect are its capture- and emission-time
constant, both dependent on the local gate electric field and the temperature. In order
to learn as much as possible about the physics of defects, and in order to enable a
modeling of the reliability and degradation of the devices (under all possible stress
and recovery conditions), it is desirable to extend the investigated gate voltage
and temperature over a range as wide as possible. The number of investigated,
different individual defects and types of defects for a given technology should be
very large. This is desirable in order to model degradation for large, “analog” FETs
and to model the ΔVth variability of small FETs. Considering the wide distribution
in capture- and emission-time constants, certainly the complete characterization
of the properties of 100–1,000 defects would be required and desirable for this
purpose. Complete characterization in this context means capture and emission to
be measured over the full gate and drain voltage range from 0 to VDD and also
at different temperatures. Since the characterization of only a handful of defects
already is a matter of months, such a task would require an automated measurement
of many small FETs in parallel, and at present is still an ambitious goal for the
future.

For the following considerations the type of MOSFET (n- or p-channel) is
irrelevant, and for the sake of simplicity we deal with an nMOSFET. All of the
measurement examples are for pMOSFETs, which just would mean to flip the band
diagrams (e.g., Fig. 4.16) upside down. Let us start with examining the behavior of a
defect at three different gate voltages. Figure 4.3 gives a schematic illustration of the
potential energy of a given defect in its two states, of the barriers, and of the capture
and emission events. The right-hand column of Fig. 4.3 shows the potential energy
of the defect vs. the reaction coordinate for three different gate voltages. When the
defect state is in the left-hand potential minimum, the defect is charged (=captured
state). This state is correlated with the low value of the drain current (see center
column). In the right-hand potential minimum the defect is uncharged and the drain
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Fig. 4.3 From left to right column: C1: Configuration coordinate diagram of a defect, with the
state of the defect in either the left (charged) or the right (uncharged) potential minimum. C2:
corresponding random telegraph signal (RTS). C3: TDDS measurement. From top to bottom row:
R1: Moderate stress voltage, where the defect charging probability would be 99%; ⇒ RTS–
mark–space ratio= 1% and charging probability 99% after stress pulse time 	 τ̄C; TDDS does
a determination of τ̄C by applying stress pulses and testing the success rate for charging the defect.
R2: a gate voltage in weak inversion, charging probability 50% and mark-space ratio 1:1; no TDDS
determination of τ̄C or τ̄E in this regime. R3: Low gate voltage, defect discharged with probability
99%; ⇒ RTS–mark–space ratio= 99% and the defect is most likely (99%) emitting when ending
stress; TDDS directly determines τ̄E by doing recovery traces after stress (see also Fig. 4.8)

current assumes its high value (=emitted state). Let us first look at the middle row
of Fig. 4.3: The defect is assumed to have the same potential energy in both states,
and this energy is assumed to be at the Fermi level.

Thus both states—ruled by Fermi–Dirac statistics, and neglecting any
degeneracy—are occupied with the same probability; the defect spends equal
amounts of time in both states, and the averaged mark/space ratio τe/τc of the
RTS signal (middle column in Fig. 4.3) is unity. The defect captures and emits
spontaneously and stochastically, driven by thermal excitation. That is, it switches
continuously from one state to the other. Capture and emission times are ruled by a
constant transition probability per time unit [see Eq. (4.2)].

All RTS measurements exclusively deal with states where the defect energy is
close to the Fermi level and the defect switches spontaneously. For the special
case assumed for the middle row of Fig. 4.3 the defect is just in equilibrium
between capture and emission. By changing the gate voltage either more towards
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Fig. 4.4 I–V curve of a MOSFET meant to illustrate the different regimes employed in RTS and
TDDS. Only the green (dotted) regime has a suitable drain current to measure emission or RTS. In
the red (thick, inversion and strong inversion) capture of charge is done, and the regime below 0.5
V is used in TDDS for emission in dynamic TDDS (see Fig. 4.6c)

strong inversion (Fig. 4.3 upper row) or towards depletion (Fig. 4.3 bottom row)
this equilibrium can be shifted towards the captured or the emitted direction,
respectively. In general, a small change of the gate voltage (≈200 mV for a 2 nm
gate oxide) already will change the mark/space ratio by a factor in the order of 1,000
which makes measurement and analysis of RTS data over a wider bias range very
difficult and finally impossible.

This is where the TDDS technique comes in. In contrast to the RTS measurement,
where the MOSFET stays in quasi-equilibrium, during a TDDS measurement the
MOSFET is actively forced to switch between two states or phases always: During
the stress phase (phase 1) the gate voltage is high, thus switching the equilibrium
state to the charged state. For TDDS in general the value of the gate voltage will
be chosen to have this state occupied with a high probability or occupancy level,
say >99% (compare Fig. 4.3 upper row). During the recovery phase (phase 2) the
gate voltage is low, thus switching the equilibrium state to the uncharged state with
a probability >99% (compare Fig. 4.3 lower row). There also must be a readout
phase, where the actual measurement is done, which for the easiest case is identical
to phase 2. Important differences between RTS and TDDS measurements will be
treated in Sect. 4.6.

In order to illustrate the various regimes of the TDDS method, i.e., differing in
the method to determine the capture- and emission-time constants, the IV curve of
a MOSFET is drawn in Fig. 4.4. We have divided the IV curve into three different
regimes:

1. The strong-inversion regime is the regime where the device is under BTI stress.
The high gate voltage in this regime pulls the defects energetically below the
quasi-Fermi level so that they can be charged. The density and the number
of carriers in the channel drain are high (≈1013/cm2 or ≈1,000, respectively,
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Fig. 4.5 An example for the
wide range of the
determination of the
emission-time constants for
two defects. By the
“dynamic” TDDS technique,
the range is extended to gate
voltages far below threshold
where no drain current can be
measured. From [31]

compare Table 4.1). Noise and limited resolution in this regime normally prevent
capture and emission processes to be directly measured as steps in the drain
current.

2. In the weak-inversion and near-threshold regime only a negligible number of
defects are in an energetic position to be charged. Most of the defects being
charged in the strong-inversion regime will discharge in this regime (if previously
been charged). This is the regime in which the actual emission processes during
TDDS are measured (and where RTS measurements are done).

3. In the depletion and accumulation regime—like in the regime near threshold—
defects previously charged are emitting their charges. Unlike in the regime near
threshold these emission processes cannot be directly detected by measuring in
the drain current because the drain current in this regime is close to zero.

For the sake of completeness we want to mention that in the accumulation regime
processes like charging of defects from the gate side (pMOS PBTI [39, 40]) or
charging from the substrate with opposite charge polarity may occur. But these
effects will not be treated further here.

To summarize the description of measurement and extraction methods, the
process directly observable during TDDS is only the emission of charges in
regime 2. The other processes, which are capture of charges in regime 1 and
discharge in regime 3, have to be studied indirectly.

Figure 4.5 shows a practical example illustrating the above regimes 1–3, and
for the extraction of the emission times of two defects over a very wide regime
in gate voltage, from accumulation over depletion into inversion. To clarify the
procedures, the timing of the three different measuring sequences has been plotted in
Fig. 4.6a–c.
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Fig. 4.6 Illustration of the three different measuring schemes used by TDDS (comp. also [41]).
(a) direct determination of τE: the defect is charged to an occupancy close to 1 by switching the
FET into inversion for a sufficiently long time (no measurement done during charging), and then
the defect is discharged by switching the FET into weak inversion (threshold); the steps in Id
caused by discharging are directly monitored during the measuring phase (see example Fig. 4.8).
(b) determination of τC: same as in (a), but the charging pulse is shorter in order to produce an
occupancy of about 10–.95%. Then the success rate of charging, i.e., the occupancy, is determined
in a measuring phase. τC is calculated from Eq. (4.3). (c) the defect is charged like in a, and then a
discharging pulse (accumulation) of a length tP is applied. Then the “success rate” of discharging
is tested by determining of O(tP) like in (b). The actual measuring of emission events is done in
the dotted regime only

The determination of the capture- and emission-time constants τ̄C and τ̄E from
the experimental data is based on Eq. (4.2) and straightforward. The full equations
can be found in Sect. 4.8 about confidence limits.
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4.5 Examples for Defect Analysis by TDDS

After having explained all necessary model conceptions, equations, and timing
sequences in Sects. 4.3 and 4.4, we will continue with practical examples for the
statistical analysis of defects.

Figure 4.7 shows a couple of examples for TDDS measurements. Only single
recovery traces, measured after a stress pulse, are shown. Different individual traps
can be distinguished by the defect-specific different step heights.

Figure 4.8 shows a further example for a TDDS measurement, using a pMOSFET
with SiON gate oxide. In this example the stress pulses applied prior to measuring
the recovery traces had two different lengths, i.e., 10 ms and 10 s, and about
7 (equivalent) recovery traces are shown after each stress condition. A couple
of important things can be seen in Fig. 4.8: Four defects simultaneously can be
analyzed from the data in Fig. 4.8. Each defect is characterized by its individual
step height in Vth, which is like a fingerprint of the corresponding defect. This is of

Fig. 4.7 Examples for TDDS from various authors and samples. (a) Pre- and post-stress current
in a high-K MOSFET (data from [9]). (b) Hole de-trapping in small pMOSFETs (data from [11]).
(c) SiON 1.4 nm, different pMOSFETs (data from [13]). (d) Electron and hole de-trapping after
NBTI in pMOSFETs with a poly-silicon gate and a HfSiON–SiO2 gate stack (data from [12])
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Fig. 4.8 Recovery traces recorded after repeated gate stress pulses with tS = 10 ms and 10 s
pulse length. Four different defects (named A, B, F, G) with different capture- and emission-
time constants and step heights are charged. For the given gate area, ΔVth after the charge sheet
approximation [Eq. (4.1)] is 1 mV, the resolution is about 0.2 mV. Also shown is an average over
50 recovery traces after tS =10 ms, showing the exponential distribution Eq. (4.4)

uttermost importance for the analysis of a given defect. It should be noted that two or
more defects having the same step height still could be distinguished and analyzed
with acceptable certainty as long as their emission-time constants are differing by
more than a factor of ≈100. (For a given defect the width of a measured distribution
of emission times, containing 95% of the emission events, is roughly 2 decades; see
Sect. 4.8.)

We first examine the recovery traces with stress time ts = 10 ms. As seen, only
a single defect named “A” with an emission time around 10 s happens to be active.
The capture-time constant of this defect is <10 ms; thus its occupation probability
is nearly unity after stress. The recovery of defect “A” is shown also as an average
over 50 recovery traces. All the steps are smoothed out this way, and the average
recovery is exponential following Eq. (4.4).

The “giant” defect in Fig. 4.8 sometimes is charged after the 10 s stress pulse, and
sometimes is not, according to Eq. (4.3). Apparently it has a capture-time constant
around 10 s. In the long-term part of the traces a slow RTS can be seen, with RTS
time constants of roughly 100 s.

An example for the statistical determination of emission-time constants accord-
ing to Eq. (4.4), for a selected defect, is shown in Fig. 4.9. Each emission time
of this defect, extracted from a recovery trace like in Fig. 4.8, is plotted as a dot.
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Fig. 4.9 Measured emission times, plotted as exponential distributions [Eq. (4.4)] for a single,
selected defect. Same sample type as in Fig. 4.8. Each dot in the graph (256 dots per curve)
corresponds to an emission event observed in a recovery trace. Arrows mark the average emission-
time or emission-time constant. The emission-time constants decrease with increasing temperature

Fig. 4.10 Arrhenius plot for
one defect from capture and
emission (trap A from
Fig. 4.8) and for another
defect from emission. The
straight lines and small error
bars make clear that
activation energies EA can be
determined with great
precision and that thermal
activation exactly follows an
Arrhenius law

The fit to a straight line allows a reliable extraction of τe and also is a proof that
the defects behave according to the expected exponential distribution and that only
one defect is contained in the distribution. Mixing another similar defect into the
same distribution would lead to a deviation from the straight line. Figure 4.10
shows the results from Fig. 4.9 as an Arrhenius plot. It should be noted that the
thermal activation of the single defects exactly follows an Arrhenius behavior, in
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Fig. 4.11 Capture times for
two different temperatures,
determined from the
measurement of the charging
“success rate” (see labels)
and Eq. (4.3), as illustrated in
Fig. 4.6b. Same sample type
as in Figs. 4.8 and 4.9

contrast to a conventional determination of thermal activation done on wide FETs
[42]. The statistical TDDS analysis allows a very precise determination of activation
energies EA. We want to note at this point that the conventional determination of
EA delivers different and wrong values. This is due to the fact that a conventional
NBTI measurement on a large FET measures a whole ensemble of defects and that—
expressed in a much simplified way—speeding up degradation by increasing T also
speeds up recovery, thus eliminating a part of the net effect. This is discussed in
more detail in [15, 21, 23]. The EA’s found here are in agreement with the findings
from ultrafast temperature changes, which avoid fast recovery [43, 44].

An example for the determination of capture-time constants τC according to
Eq. (4.3) for a selected defect is shown in Fig. 4.11. As explained above, capture
times cannot be measured directly but have to be determined indirectly by varying
the stress pulse length and the determination of the capture rate. τC is given by
Eq. (4.3), and the best regime of ts and the corresponding confidence limits are
discussed in Sect. 4.8.

The analysis shown in the figures above only analyzes the behavior of a
single defect and does not contain information about the step height. In order to
simultaneously analyze the discrete steps caused by the discharging of a dozen
of defects, “spectral maps” have been introduced in [18]. Spectral maps provide
a complete visualization simultaneously of all emission events from all traps, for
a given charging or stress time, for instance, of hundreds of charging pulses and
recovery traces like the “10-ms” traces in Fig. 4.8. Figure 4.12 explains with an
example (for two recovery traces only) how all the emission events from a given
experiment are mapped into a two-dimensional spectral map.

Figures 4.13 and 4.14 show examples demonstrating the potential of the spectral
map representation of data. A spectral map contains both the emission times and the
step heights from all recovery traces from a given stress condition (i.e., T, tS, Vstress,
Vd) and thus contains the full information from an experiment with many (hundreds
or more) recovery traces.
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Fig. 4.12 An example showing how emission events are mapped into a spectral map. The top
(time domain) shows two recovery traces with emission events from four different defects, with
fastest to slowest emission-time constant ≈0.1 ms to ≈5 s, and step heights from 0.2 to 5mV. Each
emission time and step heights for each emission event is transformed (see arrows) to a dot in the
two-dimensional spectral map (bottom, spectral map). A real spectral map contains collected data
from hundreds of recovery traces and delivers meaningful average emission-time constants

Fig. 4.13 Spectral maps from pMOSFETs with 2.2 nm PNO and W/L= 150 nm/100 nm. This
series shows the drain bias sensitivity of the defect parameters at T= 125 ◦C, Vstress =−1.5 V, and
ts = 100 ms. When the drain bias is changed from −0.9 V to −0.6 V, −0.1 V, and eventually “+1.2
V” (symbolic for source and drain reversed), the step height of #1 increases from 0.8 to 2.1 mV,
#4 decreases from 4 to 1 mV, and #6 increases from 3 to 4.3 mV. Note that the positions of the
crosses marking τE also shift significantly and also τC changes as seen from the filling level of the
clusters. Note that even though defects #1, #4, and #6 dramatically change their relative positions,
reliable extraction of the defect parameters remains possible. For more results, see [3]
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Fig. 4.14 Same device and T as in Fig. 4.13. This series shows the recovery gate bias dependence
of the defect parameters. With decreasing gate bias, the emission times become shorter, visible by
a shift to the left of the clusters in the spectral maps. Particularly #3 and #6 show a very strong bias
dependence. Also note the strong splitting in #4 and #6 (see text). The sub-peaks corresponding to
the same defect may also have different emission times, visible in the above example for #4 and
#6. More results in [3]

Figure 4.13 shows a series of spectral maps taken at different drain biases.
Varying the drain bias changes the local density of free carriers in the channel and
the corresponding local electric field seen by the defect. Thus, depending on the
lateral position of the defect in the channel, both the emission times and the step
heights will change, and also the capture times when the drain voltage is on during
stress.

Figure 4.14 shows, for the same device as in Fig. 4.13 and the same numbering of
individual defects, a series of spectral maps taken at different recovery gate voltages.
As seen, recovery becomes faster when the gate bias is decreased, or even driven into
depletion. Quite interesting is also the fact that the step height of defect #4 changes
to another value (#4′), depending on the actual state of defect #6, charged or not.
Apparently defect #4 by chance is located close enough to defect #6 to cause an
electrostatic interaction.

The focus of this chapter on TDDS is on the experimental technique and not on
the results of the TDDS technique. Thus we will restrict ourselves to just giving
the examples for results shown above. Other results of TDDS are given in Chaps. 3
and 23.

As already mentioned, TDDS allows to explore the capture- and emission-time
constants of defects over the full range of gate voltage, from strong accumulation
to strong inversion (see Fig. 4.5), to determine the lateral position of a defect by
varying the local field (with varying the drain voltage or reversing drain and source),
to determine the depth of defects in the oxide [35], to study the thermal activation
of individual defects, and to study electrostatic interaction of defects [3]. We again

http://dx.doi.org/10.1007/978-1-4614-7909-3_3
http://dx.doi.org/10.1007/978-1-4614-7909-3_23
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Fig. 4.15 Right-hand side: A discrete capture emission time map (data from same type of samples
as in previous figures), showing the correlation and the wide distribution of capture and emission
times for a couple of defects. Left-hand side: A circuit which is the exact equivalent of a single trap
as described by Eqs. (4.3) and (4.4). The value of C represents the amount of charge in the trap
(corresponding to the ΔVth produced by the trap); RC and RE determine charging and discharging
time constant of the capacitor

want to stress that all of the defects studied in SiON show anomalies, i.e., deviations
from the simplified two-state model which can be explained only by introducing
metastable defect states. Deviations from the two-state model are also seen in the
results of AC-BTI of wide FETs [41].

Still the two-state model has proven itself as an approximation being reasonably
useful for the practical simulation of degradation and recovery of large FETs
containing many, i.e., a quasi-continuous distribution of τE’s and τC’s. Figure 4.15
shows a map with capture and emission times (CET map) of a couple of discrete
defects, for a given stress and recovery condition. Though there are only very few
defects in Fig. 4.14 the map already gives an impression of the wide distribution
of τ’s, with defects having τE’s � τC’s and vice versa τE’s 	 τC’s. As shown
in Chap. 17 about CET maps in this book, and as justified by the TDDS results, a
CET map with a continuous distribution of τE’s and τC’s can be also extracted by
a conventional measurement from wide (say W= 100 μm) FETs with thousands of
defects. Such a continuous CET map has proven to provide a good tool to simulate
degradation and recovery due to a stress signal with stress and recovery sequences
of arbitrary lengths [17].

4.6 TDDS Vs. RTS

TDDS and RTS both investigate the same physical effect. Though some of the
differences in the features of TDDS and RTS have been already mentioned in the
previous sections, it makes sense to summarize the differences, advantages, and

http://dx.doi.org/10.1007/978-1-4614-7909-3_17


94 H. Reisinger

disadvantages again as a list of bullet points. It is important to note that RTS is a
method automatically “included” by TDDS, that is, RTS measurements can be done
with the identical setup/instruments and measurement software.

• General differences of the methods

TDDS: does an active switching of the defect(s) (by applying a gate pulse when
the defect is in quasi-thermal equilibrium) into an excited state and waits for
the defect to relax into the—gate voltage dependent—ground state. This causes
capture and emission processes to be synchronized with the gate pulses. Thus
all capture and emission times are referenced to a relative zero time. This has
advantages regarding the data analysis; it allows a de-convolution and separation
of defects having by chance the same step height. It also allows data compression,
as pointed out below. Practical: after the short emission times have occurred, the
sampling rate can be decreased w/o loss of information. In the absence of RTS
there is only one emission event from each defect in each trace.

RTS: always keeps the MOSFET in a quasi-thermal equilibrium state. Short or
long “mark” or “space” periods from a given defect can happen at any time and
more than once. There is no “time zero”; thus the signals cannot be de-convoluted
and data cannot be compressed. That is, the same (high) sampling rate has to be
kept throughout the measuring trace.

• Regime of gate voltage

TDDS: emission of charges from the channel from strong accumulation to
depletion; capture of charge in weak and strong inversion. Note that the gate
bias parameter space is two-dimensional for TDDS while it is one-dimensional
for RTS.

RTS: weak inversion only; accumulation not possible, strong inversion too noisy
due to high number of carriers in channel.

• Type/size of MOSFET

TDDS and RTS: both restricted to MOSFETs (n- and p-type, SiON or HiK) with
a handful of active traps (see Table 4.1). Larger FETs with, say >10, active traps
produce a signal too complex to be analyzed.

• Energetic position of defect

TDDS: as shown in Fig. 4.16, any energetic position will be made available
by sweeping the gate voltage from accumulation to strong inversion. Note: The
energy with respect to the Fermi level cannot be directly determined, since TDDS
always measures in a nonequilibrium state.

RTS: as shown in Fig. 4.16, only defects with energetic positions in the vicinity of
the Fermi level generate an RTS signal, when the MOSFET is in weak inversion.
Note a major advantage of RTS: The energy with respect to the Fermi level is
directly determined from the mark–space ratio [1] (Fig. 4.17).
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Fig. 4.16 Conduction band
diagram (schematic) of an
nMOSFET in weak and
strong inversion. Open and
filled dots represent neutral
and charged traps,
respectively. Only traps in the
vicinity of EF can be
analyzed by RTS (dashed
ellipse), while for TDDS all
the filled dots in the
right-hand side are available

Fig. 4.17 An example for
simultaneous determination
of capture- and emission-time
constants (at two
temperatures, and emission in
linear and saturation regime)
of a defect in an extremely
wide regime of time constants
and gate bias. For comparison
the RTS regime is encircled.
RTS is limited by the
condition
0.01< τE/τC < 100,
approximately

• Data reduction
Considerations regarding data reduction will be treated in the next section, and
in principle data reduction is the same for TDDS and RTS, with the following
important difference:

TDDS: as pointed out above all recovery events are synchronized with the end of
the stress pulse. A recovery event from a defect with an emission time constant of
1 ms, for example, will be discharged with a probability >99.9% after 7 ms. For
all practical cases a relative accuracy in the determination of the emission time
of 1% will be more than sufficient. A progressive data compression therefore can
compress the acquired data. For the assumed 1% resolution in time (i.e., data
points are equidistant on a log-time scale, and the time of each data point is the
previous time multiplied by 1.01), this means a compression to 230 data points
per decade or a total number of data points of about 2,000, assuming a recovery
trace ranging from 1 μs to 1,000 s. Such a compression means a great alleviation
in data analysis as well as a vast improvement in the amount of data to be stored.
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Assuming an experiment running over a year, and producing recovery traces with
a length of 1,000 s each, the amount of data to be stored would be only about 120
MB (with 2 bytes per data word).

RTS: in contrast to TDDS capture and emission are not synchronized with any
time zero. Thus a fast event, say a 1 μs RTS pulse, can happen any time. No data
compression—at least not prior to data reduction—is possible. This obviously
complicates data reduction as well as data storage. Given the above example
with an experiment running for 1 year, with a desired time resolution of 1 μs, the
amount of data to be stored is 60,000 GB (about 60 hard disks; incredible in the
1980s, still a lot even for modern computers).

4.7 Data Reduction

We define “data reduction” as the process of extracting emission events by
individual traps from the “raw” recovery traces. The first TDDS data by Karwath
[4] and most of the RTS data of the 1980s certainly have been analyzed “manually,”
just by visual inspection of the stored signal. A typical, extended TDDS experiment
may run over several months, and it typically produces a hundred spectral maps,
each map consisting of hundreds of recovery traces. Thus up to 10,000 recovery
traces have to be analyzed, which clearly rules out any manual data analysis. Setting
up an automated data reduction scheme for TDDS does not bring about any problem,
in principle. If the recovery traces are free of any RTS contributions, then the traces
are monotonically decreasing with time (compare Fig. 4.8). Let us assume that ten
defects are electrically active. This certainly is above the reasonable practically
manageable upper limit for the number of defects discharging in the same recovery
trace. Otherwise the signal gets too complex and noisy. With ten defects active, the
corresponding drain current Id or Vth in the recovery trace could assume a number of
210 = 1,024 different discrete levels. In the ideal case, that is, without RTS, and the
defects are discharging one by one, the number of discrete levels is reduced to 10.
In reality the clusters (see Figs. 4.13 and 4.14) will have an overlap, so the defects
will not discharge in the same order always. Thus the number of discrete levels is
increased by a factor 2 for each overlap. Also note that the transitions from level
to level can produce some extra, irregular points, due to the fact that transitions
are assumed to be indefinitely fast, while the response of the FET and the data
acquisition is not. These irregular points will be neglected here. As a consequence,
all the Id values occurring in a recovery trace can be binned into a number of
discrete bins, with the bins having the width of the noise amplitude. Then, in the
ideal case, for the above example with ten defects, only ten bins would be populated
per recovery trace, and the recovery trace would jump down from bin to bin. This
way the data reduction would be very easy and straightforward. The considerations
about data compression prior to the analysis have been pointed out in the last section.

Unfortunately recovery traces happen to be nonideal in many cases. That is, they
are spoilt by RTS signals and are non-monotonous, which largely complicates the
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data analysis. Moreover the RTS signals easily might cause steps in the recovery
signal to remain undetected or cause it to be assigned to the “wrong” defect.
Especially when the number of events from a given defects is low, such errors may
have dramatic effects on the extracted time constants (see Sect. 4.8). A sophisticated
way to eliminate the errors introduced by the unwanted RTS signals is described
in [45].

4.8 Confidence Limits and Minimization of Errors

Capture and emission in TDDS are stochastic processes. So whenever time con-
stants are extracted, it obviously is mandatory to know and consider errors and upper
and lower confidence limits. Moreover the TDDS experiments are time-consuming
and thus an optimization of the parameters with respect to data output will help
not to waste measuring time. The topic of error estimation is hardly addressed in
any RTS or TDDS publication. Thus the purpose of this section is to treat the
TDDS confidence limits and to show how to minimize them. In this section it is
assumed that the experiments and the corresponding analysis of data—apart from
their stochastic nature—are ideal. That is, any erroneous analysis, for example, due
to complex, overlapping signals or noise, RTS, etc. is not considered and has to
be treated separately. As mentioned above, TDDS uses two different methods for
the extraction of time constants: (1) τE’s in general are directly determined by
measuring emission times in a recovery trace. (2) τC’s are measured by counting
capture events happening during a given stress pulse time. So this chapter is divided
into two Sects. 4.8.1 and 4.8.2. The method to determine τE’s in the accumulation
regime is identical to method (2) and therefore is not treated separately.

4.8.1 Recovery

Let us assume that we want to determine the emission time constant τE for a given
trap, from an experiment with a number of n repeatedly done stress pulses, each
followed by measuring a recovery trace. In the ideal case, for a given trap, with an
expectation value of the emission-time constant τ̄E , when the occupancy O [compare
Eqs. (4.3) and (4.4)] has been brought to 100%, an emission event can be detected
for each of the n recovery traces. Then the measured distribution of emission times
will be an exponential distribution (like shown in Fig. 4.9), following Eq. (4.4). The
measured time constant τE will be just the average of the emission times. In reality
the number of measured emission events m will be less than n for three reasons:

(i) The stress pulse might be too short to produce the desired average occupancy
close to 100%. Thus for a fraction of the recovery pulses the given trap has
not been occupied. Except for the fact that such a trace—for the given trap—is
useless, it has no effect on the result, because Eqs. (4.5), (4.6), (4.7), and (4.8)
do contain only m and not n.
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(ii) The instrument has an initial “dead time,” i.e., a delay tD following the end of
the stress pulse during which a proper measurement is not possible. For very
short recovery times, shorter than tD, the corresponding emission event will
remain undetected.

(iii) The measuring time per recovery trace tMEAS is not infinitely long. So,
especially for long emission times, a finite number of emission events may
not happen within tMEAS and will also remain undetected.

For the case that tMEAS is chosen long enough to have a ratio tMEAS/tD> ≈ 100,
the conditions (ii) and (iii) will not occur at the same time and thus can be treated
separately.

For the ideal case, with τ̄E 	 tD and τ̄E � tMEAS, the unknown emission-time
constant τE is just equal to the measured average τM of all observed emission events:

τE = τM = Σ
m

tE,i/m (4.5)

For the case discussed in (ii), with τE being comparable to tD and tMEAS 	 τ̄E ,
that means that no emission events are missing due to a too short measuring time,
we get the solution:

τE = τM − tD (4.6)

For the case discussed in (iii), for a measuring time being too short, there is
no analytic solution to calculate τE from the measured value tM . An approximate
solution is given by

τE = τM

{

1+ exp

[

.658

(
.5− τM

tMEAS

)− 1
3

+ 12

(
τM

tMEAS

)
− 6.182

] }

(4.7)

The approximation has a relative accuracy better than 5% as long as more than
10% of the emission events occur within the measuring time tMEAS. If tMEAS is longer
than 5 ∗ τ̄E , then the exponential correction term in Eq. (4.7) is less than .05 and no
correction is required.

To avoid the limitations inflicted by Eqs. (4.5) and (4.7), it is good practice to
extract τE by fitting the measured emission times to an exponential distribution as
done in Fig. 4.9.

Let us assume that we do the above experiment, analyzing a number of emission
times, many times in the same way. We will get a different value for τE each time
we do the experiment, due to the stochastic nature of the process. For the case
that the number of observations m is large (m> 3, see below), then the measured
τE ’s will have a Gaussian distribution around the expectation value τ̄E . For small
values of m the confidence limits will be given by a chi-square distribution (see
Table 4.2). For the evaluation of time constants it is sufficient to know the confidence
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Table 4.2 Upper and lower one-sigma confidence limits for measured τE’s

m= 1 2 3 4 5 10 20 100

Chi-square Upper 1.84 1.64 1.55 1.48 1.43 1.31 1.22 1.1
Lower 0.105 0.35 0.45 0.52 0.57 0.69 0.78 0.9

Gaussian Upper 2.00 1.71 1.58 1.50 1.45 1.32 1.22 1.10
Lower 0.00 0.29 0.42 0.50 0.55 0.68 0.78 0.90

Example: for m= 100 68% of the measured τ’s lie within 0.90∗τ̄E and 1.10∗ τ̄E . So
m= 100 achieves a reasonable ±10% relative error. For m= 1 (only one measurement
done) the measured τ’s lie within 0.1∗ τ̄E and 1.84∗ τ̄E . So the real value of τ̄E may be a
factor 10 higher than the measured value or roughly a factor 1.84 below the measured
value (in 68% of all cases)

limits corresponding to 1 − σ. 68% of the measured τ’s will be within the 1 − σ

confidence limits. In the Gaussian approximation the upper and lower measured
1 − σ limits are given by

τup,lo = τ̄ × (1± 1/
√

m). (4.8)

Table 4.2 lists the upper and lower confidence factors [i.e., the values in bracket
in Eq. (4.8)]. Table 4.2 shows that the Gaussian approximation is reasonably good
except for values of m< 3.

To summarize Sect. 4.8.1, for just a rough estimation of time constants τE

with a ±30% accuracy, an average over 10 measurements will be sufficient. The
measurement of 100 emission times will ensure a statistical error of ±10%. Of
course higher accuracies are feasible but hardly required for any purpose.

4.8.2 Capture

For the reasons explained above; the determination of capture-time constants τC

must be done indirectly just by counting the “success rate” in charging a given trap
by a test stress pulse of a given length. Let us assume that we do an experiment
with a number of n stress pulses, then for a fraction m/n the charging of the trap
would have been successful. For a correct result it has to be made sure that the trap
was unoccupied prior to the stress pulse. The decision if the trap is occupied or not
is done by observing the corresponding emission in a recovery trace following the
stress pulse. For the sake of simplicity we will assume that each of the m emissions
will be detected [see points (i)–(iii) in Sect. 4.8.1]. Due to the stochastic nature
of capture, when doing the above experiment more than once, then the number of
successful captures m will have a distribution around the expectation value m̄. As
an example, for a number of stress pulses n= 200 these distributions are shown in
Fig. 4.18 for different stress pulse widths.
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Fig. 4.18 Shown is the
(discrete) probability to get m
captures for different stress
pulse widths (labels) ts as
parameter. ts is given in units
of the capture-time constant.
The number of stress pulses is
n= 200. P(m) is
approximated by a Gaussian
distribution

For very small numbers m or (n − m) the distributions in Fig. 4.18 are governed
by Poisson distributions. For numbers m and (n − m) ≥ 5 the distributions can be
well approximated by Gaussian distributions, given by the expression:

P(m) = 1/(σ
√

2π)× exp[ − (m− m̄)2/(2×σ2) ] (4.9a)

where the expectation value for the number of captures is given by

m̄ = n× [1− exp(−ts/τ̄c)] (4.9b)

and the standard deviation σ is given by a sum of two contributions:

σ =

√(√
m̄× exp(−ts/τ̄c)

)2
+
(√

n− m̄× [1− exp(−ts/τ̄c)]
)2

(4.9c)

The final result for the upper and lower confidence limits of τC, determined from
the measured number m, is

τC,up,lo =−ts/ln [1− (m±σ)/n] (4.10)

The widths (at 1 − σ) of the distributions from Fig. 4.18 are plotted again as the
blue dash-dotted line in Fig. 4.19. As seen the width is zero for ts = 0 and ts/τc 	 1.
As seen in Eq. (4.10), however, the precision of measured τC is determined by the
relative width σ/m rather than sigma and m has to be transformed into τ by Eq.
(4.10). This is why the error in τ diverges for ts/τC � 1 and ts/τC 	 1, as seen in
Fig. 4.19. In a real experiment ts will be varied on a log-time scale, e.g., 4 ts values
per decade will be measured, each for 200 times, as indicated by the large open dots
in Fig. 4.19.
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Fig. 4.19 Shown are, for n= 200, stress pulses as a function of the normalized stress pulse length
tS/τC: Top: number of captures m, variance σ/n, and relative variance σ/m. Bottom: upper and lower
confidence limits; thick: regime where 5<m< 195 (Gaussian appr. valid). Circles: Example for
measurements with spacing 4 per decade, n= 200 each measurements, resulting in the final result
(dash-dot black) ±5% confidence limits [after Eq. (8.7)]; magenta dotted: relative weight factor
1/Δτ2

Measurements with small values m or n − m are prone to error and should be
dropped when doing evaluations of τ’s from multiple tS values.

In practice, a determination of τC will not be done at a single value of tS. A
continuous series of tS values will be tried and the ones with the best confidence
limits will be selected, like the four values in the example in Fig. 4.19. For the final
result of a value of τc from a series of j measured tS’s, we get

τC = ∑
j
(Wj ∗ τC, j)/ ∑

j
Wj (4.10a)

The corresponding final error ΔτC is summed up from the contributing error
components, which are the differences between upper and lower confidence limits
ΔτC = (τC ,up − τC,lo)/2

ΔτC =
√

∑
j
(Wj

2 ∗ΔτC, j
2)/ ∑

j
Wj (4.10b)

The weight factors W are given by Wj = 1/ΔτC, j
2.

To summarize Sect. 4.8.2, there is a rather wide minimum in the statistical error
of the determined τC around τC < tS < 2* τC. Several 100 stress pulses in total will
be required to achieve a ±10% relative accuracy of the result.
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4.9 Experimental Considerations

A vast number of experimental studies on NBTI, RTS, TDDS, and variability
have been published over the last 5 years (2008–2012). Common to most of the
electrical measurements on these subjects is that they require a precise, noise-free
measurement of Id or Vth. For NBTI and TDDS the measurement delay tD—the
phase between end of stress and measuring Id—has to be kept as short as possible
and the measurements should not be corrupted by instrument noise. In nearly all
publications the source of noise, the measuring speed—why isn’t it faster? what
limits the resolution?—is hardly ever mentioned nor attempted to be discussed.

This is why in this section—though far from being comprehensive—we will try
to give some hints on sources of errors and the limits of performance. Although
some features of commercial instruments will be compared, the purpose is not to
give a guideline for a TDDS setup or a selection of instruments. We just intend
to draw the reader’s attention to the critical points and try to provide a kind of
benchmark. This section should help to answer the questions: How much better
could be a dedicated and optimized setup, compared to an existing setup, for
instance, built from standard equipment? What are the limits of performance one
could possibly reach?

Figure 4.20 shows a measuring setup which—in its principle of operation—
resembles the setups used by most experimenters. It consists of a MOSFET under
test, a signal source for the gate voltage and an I-to-V converter to measure the
source or drain current, followed by a digital data acquisition system. It should

+

_
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Fig. 4.20 A test circuit representing the principle of a commonly used experimental setup. This
setup is also used to generate the data shown in the next figures and serves as reference performance
data for experimental TDDS setups. Main component of the setup is an operational amplifier
working as an I-to-V converter with amplification R and a feedback capacitor C for frequency
compensation



4 The Time-Dependent Defect Spectroscopy 103

Fig. 4.21 Behavior of various signal sources (same as in Fig. 4.22) when switching from the stress
voltage to the measuring voltage. As an example a transition from 2V to 0 was chosen. In order to
be able to compare fast and slow signal sources in one plot a log-time scale has been chosen and
the start of the switching event has been set to 10−6 s. The traces consist of single points taken
with a sampling rate of 1/100 ns and the corresponding integration time of 100 ns per point

be noted that the setup in Fig. 4.20, despite its simplicity, is kind of optimized
with regard to response time to gate voltage transients: Any unavoidable parasitic
capacitances between the terminals gate/source/drain/substrate/ground do not dete-
riorate the speed since source and drain voltages are constant with respect to ground.
We now will analyze the requirements and properties of the components shown in
Fig. 4.20 separately:

(a) The gate signal source
The task of the gate signal source, for NBTI and TDDS measurements, is to
switch from stress voltage to measuring voltage as fast as possible. It is clear
that the measuring phase can only be started as soon as the signal generator
has settled at the desired measuring voltage. During the measuring phase the
signal should be highly stable and free of any fluctuations. The purpose of an
NBTI or TDDS measurement is to determine Vth with high precision, and it is
clear that any deviation of Vg from the desired voltage will end up directly (one
to one) as an erroneous ΔVth in the measurement. Figures 4.21 and 4.22 show
a comparison of the switching behavior and the noise produced by different
kinds of signal sources. As seen, pulse generators in general are designed to
do a perfect switching speed faster than 100 ns, but also are doing undesired
small voltage excursions in the 10 ms regime and for times up to 0.1 ms
(see Fig. 4.21 and 4.22). As a consequence, for the given example of a pulse
generator, TDDS Vth steps will not be reliably detected for recovery times below
0.1 ms. As shown in Fig. 4.21 the voltage sources in parameter analyzers may
have pretty long settling times as long as 1 ms and in addition the signal is spoilt
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Fig. 4.22 Output noise, taken with a digital storage oscilloscope (DSO), from two different
semiconductor analyzers, from two different pulse generators, from a homemade source, and from
the DSO with grounded input which serves as the data acquisition system. The sampling rate for
all the traces is 1/10 μs (100 points per division) and the corresponding integration time per point
is 10 μs. Note that the noise amplitude is a function of the sampling frequency f (or integration
time 1/f) and decreases with about f−1/2

by short ms spikes in the 0.1 V regime. Shown as a reference signal source in
Figs. 4.21 and 4.22 there is also a homemade signal source, consisting of two
highly stable voltage sources. A solid state switch switches the output between
the two voltage sources. Even for the short 100 ns integration time shown in
Fig. 4.21 the maximum deviation from the set point is less than ±2 mV, and
below ±0.1 mV for integration times >1 ms.

Figure 4.22 gives an illustration of the output noise from various signal
sources. The same noise will be on a Vth determined by using these signal
sources, in addition to the noise generated by the FET under test itself.

It should be mentioned that there is the chance to improve the properties
of pulse generators by dividing the output voltage by employing passive
attenuators, when this is possible.

(b) The current measurement
In the setup shown in Fig. 4.20 the source current is measured by a simple I-
to-V converter based on a standard video OpAmp (GBW= 130 MHz, noise =
10nV/

√
Hz). The input is ground referenced and there are no range switches.

The design is simple and the performance with respect to the trade-off between
speed and resolution can be regarded as a benchmark for any other current
measuring instruments. The tests shown below have been done without a DUT,
just using a fast switching current source. Thus all noise is generated by the
I-to-V converter itself.
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Fig. 4.23 Examples for the performance (i.e., time and current resolution) of I-to-V converters
with some selected amplification factors R. Shown are two consecutive current pulses generated
by artificial, perfectly rectangular shaped “RTS” pulses applied with a pulse generator with pulse
width W and pulse spacing 2W. The vertical pulse amplitude and scale in each case have been
chosen in a way that it is 20 times the current resolution. In order to have the two pulses clearly
distinguishable, W has been chosen to be 4 times the settling time τ = 1/ωcutoff of the amplifier.
The sample rate in each case has been set to sample a number of ≈20 data points per settling time τ

Figure 4.23 shows a few examples illustrating the time and current resolution
of our I-to-V converter. Both resolutions are a function of the amplification
factor R of the converter. We define the current resolution as the minimum
detectable separation of two current levels, when the integration time is equal
to 1/10 times the settling time τ.

Figure 4.24 shows the correlation between settling time, maximum fre-
quency, and the current resolution. It should be noted that the current resolution
for each range corresponds to an about constant (i.e., independent of “range”
R) output noise Vnoise of the converter of about 4 mV peak to peak. The current
resolution then is given by Vnoise/R. We think that the data in Fig. 4.24 could
be improved by maybe another factor of 10 at maximum, if all components are
optimized for the given frequency range. Nevertheless, data in Fig. 4.24 can
be considered as being close to an upper performance limit and a benchmark
for TDDS setups. Therefore, if any existing setup shows a considerably weaker
performance than the one shown in Figs. 4.23 and 4.24 then there is room for
improvement.
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Fig. 4.24 Correlation between settling time and current resolution with different amplification
factors R (i.e., current ranges) of the I-to-V converter as parameter (see labels). Data are taken from
measurements like the ones shown in Fig. 4.23. The fastest settling time of ≈20 ns corresponds
to 100 nA resolution and is limited by the GBW of the employed OpAmp of 130 MHz. Note that
full scale of the I-to-V converter is about 10,000 times the current resolution, independent of the
amplification factor R

(c) The data acquisition system
In general the digital data acquisition and data storage system will not be the
component limiting the performance of a TDDS setup. The benefits of TDDS
compared to RTS, regarding the requirements of the sampling rate, have been
discussed in Sects. 4.6 and 4.7 already. An intelligent data compressing scheme
will be able to minimize the amount of data to store. Commercial semiconductor
parameter analyzers contain ADCs with 16- to 20-bit resolution which is much
better than what is required for the “noisy” small FETs used for TDDS. On the
other hand, the sampling rate of parameter analyzers might be too low for fast
TDDS measurements. For most TDDS requirements a modern digital storage
scope (DSO) will do a good job as a data acquisition system. Such a DSO has a
reasonably noise-free pre-amp, a sufficient 12-bit voltage resolution, a sampling
rate which can be set to any desired value, and a practically infinite storage depth
(limited by the hard disk only) when programmed in an appropriate way.

There is one fact that is occasionally overlooked: Some data acquisition sys-
tems, in parameter analyzers (when doing log-time sampling), in PC acquisition
cards, and also in DSOs, are doing the sampling in a way that the integration
time is shorter than the sample interval. It is clear that making the integration
time as long as possible, without any idle time, will improve the signal-to-
noise ratio. Thus the experimenter should make sure that during the complete
measuring phase of TDDS the data acquisition is always running and never idle.
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4.10 Conclusion: The New Findings So Far from TDDS

The new TDDS technique has proven to be a powerful technique for the character-
ization of border traps in MOSFETs. Besides electron spin resonance (described in
[46] and Chap. 9) electrical techniques probing the properties of single defects like
RTS or TDDS are the only methods having the potential to reveal direct information
on the physical nature of defects in gate oxide and interface. We conclude this
chapter with a list of new findings that have been found by TDDS to date (end
of 2012). Most of the points in the list are covered in detail by other chapters of this
book; thus we give a very brief summary of facts only. We want to stress that most
of the findings in the list could be only done by TDDS.

1. NBTI degradation and recovery have been shown to be due to charging and
discharging of individual defects with a wide distribution of timescales. Both
capture- and emission-time constants are temperature activated with EA in the
order of 1 eV, consistent with nonradiative multiphonon theory. Furthermore, the
time constants are uncorrelated and can be very long (>105 s) also in thin oxides.
No signs of a temperature-independent elastic tunneling process could be found.
The defects responsible for the recoverable component of NBTI are identical to
those causing RTS.

2. The capture-time constants show a very strong field dependence. Similarly, the
bias dependence of the emission-time constant around Vth may be either weak or
strong, depending on the configuration of the defect.

3. The total number of defect precursors is preexisting and hardly any signs of
newly created defects could be found (actually one new defect appeared during
months of stressing the same device) in short- to medium-term stress experiments
at standard NBTI stress fields.

4. The existence of metastable states becomes obvious due to disappearing defects
and transient RTS, and in anomalous AC behavior. Thus real defects are more
complicated than simple “two-state defects.”

5. TDDS results show that even for long-term stress times >100 s the recovery time
for any given trap is independent of the preceding stress time, thus excluding
degradation or recovery governed by diffusion.

6. TDDS yields a correct determination of activation energies EA, in contrast to
standard experiment with wide FETs.

7. The analysis of TDDS step heights helps to get a deeper understanding of
variability of BTI degradation, which is important for SRAM failure and analog
circuits.

8. The concept of universal recovery of NBTI which has been shown to be
approximately in agreement with experimental data [47] is not supported by
findings from TDDS.

9. The power law exponent n, describing NBTI degradation as ΔVth∝tsn, with n
around 0.15, has its origin in the distribution of capture-time constants rather
than being controlled by diffusion of a hydrogen species in the gate stack.

http://dx.doi.org/10.1007/978-1-4614-7909-3_9
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Chapter 5
Analysis of Oxide Traps in Nanoscale MOSFETs
using Random Telegraph Noise

David J. Frank and Hiroshi Miki

Abstract This chapter describes the use of random telegraph noise (RTN) to obtain
information about traps in highly scaled MOSFETs. A robust hidden Markov
model (HMM) algorithm is presented to enable the accurate extraction of trap
parameters from both single and multiple-trap signals. The results of a large number
of measurements show that even in the absence of bias stress, RTN-generating traps
can cause serious variation for high-k/metal gate (HKMG) FETs and that undoped
channels do not reduce the problem. Trap time constants are shown to have wide
ranging dependence on bias and temperature, leading to hysteretic behavior with
time constants much longer than the circuit timescale. The impact of RTN on the
stability of memory cells is also presented, along with experimental observations of
these effects in SRAM arrays.

5.1 Introduction

When MOSFETs are fabricated, there are always some residual charge traps in the
gate oxide. Consequently, even when the device has not been voltage stressed, traps
are present. For large devices, these traps give rise to 1/f noise, but when the FETs
are small enough, the noise can be resolved into discrete switching events. As first
described by Ralls in 1984 [1], these discrete jumps cause the channel resistance
to switch back and forth between two values, resembling telegraph signals with
random timing, and are due to the discrete changes in the charge state of some
particular trap. This phenomenon has come to be known as random telegraph noise
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Fig. 5.1 Random telegraph
noise signal, measured on an
nFET, defining capture and
emission times. ID is the
average drain current

(RTN) and is illustrated in Fig. 5.1 for an nFET with a simple 2-state trap. When
the trap emits an electron, becoming neutral, the effective threshold voltage (VT)
decreases and the channel becomes more conductive, increasing the current. After
a time tc, the trap captures an electron, the effective VT increases, and the current
decreases. It stays in this new state for a time te until it emits an electron, and the
cycle repeats.1

RTN is well described as a Markov process because the probability of a trap
changing state (e.g., capturing an electron) depends only on its present state. It
has no memory of past states. This is the basic definition of Markov processes.
Furthermore, in keeping with this property, the holding times in each state are given
by simple exponential distributions, with the characteristic time for te being τe and
the characteristic time for tc being τc.

In recent years RTN has come to be recognized as a significant source of
variability in highly scaled MOSFETs [2–4]. Since it has been shown to cause
effective VT shifts that increase inversely with shrinking channel area and that can
reach >100 mV in very small FETs, it is seen as especially problematic for future
memory cells, because they make use of the smallest possible transistors.

More recently, it has been shown that most bias stress effects can be accounted
for as due to the same sort of traps that cause RTN. The only difference is that bias
stress measurements activate traps that require higher voltages and have longer time
constants [5]. Thus, by carefully analyzing the RTN at low voltages in small FETs,
we can learn a great deal about traps that can be applied to the higher voltage bias
stress regime [6].

In this chapter we first briefly discuss techniques for measuring RTN and then
describe analysis techniques for extracting information from the RTN time series,

1To be precise, this description corresponds to an acceptor-type trap, but we prefer not to focus on
the trap types because some traps defy easy categorization. Instead, we simply use the preceding
definitions of “capture” and “emission” for all traps when plotting |ID| versus time.
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including particularly an HMM approach. Then we discuss the results of RTN
measurements, including the amplitude distributions of RTN and the dependence
of the characteristic times on the gate voltage, which leads to hysteretic effects and
history-dependent logic switching times. Finally, we discuss RTN measurements in
SRAM arrays and then conclude.

5.2 Measurement Techniques

Statistical analysis is essential in RTN measurement since both amplitude and time
constants show remarkable variation from device to device. For example, amplitude
is known to follow a long-tailed non-Gaussian distribution [2] while characteristic
times vary over 10 or more orders of magnitude. Figure 5.2a shows a test array
structure designed for easy measurement of large numbers of devices (27,000/die in
[7]). As shown in Fig. 5.2b, the drain current (ID) waveform is first converted to a

a

b

Fig. 5.2 (a) Schematic diagram of a small array of FETs, illustrating how one can achieve efficient
use of probe pads (15 FETs per 9 probe pads, here) and (b) system for high-speed measurement of
RTN time series. Adapted from [7]
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voltage signal using a low-noise I–V converter, and the voltage signal is sampled by
a high-speed digital multimeter. Alternatively, we have also used a fast measurement
unit (Agilent 1530A), which enables a wide bandwidth of up to 1 MHz, to measure
the RTN signals with flexible biasing conditions. In the work discussed in this
chapter, we have used between 105 and several ×106 sampling points for each time
series. The time series were measured at a drain voltage of 50 mV with a gate voltage
adjusted for the target ID (e.g., 1 μA) to minimize effects of device variation other
than RTN. All of the devices discussed here are gate-first high-k/metal gate SOI
MOSFETs.

5.3 Analysis Techniques

5.3.1 Conventional Methods

The most widely used method to analyze an ID time series is the histogram method
[8]. As shown in Fig. 5.3a, if one makes a histogram of the number of times that
a given value of ID is observed, the counts show two peaks blurred by underlying
Gaussian noise. The positions of the peaks correspond to the high and low levels
of the RTN. If the noise is small and the peaks are well separated, one can readily
assign the trap state for each sampling time and then determine the average time
constants by averaging the holding durations for each state. For moderate noise
levels (as in Fig. 5.3a), a more sophisticated method to determine the average time
constant is given in [8]. The other frequently used graphical analysis technique is
the so-called time-lag plot shown in Fig. 5.3b, where one plots the measured value
of ID at each time step against the measured value at the immediately preceding
time step [9]. This results in two clusters of points, corresponding to the high and
low RTN levels.
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Unfortunately, these methods tend to drop smaller traps because they are only
effective when the trap amplitude is larger than the RMS noise level. In Fig. 5.3
only two peaks are readily seen, corresponding to a single trap, but in reality, the
time series used to generate both of these plots is composed of responses from two
traps, with ΔI = 22 nA and 7 nA, thus the analyses should have resulted in four
peaks or four clusters. Even though one might recognize the other smaller trap from
the slightly asymmetric shape of the peaks (histogram) or the elongated clusters (lag
plot), it is almost impossible to quantitatively extract the smaller amplitude trap in
either conventional method.

5.3.2 Hidden Markov Model

A more reliable extraction method for RTN time constants and amplitudes is based
on modeling the time series using a hidden Markov model [6, 10, 11]. Baum–Welch
[12] and Viterbi [13] algorithms are used to find the optimal parameters and to
obtain the most likely trap states at each time step, respectively. The algorithm can
be implemented for any number of traps, but for the sake of illustration, we consider
here RTN caused by two traps and one noise source.

We define the HMM as follows. Let �x = (x1,x2, . . . ,xn) be the values measured
in a time series, a set of n independent uniformly spaced observations of a 2-trap
system with an underlying Gaussian distribution of noise, and let�z = (z1,z2, . . . ,zn)
and �Z = (Z1,Z2, . . . ,Zn) be the latent variables that specify which of the trap states
has generated each observation, z’s for the first trap and Z’s for the second trap.
Two-state traps are assumed here,2 so each of the z’s and Z’s is either 1 or 2.

Define the transition probabilities as P(zi = j |zi−1 = k ) = γ1k j and P(Zi = j
|Zi−1 = k ) = γ2k j , for j,k ∈ {1,2}, and let the initial state probabilities be
P(z1 = j) = γ1 j and P(Z1 = j) = γ2 j, where γi j1 + γi j2 = 1, for i ∈ {1,2} and
j ∈ { ,1,2}. In addition, define the additive noise as normally distributed:

P(xi |zi = j,Zi = k ) = N
(
xi; μ0 + δ2 jμ1 + δ2kμ2,σ

)
,

where j,k ∈ {1,2}, and N(x,μ ,σ) = 1√
2πσ exp

(− 1
2(x− μ)2/σ2

)
is the normal

distribution function, μ is the mean, σ is the standard deviation, and δ is the
Kronecker delta.

The Baum–Welch algorithm is an expectation-maximization algorithm aimed at
finding the best values for the set of parameters required in the preceding definitions:

θ = {γ111,γ122,γ1 1,γ211,γ222,γ2 1,μ0,μ1,μ2,σ} .

2Some trap models involve three or four internal states but only two observable charge states.
Those models can readily be incorporated into this framework, but are not explicitly considered
here.
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This set of parameters defines the characteristics of the traps and the noise. The
algorithm considers the likelihood that the observed measurements�x resulted from
the parameters θ and from the state sequences �z and �Z and seeks to maximize
the expectation value of this likelihood with respect to the set of parameters. This
likelihood function is given by

L
(

θ ;�x,�z,�Z
)
= P(�z;θ )P

(
�Z;θ
)

P
(
�x
∣
∣
∣�z,�Z;θ

)

=
n
∏
i=1

γ1zi−1ziγ2Zi−1ZiN (xi; μ0 + δ2zi μ1 + δ2Zi μ2,σ ),

where γiz0z1 is taken to mean γi z1 . To enable tractable calculations, the log of the
likelihood is used:

lnL(θ ;�x,�z)=
n

∑
i=1

⎡

⎢
⎢
⎣

lnγ1zi−1zi+lnγ2Zi−1Zi− 1
2

(
xi−μ0−δ2zi μ1−δ2Zi μ2

σ

)2

−lnσ− 1
2 ln2π

⎤

⎥
⎥
⎦≡

n

∑
i=1

ln(Li).

The expectation value of ln(L) is the weighted average of ln(L) over all possible
state sequences, where the weight for each sequence is the probability that that
sequence could actually occur, given�x and θ :

Q
(

θ ;θ (t)
)
= E
(

lnL
(

θ ;�x,�z,�Z
))

= ∑
z1,Z1

∑
z2,Z2

· · · ∑
zn,Zn

P
(
�z,�Z
∣
∣
∣�x;θ (t)

)
lnL
(

θ ;�x,�z,�Z
)

(5.1)

where the superscript t is the iteration index. To make the maximization tractable,
the algorithm uses an iterative approach in which the parameters in the weights
are assigned the values from the previous iteration (since the weights are too
complicated to be usefully differentiated), and only the parameters in ln(L) are
maximized (since they are readily differentiated). Then, one iterates

θ (t+1) ⇐ Max
wrt θ

(
Q
(

θ ;θ (t)
))

.

According to Bayes’ theorem, the weights can be rewritten as

P
(
�z,�Z
∣
∣
∣�x;θ (t)

)
=

P
(
�x
∣
∣
∣�z,�Z;θ (t)

)
P
(
�z,�Z;θ (t)

)

P
(
�x;θ (t)

) . (5.2)

Expanding Eqs. (5.1) and (5.2), we obtain
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Q
(

θ ;θ (t)
)
= E
(

lnL
(

θ ;�x,�z,�Z
))

=

n
∑

i=1
∑

z1,Z1

∑
z2,Z2

· · · ∑
zn,Zn

n
∏
j=1

[
γ(t)1z j−1z j

γ(t)2Zj−1Zj
N
(

x j; μ (t)
0 +δ2 jμ

(t)
1 +δ2kμ (t)

2 ,σ (t)
)

ln(Li)
]

∑
all�z,�Z

n
∏
j=1

γ(t)1z j−1z j
γ(t)2Zj−1Zj

N
(

x j; μ (t)
0 + δ2 jμ

(t)
1 + δ2kμ (t)

2 ,σ (t)
) .

To evaluate this, it is useful to first break it down into smaller pieces. The large
number of sums and products can be expressed as matrix operations such that the
expectation value of functions that depend only on the states at a single point in
time, zi and Zi, can be written in simplified form as

f (zi,Zi)≡ E( f (zi,Zi) |�x,θ ) = ∑
j,k∈{1,2}

f ( j,k)
�

Si j jkk,

and the expectation value of functions depending on consecutive time points, zi,
zi−1, Zi, and Zi−1, can be written as

f (zi,zi−1,Zi,Zi−1)≡ E( f (zi,zi−1,Zi,Zi−1) |�x,θ ) = ∑
j,k,l,m
∈{1,2}

f ( j,k, l,m)
�

Si jklm.

Here, the single and double overbars distinguish the two different types of expecta-

tion values, and
�

Si jklm =
�AT

i ·Îk jml ·�Bi
�AT

1 ·�υ0
= δzi jδzi−1kδZilδZi−1m is a product of vectors and

matrices, where Îk jml is the 4× 4 matrix with 1 for the element that corresponds to
the k → j transition for the first trap and the m → l transition for the second trap and
has zeros for all of the other elements. The A’s and B’s are matrix product chains:

�AT
i =
[

1 1 1 1
] · N̂xn ·

(
T̂0 · N̂xn−1

) · · ·(T̂0 · N̂xi

)

�Bi =
(
T̂0 · N̂xi−1

) · · ·(T̂0 · N̂x1

) ·�υ0.

(Note that �AT
n =
[

1 1 1 1
] · N̂xn and �B1 = �υ0 and that �AT

i ·�Bi = �AT
1 ·�υ0 for all i.) The

basic elements of these chains are the transition probability matrix, the Gaussian
probability matrix, and the initial state probability vector:

T̂0 =

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎣

γ(t)111γ(t)211 γ(t)121γ(t)211 γ(t)111γ(t)221 γ(t)121γ(t)221

γ(t)112γ(t)211 γ(t)122γ(t)211 γ(t)112γ(t)221 γ(t)122γ(t)221

γ(t)111γ(t)212 γ(t)121γ(t)212 γ(t)111γ(t)222 γ(t)121γ(t)222

γ(t)112γ(t)212 γ(t)122γ(t)212 γ(t)112γ(t)222 γ(t)122γ(t)222

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎦
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N̂x =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

N
(

x; μ(t)
0 ,σ (t)

)
0 0 0

0 N
(

x; μ(t)
0 +μ(t)

1 ,σ (t)
)

0 0

0 0 N
(

x; μ(t)
0 +μ(t)

2 ,σ (t)
)

0

0 0 0 N
(

x; μ(t)
0 +μ(t)

1 +μ(t)
2 ,σ (t)

)

⎤

⎥
⎥
⎥
⎥
⎥
⎦

�υ0 =

⎡

⎢⎢
⎢
⎣

γ(t)1 1γ(t)2 1

γ(t)1 2γ(t)2 1

γ(t)1 1γ(t)2 2

γ(t)1 2γ(t)2 2

⎤

⎥⎥
⎥
⎦
.

These are for two 2-state traps. For m k-state traps, the vectors would have km

elements, and the matrices would be km × km.
Using the preceding equations, E(lnL) can be evaluated as

Q
(
θ
∣∣∣θ (t)
)
= E
(
lnL
(

θ ;�x,�z,�Z
))

=
n
∑

i=2
∑

j,k,l,m
∈{1,2}

�

Si jklmln
(
γ1 jkγ2lm

)
+ ∑

j,k
∈{1,2}

�

S1 j jkkln (γ1 jγ2 k)

− 1
2σ2

n
∑

i=1
∑
j,k

∈{1,2}

�

Si j jkk(xi −μ0 −δ2 jμ1 −δ2kμ2)
2 −nlnσ − n

2 ln(2π)

The next step is to maximize Q with respect to the 10 parameters in θ . For the

transition probabilities, this gives (using
�

S
(t)

11111 +
�

S
(t)

12211 +
�

S
(t)

11122 +
�

S
(t)

12222 = 1)

γ(t+1)
1 1 = ∑

k∈{1,2}

�

S
(t)

111kk = 1− γ(t+1)
1 2 and γ(t+1)

2 1 = ∑
k∈{1,2}

�

S
(t)

1kk11 = 1− γ(t+1)
2 2 ,

and

γ(t+1)
1 jk =

〈
δ jzi−1 δkzi

〉

2〈
δ jzi−1

〉

2

and γ(t+1)
2 jk =

〈
δ jZi−1 δkZi

〉

2〈
δ jZi−1

〉

2

,

where the average

〈ui〉α ≡ 1
n+ 1−α ∑n

i=α ui

is summed starting at i= 2 for transition probabilities. The unspecified dependen-

cies in the expectation values must be summed over. For example, δ jzi−1 δkzi =

∑
l,m∈{1,2}

�

Si jklm and δ jzi−1 = ∑
k,l,m∈{1,2}

�

Si jklm.

For the amplitudes (μ0,μ1,μ2), the maximum can be found by solving the matrix
equation
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⎡

⎢
⎢
⎢
⎢
⎣

〈xi〉1
〈

xiδ2zi

〉

1〈
xiδ2Zi

〉

1

⎤

⎥
⎥
⎥
⎥
⎦
=

⎡

⎢
⎢
⎢
⎢
⎣

1
〈

δ2zi

〉

1

〈
δ2Zi

〉

1〈
δ2zi

〉

1

〈
δ2zi

〉

1

〈
δ2ziδ2Zi

〉

1〈
δ2Zi

〉

1

〈
δ2ziδ2Zi

〉

1

〈
δ2Zi

〉

1

⎤

⎥
⎥
⎥
⎥
⎦
·

⎡

⎢
⎢
⎢
⎣

μ (t+1)
0
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⎥
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⎦
,

where here the averages are summed from i= 1. Using these amplitudes, the value
of σ at the maximum can be found:

σ (t+1) =

√√
√
√
√

1
n

n

∑
i=1

∑
j,k

∈{1,2}

�

Si j jkk

(
xi − μ (t+1)

0 − δ2 jμ
(t+1)
1 − δ2kμ (t+1)

2

)2
.

Having obtained these parameter values, one uses them to compute improved
estimates for the matrices, continuing this loop until the values are sufficiently
converged.

After iterating to convergence, the expectation values of the trap states are

δ2zi = 1− δ1zi = ∑
k∈{1,2}

�

Si22kk and δ2Zi = 1− δ1Zi = ∑
k∈{1,2}

�

Sikk22.

The algorithm also yields the transition probabilities, from which the character-
istic capture and emission times can readily be obtained, as

τ(1)c =
Δt

γ121
and τ(1)e =

Δt
γ112

,

for the first trap, and similarly for the second, where Δt is the time between
consecutive points in the time series, and state 1 corresponds to the state in which
the trap contains a captured electron.

Once all 10 parameters in θ are optimized, one could in principle determine the
probability of each sequence of trap states and thus identify the one sequence that
is most likely. The number of candidate sequences is, however, so huge (4n) that
one-by-one calculation is intractable. The Viterbi algorithm [13] is used to manage
this problem utilizing the memoryless characteristic of RTN. Starting from the most
likely final states (zn, Zn) determined by their expectation values, the algorithm
traces the most likely path back to the beginning (z1, Z1). At each step the calculation
only involves the present point and the immediately preceding point, because the
transition probability between neighboring points is independent of trap states other
than the two points under consideration. This reduces the computational complexity
to of order n.

Usually the Viterbi algorithm would proceed from the first point in the time
series, but strictly speaking, the path obtained from this algorithm is not always
the most likely near its starting point, since the state of the starting point of the trace
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is not absolutely defined but estimated from expectation values. To accommodate
some of the experiments discussed in Sect. 5.5, which focus on the trap states at the
beginning of the time series, we choose to trace the path in the backward direction,
namely, from (zn, Zn) to (z1, Z1), so that it will be more accurate at the beginning.

Figure 5.4 illustrates the application of this HMM algorithm to a particular piece
of an RTN time series. The top trace shows the measured time series, while the
bottom traces show the trap states extracted using this algorithm. One obtains not
only the step heights corresponding to the traps but also their timing. It is difficult to
tell by eye what trap state(s) to assign to this time series, but the algorithm correctly
finds that it is two distinct traps with very similar amplitudes. This is confirmed by
considering Fig. 5.5, which shows a whole set of extracted parameters for this same
FET, where a separate time series has been measured for every 5 mV increment in
the gate voltage, and then the HMM extraction has been applied to each. The smooth
variation of the amplitude and time constants with changing gate voltage supports
the validity of the extraction, since each time series is different and each extraction
is independent of the others. The data in Fig. 5.4 occurs at Vg = 0.725 V in Fig. 5.5c,
a bias regime in which only traps B and C are active.

As can be seen, Fig. 5.5 is an example of an FET with three RTN-generating
traps, which are successfully sorted out by this algorithm. The gate-voltage de-
pendence of the amplitude and time constants for each trap is like a fingerprint,
uniquely identifying the trap. As will be discussed later, a wide range of behaviors
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can be found. The algorithm can successfully extract fits to a large number of traps,
the primary limitation being computing time, which goes as n× 22m, where n is
the number of points in the time series and m is the number of 2-state traps. One
can determine the optimal number of traps to fit a given device by looking for the
maximum log likelihood, as illustrated in Fig. 5.6. Collecting data from the analysis
of a large number of FETs, we have found that the number of traps in each device
follows a Poisson distribution, as shown in Fig. 5.7 for 20× 50 nm nFETs.

The HMM extraction method is a significant improvement over the histogram
and lag methods of analyzing RTN. As shown in Fig. 5.8, for white noise it
can accurately extract RTN amplitudes at a 5× lower signal-to-noise ratio (SNR)
than the histogram method. We have also shown that it can accurately extract the
trap time constants down to SNR= 0.2, while the histogram approach fails below
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3.0 [11]. In the time domain, HMM can accurately resolve RTN parameters for time
constants between ∼5× the sampling period and ∼1/10 the total measurement time,
for SNR= 1. The lower bound occurs because the sampling does not capture all of
the transitions. The upper bound occurs because the number of observed transitions
is insufficient. These effects can be seen in Fig. 5.5: trap A isn’t seen above 0.64 V
because its τe becomes too short, trap C isn’t seen below 0.6 V because its τc is too
long, and trap B isn’t seen below 0.5 V because its amplitude is too low.

The HMM approach is somewhat vulnerable to correlated signals, such as 1/f
noise and sinusoidal pickup. This is not a significant problem, though, since these
can be distinguished in the extracted parameters because they always have τc ≈ τe,
independent of gate bias [11].

5.4 Amplitude in HKMG and Undoped Channel

The amplitude of RTN is the most important parameter in assessing its impact on
circuit operation. In the simplest electrostatic view, the ΔVT caused by an RTN
trap could be estimated as the voltage required to change the device charge by
one electron: q/AchCox, where q and Cox are elementary charge and gate-oxide
capacitance per unit area, respectively, and Ach is the channel area. Although ΔVT

can be modified by the distance of a trap from the oxide/silicon interface, the depth
effect should always result in ΔVT smaller than q/AchCox. Thus, one would guess
that ΔVT would follow a normal distribution with a tail on the low side. However,
as shown in Fig. 5.9a, the observed distribution is entirely different than the simple
estimation; it follows a wide distribution with a very long tail to higher values.

This wide distribution occurs both in per device data and in per trap data. In our
work [2] and that of Realov [10], the distribution is found to be log-normal, as in
Fig. 5.9a, while other workers [14–16] using different types of measurements have
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found trap amplitude distributions that are better characterized as being exponential.
There is not presently any clear explanation for the different results.

This wide distribution is one of the most notable features of RTN and is thought
to be caused at least in part by percolation and multiple-trap effects [17, 18].
Percolation occurs because the discrete randomly located dopants in highly scaled
FETs cause local variations of the electrostatic potential in the channel, resulting in
randomly located channels through which the drain current must flow. If a trap is
strategically located near a bottleneck in one of these percolation paths, its changing
charge state will modulate the drain current more than expected from the simple
electrostatic view, forming the long tail to higher values. It should be noted that one
consequence of this model is that it is very difficult to deduce the position of a trap in
a FET using the amplitude. In addition, when the average number of traps in a FET is
small (e.g., <1), there are still some FETs with extra traps, due to Poisson statistics.
These multiple-trap amplitudes add, further stretching the tail of the distribution on
a per device basis.

The amplitude is found to grow rapidly as the dimensions of FETs scale down.
In particular, this is true of the high-amplitude tails, as shown in Fig. 5.9b, where
1σ and 2σ values are plotted as a function of reciprocal active area. This strong
dependence on the dimension is thought to be attributable to scaling down of gate
capacitance with no change of trapped charge (=q). This leads to a serious issue
in future scaled devices, since conventional sources of variability such as random
dopant fluctuation (RDF) only scale in proportion to 1/(area)0.5. In other words,
RTN grows faster than RDF. In 22 nm technology, however, device variability is
still dominated by RDF due to increased Cox and reduced trap density in optimized
HKMG technology (Fig. 5.10).

If we look to the future, beyond the 22 nm node, another enabling technology
is needed to reduce RTN. One hope is that RTN may decrease in future undoped
channel devices due to the absence of drain current percolation paths in the absence
of doping. Figure 5.11 compares tail distributions for doped partially depleted (PD)
SOI and undoped extremely thin (ET) SOI near VT and in strong inversion. The
slopes at the tail are plotted as a function of gate overdrive in Fig. 5.12, showing that
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improvement for undoped channels is only found near VT , but not at higher voltage.
This indicates that the discrete dopant percolation path effect is only operative in
subthreshold. At strong inversion it disappears due to screening, but we believe that
in its place RTN amplitude is enhanced by gate-stack-induced current percolation
paths. Consequently, RTN needs to be watched in future generations even when the
channel is not intentionally doped.

For simplicity, we have discussed here the scaling and doping effects solely using
nFETs, but these comments also apply to pFETs, since we have measured both and
have not seen any clear difference in RTN between n- and pFETs as long as the
fundamental structures of their HKMG stack and channel are shared. Hence, we do
not explicitly discuss the difference regarding the channel polarity in the following
sections.

5.5 Gate-Voltage Dependence and Hysteretic Effect

Average time-to-capture (τc) and time-to-emission (τe) are reciprocals of transition
probability per unit time from empty state to occupied and occupied to empty,
respectively. Hence, Vg exponentially modulates the two time constants because it
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linearly changes the potential barrier between the channel and a trap. Figure 5.13a
shows the most frequently observed dependence, wherein τc decreases with |Vg|
while τe increases. This coupling to Vg is reasonable since a carrier should be likely
to stay at a trap when the potential of the trap is decreased. However, reversely
coupled traps [19] are also found (Fig. 5.13b), which reveals the remarkable variety
of traps in HKMG. We define the coupling factor of a time constant to Vg as the
slope of ln(τ) versus |Vg| normalized by kT/q. Figure 5.14a shows a scatter plot of
couplings of τc and τe, from which it can be seen that the couplings of the ratio of
the two time constants (τe/τc) are usually positive (i.e., above the diagonal line),
but a number of negatively coupled traps are also found. Among the variety of
the couplings, strongly positive coupling is important as it often accompanies large
amplitude, as shown in the correlation plot in Fig. 5.14b.

The temperature dependence of individual traps has been studied by measuring
time series on the same set of FETs at different temperatures. The data shows
that the Vg coupling is generally unchanged with temperature and that both τe

and τc undergo similar temperature acceleration [20], as seen in the example in
Fig. 5.15. This seems reasonable when one considers that RTN is only observable
when its time-constant ratio is within a few orders of magnitude of unity (see
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Fig. 5.5c). Hence, the energy difference between captured and empty states is small
(<∼0.1 eV) in the narrow window for which RTN is visible. This leads to similar
barrier height for capture and emission, resulting in the almost identical temperature
acceleration and the unchanged coupling. The activation energy of the time constant
at the cross point is 0.69 eV, as shown in Fig. 5.16, and presumably corresponds
to the thermal barrier between the capture and emission states. The temperature
dependence of threshold voltage may account for the 20 mV movement of the cross
point (τc = τe) in Fig. 5.15.

The significance of the Vg dependence is found in the transient characteristics
at turn-on or turnoff of FETs. If a given trap has a Vg dependence with a positive
coupling as in Fig. 5.13a, the trap tends to be empty when |Vg| is low since τe « τc.
On the other hand the trap tends to be filled when |Vg| is high since τe » τc. When a
device is switched from low to high |Vg|, the ID immediately after switching depends
on the previous state (hysteretic effect). If the trap is empty at the previous low
state, it tries to capture a carrier. The carrier capture is not immediate but takes τc

at the high |Vg|. Using cycled waveforms (Fig. 5.17), we investigated the hysteretic
transient (Fig. 5.18a). In this example, ID always starts at the higher current RTN
state, which reveals that the trap occupancy at the onset is defined in the previous off
state. Time-sliced histograms (Fig. 5.18b) show that the distribution formed during
the off state transforms into the on-state distribution.



5 Analysis of Oxide Traps in Nanoscale MOSFETs using Random Telegraph Noise 127

ID

VD

VG

tset
tdelay

ton
Vset
= 0 V

Vmsr
~ 0.7 V

{ {{Coordination

Each cycle:

Verification
Sampling

256 cycles

50 mV

“Off”

“On”

Fig. 5.17 Pulse sequence to
evaluate hysteretic behavior
(© 2012 IEEE. Reprinted,
with permission, from [4])

0.40 0.41 0.42 0.43 0.44
Drain current (μA)

0.39

(i) 100 μs 

(ii) 1 ms 

(iii) 10 ms 

(iv) 100 ms 

In
ci

de
nc

e 
(a

.u
.)

 100 μ  1 m  10 m  100 m

D
ra

in
 c

ur
re

nt
 (5

0 
nA

/d
iv

)

Delay time, tdelay (s)

256th cycle

193rd cycle

129th cycle

65th cycle

1st cycle

(i) (ii) (iii) (iv)
a b

Fig. 5.18 Typical waveforms of turn-on transient of one nFET (L/W = 25/25 nm), and its time-
sliced ID histograms for 256 waveforms (© 2012 IEEE. Reprinted, with permission, from [4])

The duration needed to achieve the new thermal steady state after switching
is found to be τs defined by 1/(1/τe + 1/τc) [21]. This regime is explored in
Fig. 5.19. For the data in this figure, Vg is first set to 0.7 V (=high), falls down
to Vset ranging from −0.2 V to 0.6 V (=low), then goes back to 0.7 V for ID

measurement. The probability of finding the high RTN state at the beginning of
the measurement time, based on 256 transient measurements, is shown in Fig. 5.19a
as a function of duration at the low state. As can be seen, for Vset in the range
from 0.2 V to 0.6 V, the time required to reach the new steady state is essentially
constant, whereas the probability level associated with that new steady state depends
on Vset since the level is given by 1/(1+ τe/τc) at the Vset [21]. The duration,
τs, and the probability level are confirmed to show excellent agreement with the
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with an RTN trap that is (a) positively and (b) negatively coupled to Vg. The sample is a pFET with
L/W = 25/25 nm (© 2012 IEEE. Reprinted, with permission, from [4])

calculated values using conventional steady-state RTN measurement within this
range (Fig. 5.19b). However, if Vset is at or below threshold voltage (i.e., lower than
0.2 V), the emission process is significantly accelerated, and the duration to steady
state becomes much shorter. This measurement is useful for measuring τe in the
subthreshold regime, where steady-state RTN measurement is impossible because
ΔID is too small compared to the noise floor at the necessary sampling rate.

A hysteretic effect similar to Fig. 5.18 can also be observed in transients from
higher Vg to lower, as in conventional BTI assessments. The variety of Vg couplings
shown in Fig. 5.14a leads to diverse responses. In particular, degradation after stress
release is observed for FETs with a negatively coupled trap, in addition to the usual
recovery for positively coupled traps (Fig. 5.20).

Both positive and negative hysteretic effects appear or disappear depending on
whether the holding time at the previous state is shorter or longer than τs, leading
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to uncertainty in ID. This may be a significant problem for circuits, since it leads to
uncertainty in switching delay, due to these RTN traps, as indicated schematically
in Fig. 5.21. We have estimated this uncertainty using the experimentally extracted
time, voltage, and amplitude parameters for 600 traps from 1,200 measured nFETs.
Monte Carlo simulation reveals that the timing uncertainty amounts to 50% of nom-
inal value, for 14 nm minimum width devices operated at low VDD (Fig. 5.22) [20].

5.6 Assessment of RTN in SRAM Arrays

Since SRAM cells contain the smallest FETs that are usually fabricated, they are
expected to be the circuits most impacted by RTN effects. The inverse dependence of
RTN on channel area dictates that these very small FETs will have increasingly large
VT shifts due to RTN as technology is scaled down. In addition, since the number
of SRAM cells on a chip may well be in the millions, the distribution of RTN is
very wide, increasing the likelihood of very large VT shifts. For these reasons, many
people have investigated RTN effects in SRAMs [22–25].

The way in which RTN affects SRAM cells is illustrated in Fig. 5.23. In (b)
several N curves for the cell are plotted. N curves are obtained by attaching a voltage
source, vN , to the internal node of the cell, as indicated in (a), sweeping its voltage,
and measuring the current that is supplied to the node. When the word line is off
(low), the cell has a wide operating margin and two stable operating points (iN = 0),
at vN = 0 and at vN = VCS, corresponding to the top N curve, where VCS is the
cell supply voltage. (Note that the center point is unstable because the slope at zero
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Fig. 5.23 (a) Schematic diagram of an SRAM cell, showing how an IV probe is connected to
obtain the “N” curve. (b) “N” curves—current versus voltage for the circuit in (a) for three
conditions: green is for WL low (cell not being accessed), orange is for WL high (cell being
accessed) for a low margin cell, and red is for WL high for a cell with no margin—the only stable
point is at VCS (Adapted from [11])

crossing is negative.) When the word line is ON, however, the margin is reduced
because the two nFETs on the right-hand side are competing with each other. Due
to random process variations, some cells will have quite low margin, as indicated by
the middle curve in (b), which still has two stable points, but just barely. If such a
cell, which already has a low margin, also contains an RTN trap, then it may be that
when the trap changes state it will shift the N curve to below the axis (to the lowest
curve), causing the low stable state to disappear and the cell to switch to the high-
voltage state. Thus RTN, though small, can cause SRAM read failures. The situation
for write failures is similar, but different FETs are involved.

To evaluate the situation quantitatively, we performed circuit-level simulation of
SRAM using our measured distribution of RTN VT shifts and found a characteristic
feature of RTN, which is illustrated in Fig. 5.24. In the absence of RTN or other
noise, the probability of read/write failure as a function of VCS is shown in (a).
As VCS decreases, the cell always works until it reaches its minimum operating
voltage Vmin and then it always fails for voltages below that. If RTN is present in
one of the FETs, the situation becomes like (b). For VCS below the empty-trap Vmin,
the cell always fails, as in (a), and for VCS above the filled-trap Vmin, the cell always
works. For voltages in between, the cell works some of the time and fails some
of the time, randomly, according to the RTN statistics. Thus, we expect there to
be a plateau in the cell failure probability versus voltage. In the real case, there is
additional variation, due to shot noise and other effects, so something like (c) is
expected, with slopes rather than vertical lines.

We successfully observed this feature by repeatedly setting and measuring all of
the cells in a 4-Mb macro [25]. This was done up to 1,000 times for each cell at
each VCS value, and VCS was stepped in 1 or 2 mV increments. For 10 selected cells,
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Fig. 5.25 shows the fraction of times that the cell failed versus VCS. As can be seen,
these cells exhibit noisy plateaus in their probability functions, just as predicted
in Fig. 5.24c. These results are analyzed statistically in Fig. 5.26 by plotting the
cumulative distribution function of the total width of the probability transition,
ΔVCS (see Fig. 5.24c). It follows a log-normal distribution at high percentile, and
its areal dependence is close to 1/area, both of which are characteristic of RTN,
leading us to conclude that this is indeed an RTN effect. Based on these results, a
guardband voltage was calculated, which is the extra voltage that one should add to
the measured Vmin to obtain a safe reliable operating voltage. As shown in Fig. 5.27,
the guardband is expected to increase greatly in future scaled-down designs because
of the increasing RTN amplitudes. Since RTN is a major component of BTI effects
in general, it is to be expected that the necessary guardband for all BTI effects taken
together will be even larger than this.
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5.7 Summary

As-fabricated traps and defects in HKMG MOSFETs give rise to random telegraph
noise effects in highly scaled devices, even in the absence of gate-voltage stress. The
effective VT shifts associated with this RTN can have significant impact on CMOS
circuits, as we have shown. They can degrade the operating margins of SRAM cells
and can potentially cause large history-dependent delay variations in the switching
time of logic gates. Since RTN amplitudes increase with scaling as the inverse
of the area, RTN may be a serious reliability issue for future FET technologies.
Another aspect of this reliability concern is that the fluctuating nature of RTN
makes it difficult to screen for RTN-affected devices, since a defective device may
pass functional test one time and fail it another. This increases the importance of
understanding the temporal behavior of RTN traps.

We have described in detail a Baum–Welch-based algorithm for solving the
hidden Markov model for the trap states in an RTN time series and have shown
that it can reliably extract not only the trap amplitudes but also their characteristic
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time constants. The results of analyzing a large number of traps indicate that there is
a very wide distribution of trap parameters, including both amplitudes and voltage
dependencies. Measurements across temperature show that the characteristic times
shrink with increasing temperature but that the voltage coupling coefficients are
nearly independent of temperature. It is also observed that the trap amplitude
distributions are nearly independent of whether the FET channel is doped or not,
indicating that dopant-induced percolation does not play a significant role.

This information is very useful not only for understanding RTN but also for
understanding bias stress effects in general, since many, if not most, BTI effects
are thought to arise from the behaviors of RTN-like traps. To the extent that RTN
is a subset of BTI, it should be the case that BTI margins will be sufficient to cover
RTN effects in circuits, although this may be mostly a matter of making the BTI
margins large enough. On the other hand, the wide distribution of RTN amplitudes
observed in highly scaled FETs suggests that BTI can also be expected to show a
similarly wide range of magnitudes when it is measured on very small FETs.
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Chapter 6
BTI-Induced Statistical Variations

Stewart E. Rauch III

Abstract In this section, we discuss the statistics of BTI shift. It is now well known
that the BTI mechanism will alter both mean and variance of the threshold voltage
VT (as well as that of other device parameters) of a group of MOSFETs under stress.
There are two parts—extrinsic and intrinsic—to the induced variations, just as there
are to the variations of the unstressed device characteristics. The extrinsic part is
key to understanding the variations of BTI-induced shifts of performance (such
as FMAX [maximum product clock frequency]) among a population of chips. With
deep scaling, the intrinsic contribution to chip-to-chip performance shift variations
is increasing. Intrinsic variations will induce device mismatch shift, a potential
concern for analog circuits. In addition, it turns out that this random fluctuation
component has become extremely important to the problem of random SRAM bit
reliability failures due to cell stability degradation.

6.1 Device Variability in Integrated Circuits

Due to the imperfection of semiconductor manufacturing processing, individual
device characteristics deviate from the desired nominal values. These deviations
or variations can be broadly divided into two classes based on the correlations
between devices [1]. We will refer to these as “extrinsic” and “intrinsic” process
variation. Extrinsic process variation (EPV) arises from the lack of perfect control
of fabrication conditions. For example, the tools used to make the gate oxide or gate
stack are unable to produce a perfectly uniform layer across a wafer. Additionally,
the tool process may slowly change with time. If multiple tools are used in a
particular manufacturing line for a certain process, then there will be tool to tool
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differences. Thus there will be intra-die, die to die across the wafer, wafer to wafer in
a lot, and lot-to-lot components to the overall variation. By definition, the correlation
between the characteristics of devices with identical layouts on a die will become
perfect as the spatial distance approaches zero between the two devices. This will
happen regardless of the size of the devices.

On the other hand, intrinsic process variation (IPV) or random local fluctuation
(RLF) between devices does not disappear at small separation; in fact, it effectively
has no spatial dependence. This local variation arises from the inherent atomistic
nature of matter in small dimensions. Due to the implacable scaling down of
semiconductor devices, considerations such as lattice spacing, and the discrete
charge of the electron are increasingly important. The most important example is
called random dopant fluctuation (RDF) or random discrete doping (RDD). In the
continuous limit, the VT of a MOSFET is controlled by the spatial doping density
in the well (along with the gate insulator thickness and the gate work function).
But this doping is not really continuous; it actually is formed by discrete atoms
at discrete locations. Doping by ion implantation (nowadays the most common
technique), for example, basically consists of repeatedly firing energetic dopant
ions at the silicon surface through openings. The number of ions that enter any
particular opening must be an integer. Invariably, the distribution of this number
for any set opening size will be Poisson. In addition, the ions will not magically
become uniformly spaced; clumps and gaps will form randomly. Any subsequent
drive-in anneal redistributes the dopants by a random diffusion mechanism. The net
effect is to cause an intrinsic, local device VT distribution, which scales inversely
with device active area (L×W)—smaller size results in more variation. This sort of
scaling effect is a common characteristic of IPV.

There are many cases in analog circuits (for instance, differential amplifiers and
current mirrors) in which it is desirable that the characteristics of two or more
devices be closely matched. The normal design strategy to maximize the matching
is to place the pair or group of identically laid-out devices in direct proximity. This
will minimize differences due to EPV. Also, because of IPV, the size of the devices
must be made large enough to achieve the required degree of matching.

In random logic circuits, individual device matching is usually much less
important, although, with scaling, it will gain significance. Circuit performance
commonly depends on the delays of logic paths (chains of gates) which are the sums
of single gate delays. Thus there is some statistical averaging of multiple device
characteristics. However, EPV is extremely important, as it controls the overall chip
performance distribution. There is one very considerable exception to this, and that
is the SRAM cell. Every cell (of millions on each chip) must operate on its own,
so there is no averaging tendency. And since for density purposes the devices in the
SRAM cell are made as small as possible, the intrinsic variations are large and tend
to dominate over the extrinsic variations.
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6.2 BTI Extrinsic Process Variation

Just as for unstressed devices, this variation arises from the variation of the fabri-
cation process conditions themselves. BTI shift is very sensitive to compositional
details of the gate oxide, or gate stack, and will vary across wafers and between
wafers and lots. This is largely independent from the initial device characteristics,
but not all of the variation is totally independent or unpredictable. For instance, if
the BTI-induced device VT shift can be expressed as

ΔVT = A

(
V GS

TINV

)p

exp

(
−EA

kT

)
tn, (6.1)

then it can be seen that variation of TINV (EOT) will cause variation in the shift. In
general, the BTI shift will be dependent on observable (and hopefully monitored)
process variables, such as TINV, W, L, and initial VT. These are (at least in principle)
predictable based on the process parameters for a particular die. However, there
are hidden, or unpredictable, variations which are not due to observable process
parameters. An example of this would be properties of the trapping sites in the
dielectric, such as their areal density. These effects would appear as variations of
the pre-factor A. Thus, A itself is a distribution with a mean and sigma.

ΔVT is often assumed to have a log-normal distribution. Even though A
itself may be normally distributed, ΔVT will appear to be log-normal due to the
multiplicative nature of the BTI mechanism:

ln(ΔVT ) = ln(A)+ f (Stress Conditions)+ n× lnt (6.2)

Assume

A ∼ N
(
μ , σ2) . (6.3)

If the device sample size at each stress condition is relatively modest (let’s say
<50–100) and the distribution of A is relatively tight (for instance, σ/μ= 0.1–0.2),
then for each stress cell, we cannot distinguish between normal and log-normal
behavior. That is,

ln(A) is approx ∼ N
(
lnμ , σ2/μ2 ) . (6.4)

Therefore, ln(ΔVT ) is approx ∼ N
(
ln(μ + f + nlnt) , σ2/μ2 ) . (6.5)

For an example of experimental extrinsic ΔVT distributions, see Fig. 6.1. These
distributions are from a stress sample of about 50 relatively large area PFETs
(L×W= 40 nm× 10 μm). The data for each readout time is adequately fit by a
log-normal distribution with the common log-normal σ= 0.15.
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Fig. 6.1 Measured ΔVT at two readout times of large area PFETs fit to log-normal distributions
with a common sigma

Thus, if the device area is large enough to ignore intrinsic variations, a
reasonable statistical regression approach is to fit ΔVT in the log domain (i.e.,
use ln(ΔVT) as the independent variable). It should be remembered that time
points (readouts) for each device stressed are correlated and cannot be treated as
independent measurements. Doing so could lead the estimated confidence bounds
on the fit parameters to be much lower than they should be [2].

6.3 BTI Random Local Fluctuations

It is commonly accepted that NBTI degradation is due to interface state generation
and/or accumulation of bulk oxide charge [3, 4]. Because NBTI is caused by discrete
charges, there should be intrinsic fluctuations induced. This is very analogous to
the case of random dopants. For dopants, this process is called random dopant
fluctuation (RDF), and for NBTI it is sometimes referred to as random charge
fluctuation (RCF).

6.3.1 Atomistic Simulation

The classical view of MOS electrostatics is a simple one. In an MOS capacitor,
for example, the gate and interface charges can be approximated by uniform
charge sheets and the depletion region as a uniform spatial charge density. This
allows an analytic one-dimensional solution to Poisson’s equation in terms of the
surface potential, ψS. To simulate a MOSFET structure, this can be built up to
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two dimensions by numerically solving Poisson’s equation and the continuity and
current density equations. Unfortunately, to realistically simulate RDF and RCF
effects, it is necessary to introduce dopants (and trapped charges) as point charges
with random locations and to perform a fully three-dimensional solution. This is
more difficult computationally, but recently the so-called Atomistic Simulators have
been extensively used to study random fluctuation effects on small devices [5–7].
In general, these simulations have shown how irregular the surface potential is in a
sufficiently scaled device (sub-0.1 μm in length and width). The drain current flows
more in a percolation manner than in the classical picture of uniform current density.
This has important ramifications to the statistics of BTI. For more detail, see [42].

6.3.2 BTI-Induced Analog Mismatch Shift

A common practice in analog design is to use matched devices in balanced circuits
(e.g., current mirrors, differential pairs, etc.). These circuits tend to be relatively
insensitive to a matched VT shift of the pair, but are much more sensitive to increases
in the VT mismatch between the pair. The mismatch shift is the change in mismatch
or difference between electrical characteristics of two devices, A and B, over time.
For example, the VT mismatch between A and B is VTA −VTB. Typical BTI stress
can be used to predict the mean VT shift for the matched pair and any mismatch
induced by differential stress conditions [8]. But even for identical use conditions
and completely identical devices, BTI-induced mismatch shift may be enough to
cause circuit failure. And for FETs normally operating at a low gate bias (for which
the BTI shift would be small), there may be other circuit operation modes (such
as power-down mode) which expose the devices to a relatively high VGS [9]. The
NBTI-induced mismatch shift concern for analog circuits has been reported as early
as 2001 [8], but early authors were unable to measure any significant mismatch shift
due to balanced stress, because of the relatively large gate area (W/L= 20/0.32 μm
in [8]) and/or a low analog stress condition [10]. The first experimental evidence
and simple model for RCF effects due to NBTI did not appear in the literature until
2002 [11]. This model is summarized here. (For convenience, the convention in
this chapter is to treat the PFET VT as normally positive.) By common practice, δ
denotes the mismatch between the paired devices. The definition of VT mismatch
is, of course, δVT ≡ VTA −VTB, for the A and B devices in the pair. As usual, Δ
denotes the difference between time t and time 0 (shifts in time due to stress). VT

was measured under saturation conditions, since saturation mode is typical under
both analog operation and digital switching conditions.

The variance of the induced VT mismatch shift, Var(ΔδVT), due to the random
fluctuations in the number of induced charges is calculated as follows.

Since a purely symmetric stress (VDS = 0) is applied, there is no source/drain
asymmetry or pinch-off. Let us assume that the NBTI damage mechanism is purely
channel area related, not a perimeter effect, and that the induced charge is at the
SiO2–Si channel interface. (Note that this is not true for PBTI in high-K metal
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gate (high-K metal gate) stacks containing HfO2 or another high-K dielectric since
the electron trapping appears to be in the high-K layer.) Then, the total number of
charges induced by stress, ΔN, is

ΔN =
1
q

ΔVT

CGAT E
=

εOX AGΔVT

qTOX ,EFF
, (6.6)

where AG (=LEFFWEFF) is the effective gate area (more properly, the channel area)
and TOX,EFF is the equivalent oxide thickness corresponding to CGATE in strong
inversion and includes poly-Si gate depletion effects. For PBTI in high-K metal
gate, TOX,EFF should be replaced by the equivalent oxide thickness from the gate to
the centroid of the trapped electrons. Note: We will see that this simple charge sheet
model is challenged by later authors.

ΔN is assumed to follow a Poisson distribution.

Therefore, Var(ΔN) = Mean(ΔN) =
εOX AGMean(ΔVT )

qTOX ,EFF
, (6.7)

and Var(ΔδVT ) = 2Var(ΔN)

(
qTOX ,EFF

εOX AG

)2

=
K0TOX ,EFF Mean(ΔVT )

AG
, (6.8)

where K0 ≡ 2q
εOX

= 9.3 mV μm. (6.9)

The factor of 2 in K0 comes from the fact that the δ is comparing two devices.
Fluctuations in the spatial distribution of induced charges also introduce random

VT variations [8, 9]. This was shown by Asenov [5] through atomistic simulation
of random discrete doping. For his conditions, he estimated the VT variance due to
dopant spatial distribution to be about equal to that due to number fluctuation. To
account for this additional VT variation, an additional empirical constant K1 was
introduced:

Var(ΔδVT ) =
K1K0TOX ,EFF Mean(ΔVT )

AG
. (6.10)

K1 was experimentally determined, but to be consistent with Asenov, the constant
K1 was expected to be about 2. The measured value in reference [11] was K1 = 2.7,
a bit higher but not unreasonable.

This model was experimentally supported by three different device types and
gate areas from 0.009 to 10 μm2, as shown graphically in Fig. 6.2.

It has been further quantitatively supported by Agostinelli et al. [12] and La
Rosa et al. [13]. It should be recognized that these data have generally been based
on relatively slow measurement techniques, so there may have been substantial
recovery.

Rauch [11] further derives a model for β mismatch shift. The parameter β is a
measure of the device current drive for a given gate overdrive. A simplistic drain
current model in saturation is ID = β (-VGS −VT)

m, where m∼ 1.5–2.
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Fig. 6.2 Ratio of the variance of the VT mismatch shift to the mean VT shift versus AG/TOX,EFF.
The dashed line is the model prediction for K1 = 2.7 (After [11])

Since β is a multiplicative factor, β mismatch is defined as

δβ ≡ 1− βA

βB
. (6.11)

Starting with an assumed relation between mean β after shift to ΔN,

β ≈ β0

1+αΔN/AG
, (6.12)

where the parameter α is an empirical constant. Then,

Δβ
β0

≈ αΔN/AG. (6.13)

Thus, for Δβ/β0 << 1,

Var(Δδβ )≈
(

2α2

AG
2

)
Var(ΔN) =

(
2α2

AG
2

)
εOX AGMean(ΔVT )

qTOX ,EFF
. (6.14)

Again, the factor of 2 comes from the pair comparison. Simplifying and
introducing the constant K0,

Var(Δδβ )≈
(

4α2

AGTOX ,EFF

)(
εOX

2q

)
Mean(ΔVT ) =

4α2Mean(ΔVT )

K0AGTOX ,EFF
. (6.15)

We introduce the empirical constant K2, which leads to

Var(Δδβ ) =
4K2α2Mean(ΔVT )

K0AGTOX ,EFF
. (6.16)
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The empirical result reported in reference [11] for K2 is 12, a rather large value
that perhaps needs more theoretical and experimental support. There has been little
attention paid in the literature to this β statistical model. To illustrate the effect of
β variation on drain current variation, let us consider the VGS dependence of drain
current mismatch, defined similarly to that of β as

δ ID ≡ 1− IDA

IDB
. (6.17)

If ID can be approximated by β times a function of overdrive (−VGS −VT), then
for small variations,

δ ID ≈− ∂ ID

∂VGS

δVT

ID
+ δβ =−gm

ID
δVT + δβ . (6.18)

(gm is also taken as a positive number.)
Therefore,

Var(δ ID)≈
(

gm

ID

)2

Var(δVT )+Var(δβ ) (6.19)

(if VT mismatch and β mismatch are independent).
And for the ID mismatch shift,

Var(Δδ ID)≈
(

gm

ID

)2

Var(ΔδVT )+Var(Δδβ ) (6.20)

(if VT mismatch shift and β mismatch shift are independent).
An example is given here for a group of PFET pairs sampled from an RF CMOS

technology (Weff= 0.33 μm, Leff= 0.14 μm, sample size= 80 pairs) (see Fig. 6.3).
This graph compares the VGS dependencies of the variance of the ID mismatch shift
after 100 s on NBTI stress with the variance of the T0 ID mismatch. The dashed
lines are the variances due to the VT mismatch, and the solid lines are the totals
given by Eqs. (6.19) and (6.20). It can be observed that the impact of β mismatch
shift to ID mismatch shift is lesser than the impact of the βmismatch to ID mismatch
despite the large “K2” factor. This is because the β shift due to NBTI, especially in
the saturation regime, is generally small and is often neglected entirely.

This β variance would at most have second-order effects on gain mismatch in a
differential pair, current matching in a current mirror, or the q-point of a differential
pair. The consensus in the literature is that these NBTI-induced mismatch shift
effects are only a concern for analog circuits under limited circumstances—two
examples are exposure to high gate bias during power-down modes [9] and espe-
cially sensitive circuits such as the LSB of digital to analog (D/A) converters [12].
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Fig. 6.3 Variances of NBTI-induced ID mismatch shift and T0 ID mismatch

6.3.3 SRAM Stability Concerns

Once NBTI-induced random charge fluctuation statistical effects were known, it
was soon realized that these statistics (and not only the mean shift) are important
to an accurate understanding of NBTI-induced read disturb failures in typical
CMOS SRAMs [13, 14]. The MOS devices typically used in advanced SRAM cell
designs are generally near minimum geometry in both length and width; hence,
gate areas are extremely small, and NBTI-induced mismatch shift is large. NBTI
degradation introduces additional variations of the Vth and β of the pMOSFET
pull-up transistors which worsen the cell stability. Note that the shift in total device
variability is much smaller than the mismatch shift. SRAM stability shift due to
NBTI is discussed further in [43].

6.3.4 BTI-Induced ΔVT Distributions

The first discussion in the literature of actual NBTI-induced ΔVT distributions was
by Rauch [15] from which the following discussion is derived.

If the NBTI-induced VT shift process is examined more rigorously from a
statistical point of view, the following general conclusions can be inferred:

1. It is well known that NBTI degradation is due to interface state generation and
accumulation of bulk oxide charge [3, 4]. Thus the underlying stochastic process
is discrete.

2. It is now recognized that there are concurrent interface state re-passivation
(a prominent feature of the Reaction–Diffusion Model [16]) and oxide trap
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detrapping processes occurring (as shown by fast recovery effects [17]). This
means that the threshold voltage shift should be observed to occasionally reverse
direction (increase and decrease with time) and even change sign (net negative
charge delta) under stress. This has been observed by several authors [18, 19].
The result is that the process controlling the shift is not strictly a single Poisson
one, but is actually the difference between two Poisson processes.

3. When a charge is created or destroyed, the magnitude of threshold voltage shift
is not fixed, but is dependent on its position with respect to other NBTI-induced
charges and random dopant positions [5, 20]. There is a discrete VT step when
a charge is created or destroyed, but the magnitude of the step is itself randomly
distributed. Therefore, the creation and destruction processes are each modeled
as a compound Poisson process (also called a generalized Poisson process). This
type of stochastic process is defined as follows [21]:

ΔVT (t) =
N(t)

∑
i=1

Si (6.21)

where N(t) is a Poisson process and Si are independent random variables, also
independent of N(t). The model is then

ΔVT (t) =
NC(t)

∑
i=1

Si −
NC(t)+ND(t)

∑
i=NC+1

Si. (6.22)

By the way, in the literature this is sometimes asserted to be a Skellam process
[22] (the same as defined by Eq. (6.21), where instead N(t)∼ Skellam). This is
not rigorously true, even though the net number of charges does follow a Skellam
distribution. However, in practice, there may be little difference, except for near zero
and negative values of shift.

If any given charge state is both created and destroyed, it cancels out, and so only
unique creations and destructions need to be considered.

The mean shift is

μ (ΔVT ) = (μC − μD)μ(S). (6.23)

But

μ(S) =
qTOX ,EFF

εOX AG
, (6.24)

so that, as required assuming a charge sheet model,

μ (ΔVT ) =
qTOX ,EFF

εOX AG
μ (ΔN)≡ KQμ (ΔN) . (6.25)
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If C and D are uncorrelated, the variance of VT shift is

Var (ΔVT ) = (μC + μD)
(
μ2(S)+Var(S)

)
. (6.26)

If we define a normalized random variable U= S/KQ, then U has a mean of 1.
Thus

μ (ΔVT ) = KQ (μC − μD) , (6.27)

and

Var (ΔVT ) = KQ
2 (μC + μD)(1+Var(U)) . (6.28)

We now define the dispersion factor φ as

φ ≡ Var(ΔVT )

KQμ(ΔVT )
=

(μC + μD)

(μC − μD)
(1+Var(U)) . (6.29)

φ represents the “over-dispersion” compared to what would result from a simple
Poisson process. Comparing with prior equations, K1 =φ. Asenov presents a plot
(Fig. 12, [5]) from which we can estimate Var(U)∼ 0.8–1.1. (There is no D
process for random dopants.) Then, to match the experimental value of φ∼ 2.7,
μD/μC ∼ 0.12–0.20. This ratio of detrapping is assumed to derive from positive
correlation between the full C and D processes contrary to assumption. If we split
C and D into correlated (α) and uncorrelated parts (C′ and D′)

C = α +C′

D = α +D′, (6.30)

then the mean and variance of the ΔVT distribution will be

μ (ΔVT ) = KQ (μC′ − μD′) , (6.31)

and Var (ΔVT ) = KQ
2 (μC′ + μD′) (1+Var(U)) . (6.32)

Thus, only the uncorrelated parts should be considered. Later we will see that the
μD/μC ratio is probably even smaller, and most of this extra variance is actually due
to a higher effective value of KQ.

To investigate the ΔVT distribution for very small devices, we shall use NBTI
data from advanced SRAM-sized PFETs with a gate area about 1/3 of the minimum
in [11]. For these devices, Weff ×Leff ∼ 90 nm× 37 nm, and TOX.EFF ∼ 2.0 nm
(KQ ∼ 2.8 mV), and sample size= 147. The NBTI stress condition is as follows:
T= 140C, VGS =−2.0 V. Measurements are slow VGS sweeps, with various readout
times from 10 s to 10 ks. For this very small device, the variation in ΔVT is
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a b

Fig. 6.4 (a) Measured ΔVT distributions (points) compared to normal (solid lines) and log-normal
(dashed lines) distributions. After [15]. (b) Dispersion factor versus normalized mean threshold
voltage shift. Dashed and solid lines are two different models for dispersion explained in the text

dominated by the random fluctuation effect, and the effect of process variation
is small. This can be checked by comparing the variances of VT mismatch shift
and of raw VT shift. There is a ratio of two between these if the process variation
has a negligible contribution. Figure 6.4a shows the measured ΔVT distributions
for readout times of 10 and 10,000 s. Comparison to normal and log-normal
distributions with the same mean and variance demonstrates that the normal
underestimates and the log-normal overestimates the high ΔVT tails of the actual
distributions.

Figure 6.4b shows the calculated dispersion factor, φ, versus the normalized
average shift at each readout. The error bars represent the (statistical) standard errors
of the φ estimates. The constant value of 2.7 (dashed line) is the prediction of [11].
This value is a reasonable fit for all except the first readout data. The solid line is the
simple linear model, μD = a+ bμC, with a= 0.45 and b= 0.13. It was felt that the
reason for the dispersion factor to decrease with time is the increasing correlation
of the D process with the C process. However, as we shall see, the reliance on the
charge sheet value of KQ is misleading, and much of this extra dispersion is probably
not due to the D process after all.

6.3.4.1 Asymptotic Approximation

Even without knowledge of the exact U (normalized step size) distribution, an
asymptotic approximation to the compound distribution for large N can be made.
Since the points of high shift are the most important from a practical point of
view, we first approximate the difference of two compound Poisson processes with
a single compound Poisson process with the same dispersion factor. That is,

ΔVT (t)≈ KQ

ΔN(t)

∑
i=1

Ui
′ (6.33)
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where U′ has a mean of 1 and a variance=φ− 1. Now for large ΔN by the Central

Limit Theorem, the distribution of the sum
ΔN
∑

i=1
Ui

′ approaches a normal distribution

with μ=ΔN and σ =
√

ΔN (φ − 1). Since the joint probability of ΔVT and ΔN is
given by

pΔVT ,ΔN (x,m) = pΔVT |ΔN (x|m)PΔN(m), (6.34)

then,

pΔVT (x) =
∞

∑
m=0

pΔVT ,ΔN (x,m) =
∞

∑
m=0

pΔVT |ΔN (x|m)PΔN(m). (6.35)

Therefore, the PDF is approximately

f (ΔVT )≈ e−Δ̄
∞

∑
m=0

ϕ
(

Δ−m√
m(φ−1)

)

√
m(φ − 1)

Δ̄m

m!
, (6.36)

where Δ ≡ ΔVT
/

KQ , Δ̄ ≡ μ (Δ), and ϕ is the Standard Normal PDF. For m= 0, ϕ
is taken to be the delta function δ(x). The corresponding CDF is

F(ΔVT )≈ e−Δ̄
∞

∑
m=0

Φ

(
Δ−m

√
m(φ − 1)

)
Δ̄m

m!
, (6.37)

where Φ is the Standard Normal CDF. For m= 0, Φ is taken to be the unit step
function H(x).

We will refer to this distribution as Cpn.
This CDF is compared to measured ΔVT distributions in Fig. 6.5. The value

of φ used is from the model of Fig. 6.4b (solid line). The predicted asymptotic
CDF agrees with the measured data remarkably well even for relatively low shift
levels (low ΔN). The agreement for ΔVT < 0 must be considered fortuitous, since the
nonzero value of F in this region arises from U′< 0, which is physically unrealistic.
(These physically stem from the D process.)

6.3.4.2 Exponential Step Size Distribution

There now exists more information regarding the step size distribution. Recently
the connection has been realized between BTI and random telegraph noise (RTN)
or random telegraph signal (RTS) [23–25]. Both exhibit discrete ΔVT steps when a
charge is captured or emitted from a trap. If the device size (channel area) is small
enough, these steps can be directly measured. Both experimental and simulation
results suggest an exponential distribution, at least for a large range of ΔVT

[26–28].
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Fig. 6.5 Comparisons of the predicted approximate CDF (lines) with measured ΔVT distributions
(points) for the asymptotic approximation (Cpn)

The derivation of F(ΔVT) with an exponential step size distribution follows [29]:
If the step size S∼Exp(η),

f (S;η) =
(

1
η

)
exp−

(
S
η

)
. (6.38)

Use of an exponential distribution puts a simplifying restriction on the BTI
statistics. Since it has only one parameter, η, its mean and variance cannot be
independently varied. In fact,

μ(S) = η , and Var(S) = η2 = [μ(S)]2. (6.39)

Thus the normalized S variable U=S/μ(S)= S/η has a mean of 1 and a variance
of 1. This neatly fits within our requirement for Var(U) given in Sect. 6.3.4. f(U) is
just exp(−U). The parameter η replaces KQ.

Then

Var (ΔVT ) = η2 (μC + μD)(1+Var(U)) = 2η2 (μC + μD) . (6.40)

And

Var (ΔVT )

μ (ΔVT )
= 2η

(μC + μD)

(μC − μD)
, (6.41)

φ ≡ Var(ΔVT )

ημ(ΔVT )
= 2

(μC + μD)

(μC − μD)
. (6.42)
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The distribution of the sum of m-independent exponentially distributed variables
is called an “Erlang” distribution (a special case of the gamma distribution).

(
m

∑
i=1

Ui

)

∼ Erlang(m,1) . (6.43)

The PDF and CDF are given by

f (x;m) =
e−xxm−1

(m− 1)!
,F (x;m) = P(m,x) , (6.44)

where P is the regularized gamma function given by

P(m,x)≡

x∫

0
ym−1e−ydy

(m− 1)!
. (6.45)

The PDF for the creation process is then

f (ΔVT )C = e−Δ̄

(

δ (x)+
∞

∑
m=1

e−ΔΔm−1Δ̄m

(m− 1)!m!

)

, (6.46)

and the CDF

F(ΔVT )C = e−Δ̄

(

H (Δ)+
∞

∑
m=1

P(m,Δ)
Δ̄m

m!

)

, (6.47)

for Δ ≡ ΔVT
/

η and Δ̄ ≡ μ (Δ) = μC.
This is the so-called Cpe distribution [30].
In many cases, μC >>μD, and the D process can be ignored, as we shall see.

Value of η and the Validity of the Charge Sheet Approximation. Many authors
have found that the experimental value for the mean ΔVT step size η is much larger
than the charge sheet value, η0 (or KQ) [7, 28, 31]. Most experimental values in
the literature for η/η0 vary from ∼1.5 to >3, although some results are consistent
with η/η0 ∼ 1 [32]. If we apply the Cpe distribution to the data of Sect. 6.3.4.1
above, we must adjust η to 3.4 mV (∼1.2 η0, more on this later). Simulations also
suggest η/η0 ∼ 1–2 [28, 33]. Certainly, the effect of a single point charge is hardly
the same as for that amount of charge smeared out over the entire channel area. As
we know, atomistic device simulations show that the dopant position fluctuations
induce large local variations in the surface potential. These local variations, of
course, contribute to the step size distribution. Because of nonlinearity, the mean
step size may increase, as well. Simulations by several authors support a well doping
dependence; more dopants lead to more variation of step height. There are several
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other possible effects that can increase the effective value of η: (1) Since direct step
size measurements have a lower resolution limit, generally of 1 mV or so, there
may be a “hidden” set of ΔVT steps near zero. In this case, these near-zero steps can
be neglected, and the effective result is essentially the same as a lower number of
steps with a higher η. (2) It is also conceivable that the trapping sites are correlated
to the initial surface potential fluctuations. If the trapping probability is higher at
those sites that have a larger inversion charge density—the very spots that are most
sensitive to a trapped charge—the effective η will be enhanced.

The effective value of η can be deduced from measurements in two ways.
The S distribution can be measured directly by using the Time-Dependent Defect
Spectroscopy (TDDS) technique [34]. For more information on TDDS, see [44].

Also, if the D process is neglected, and assuming an exponential step height
distribution,

η =
1
2

(
Var (ΔVT )

μ (ΔVT )

)
. (6.48)

This should be applied to stresses with fairly large shifts (not early readouts).
When statistical parameters are needed for a technology under development

before measurements are possible, it would be recommended that a value of
η/η0 = 1.5–2 be used for NBTI. When calculating η0, TOX should include any gate
depletion effects, and L approximate the effective channel length (not include S/D
overlaps). For PBTI in high-K metal gate stacks, the TOX value will depend on the
position of the trapped charge centroid. η0 will likely be significantly lower than
for NBTI. Toledano-Luque et al. [31] reported a bimodal (double exponential) step
height distribution in high-K NFETs—one η comparable to the PFET value and
one about ¼ of this. This may indicate trapping at the SiO2-Si channel interface as
well as in the high-K layer. There is another potential complication for PBTI. If the
trapped charge is widely distributed throughout the high-K layer, this represents an
additional source of variation. This point will be discussed later.

6.3.4.3 Refitting Data with Cpe Distributions and η>KQ

To illustrate the Cpe distributions with both the C and D processes in play, it is fit
to the data of Sect. 6.3.4.1. As opposed to the Cpn assumptions (namely, KQ or η0,
the charge sheet value), a value of μD constant (or even decreasing) with time is
found to be consistent with the data. For μD = 0.45, η= 3.4 mV (η/η0 ∼ 1.2), the
predicted dispersion factors are a reasonable match to data as shown in Fig. 6.6a,
based on

φ ≡ Var(ΔVT )

ημ(ΔVT )
= 2

(
1+

2μD

Δ̄

)
. (6.49)
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Fig. 6.6 (a) Dispersion factor versus normalized mean shift for η= 3.4 mV. The solid line is
the expected value for a constant μD = 0.45 and dotted line for μD = 0. (b) Comparisons of the
predicted Cpe CDF (lines) with measured ΔVT distributions (points)

Also with these values, the negative parts of the predicted ΔVT distributions
at the shorter times were also comparable with data, as seen in Fig. 6.6b. This
demonstrates that the Cpe distribution is consistent with VT shift data and leads
to additional simplification. A constant μD can be interpreted simply as a random
telegraph signal. (μC =μD = constant describes random telegraph noise; thus, the
net BTI trapping process is then μBTI =μC −μD, which is just the mean increase in
the number of charged states.)

6.3.4.4 Comparison of Cpn and Cpe Distributions

Both the Cpn and Cpe distributions are sufficient to fit experimental data up to the 99
percentile regime. But we will show that the two diverge at larger percentiles. Even
though the first and second moments (mean and variance) are the same, the third
moments (skewness) are different. A positive skewness denotes a non-normality
that will add probability to large ΔVT events. This may be important for SRAM
considerations, since the distribution of a very large number of devices is involved.

Skewness is defined as

Skew(Z)≡
E
(
(Z − μ(Z))3

)

(Var(Z))
3
2

. (6.50)

Since the skewness is the normalized third moment, Skew(ΔVT ) = Skew(Δ).

If Δ ≈
N

∑
i=1

Ui, then E
(
(Δ− μΔ)

3
)
= μNE

(
U3) . (6.51)



152 S.E. Rauch III

Fig. 6.7 Comparison of example Cpe and Cpn distributions, including high tails

Since μ(U)=Var(U)= 1,

E
(
U3)= E

(
(U − 1)3

)
+ 3Var(U)+ 1

= (Var(U))
3
2 Skew(U)+ 3Var(U)+ 1= Skew(U)+ 4 (6.52)

= Skew(U)+ 4 (6.53)

⇒ Skew(Δ) =
E
(
U3
)

2
3
2 μN

1
2

=
[Skew(U)+ 4]

2
3
2 μN

1
2

. (6.54)

The skewness of a normal distribution is 0. The skewness of the exponential
distribution is 2. Therefore, for Cpn,

Skew(Δ) =

√
2

μN
, (6.55)

and for Cpe,

Skew(Δ) =
3
2

√
2

μN
. (6.56)

Thus the skewness of the Cpe distribution is 1.5× that of the Cpn, and the upper
tail will extend to higher values of ΔVT. This is illustrated in Fig. 6.7. Considerable
deviation between the two distributions can be observed above the 99 percentile
points.
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Fig. 6.8 Example of a predicted VT distribution change due to NBTI showing non-normal effects

Fisher et al. [35] measured a BTI-induced ΔVT distribution for >8,000 samples
and compared it with a Cpn prediction. Deviations at the higher percentiles were
evident. It is clear that a Cpe distribution would fit their data better.

6.3.4.5 Implications of Non-normality

The product level impact of this non-normality will depend on the situation. For
analog matching or uncensored SRAM, it is the entire VT distribution that is
important. The VT distribution after BTI is the convolution of the virgin device
VT distribution with the ΔVT distribution. This convolution will mitigate the non-
normal effects due to BTI. Here is an example which is a severe, but not unrealistic,
case. We consider a minimum, or near minimum, size device (η= 4 mV) having a
T0 VT distribution (assumed to be normal) with a mean of 250 mV and a sigma
of 25 mV. The NBTI-induced ΔVT distribution has a mean of 50 mV. The initial
and final VT distributions and the normal approximation to the final distribution are
shown in Fig. 6.8.

In the upper tail, the exact final VT distribution can be observed to deviate from
its normal approximation starting at about the 1,000 ppm level. At the 1 ppm level,
there is ∼15 mV error, and at the 0.1 ppm level, about 20 mV. This amount of
deviation is unlikely to be important for analog matching applications because:

1. The mismatch (δVT) distribution will be closer to normal than that of the VT

itself, since it is the difference of two independent random variables.
2. A minimum ground-rule device is atypical for matching applications.
3. The number of instances per chip is typically moderate.

For an uncensored SRAM, there may be some significant, but probably not
severe, non-normal effects due to competing trends:



154 S.E. Rauch III

1. The initial ICRIT distribution is typically quite wide, which dilutes the non-
normality of ΔVT.

2. SRAM devices tend to be at or near ground-rule minimum.
3. Typically, there is an extremely large number (millions) of instances per chip.

However, in the case of a censored (a Vmin margin is applied at test; failing
SRAMs are discarded) SRAM, it was demonstrated in [13] that the low ICRIT tail
after NBTI is due almost completely to the ΔVT distribution itself (unconvoluted
with any initial distribution.) Therefore, under certain conditions, non-normal
effects may be much more significant (perhaps as much as 10× or more in cell
failure rate due to stability.)

6.4 Other Sources of BTI Intrinsic Process Variation

6.4.1 Work Function Fluctuations in High-K Metal Gate

Random dopant fluctuation has been the dominant cause of device variations for
typical poly-Si gate nitrided-oxide FETs. However, there are other sources of
variation besides random discrete doping, such as line edge roughness (LER), and
intrinsic TOX variation. And as CMOS technology progresses, there are additional
possible effects to consider, including fin height variation and work function
variation (WFV) [36]. Since finfets are generally un-doped, or lightly doped,
random discrete doping will be sharply mitigated or eliminated [37, 38]. WFV may
emerge as a dominant variability mechanism in the future. It also is expected to
exacerbate BTI variability.

If the metal gate in a high-K metal gate stack is polycrystalline with random small
grains, then the local work function will depend on the crystal orientation of each
grain. This will lead to work function variation, also referred to as work function
fluctuation (WFF) or metal gate granularity (MGG). Simulated random telegraph
signal step heights show an interaction with work function variation which is similar
to that with random discrete doping and also result in an approximately exponential
distribution [39]. Since metal gate work function is known to affect BTI, there is
also the potential for local correlation, driving further BTI variability [40].

6.4.2 Variability of Charge Depth: PBTI in High-K

As mentioned above, PBTI in a high-K metal gate stack entails electron trapping in
the high-K bulk, rather than at the SiO2–Si channel interface. This trapping may be
distributed through the depth of the high-K layer more or less uniformly [41]. Since
the step height from a trapped electron depends on the depth, this represents an
additional source of variability. The extra variance due to this contribution can easily
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Fig. 6.9 Comparison of ΔVT distribution with variable depth with two Cpe distributions: one with
the same mean step height and one with 4/3 this value

be estimated. Let us suppose that the charge trapping depth is a uniform distribution
from 0 (the gate) to the total high-K thickness (high-K–SiO2 interface). The mean
depth, or charge centroid, is half of this maximum thickness. Therefore, this effect
can be included by replacing the normalized step height variable U by the product
YU, where Y∼Uniform (0, 2). Now,

μ(ΔVT ) = μNηC, and Var(ΔVT ) = μNηC
2 (1+Var(YU)) , (6.57)

where ηc is the mean step height for Y= 1 (the centroid).

Var (YU) = μY
2Var(U)+ μU

2Var(Y )+Var(Y)Var(U). (6.58)

Using μY = 1, μU = 1, Var(Y)= 1/3, and Var(U)= 1,

Var (YU) =
5
3
, and Var (ΔVT ) =

8
3

μNηC
2. (6.59)

The resultant ΔVT distribution is not Cpe because the step height distribution
is no longer exponential. However, we can approximate the ΔVT distribution by a
standard Cpe with the same mean and variance with the substitutions

μN
′ =

3
4

μN , η ′ =
4
3

ηC. (6.60)

An example is plotted in Fig. 6.9 for μN = 10 and ηc = 1 mV. The subsequent
ΔVT distribution (circles) is compared to Cpe’s with μN = 10, ηc = 1 mV and
μN = 7.50, ηc = 1.33 mV. At least for μN values not too small, the approximate
Cpe is a reasonable fit.
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6.5 Statistical Interactions of BTI-Induced Intrinsic
and Extrinsic Variations

Let us examine the variance of the total shift distribution if it has intrinsic and
extrinsic variation components. The total variation in the parameter shift, a random
variable X, can be separated into the two parts:

X = R+P, (6.61)

where R, defined as the difference between the shift and the local mean shift, is the
random variable due to random local fluctuations and P is the random variable due
to extrinsic process variation. Thus the mean of R is 0 by definition. The mean of P
is just the overall mean shift. Note that R is not independent of P, since the variance
of R depends on P. We divide the samples into k subsamples or cells, such as die,
over which we can assume that P is constant. Let mi be the mean shift and ni be the
number of identical devices in cell i, and N= grand total number of devices. For the
jth device in the ith cell,

xi, j ≡ ri, j +mi. (6.62)

(Let i and j be very large.)
The grand variance is then given by

V ≡

k
∑

i=1

ni

∑
j=1

(xi, j −M)2

N
=

k
∑

i=1

ni

∑
j=1

(ri, j +mi −M)2

N
(6.63)

=

k
∑

i=1

ni

∑
j=1

[
ri, j

2 + 2ri, j (mi −M)+ (mi −M)2
]

N
. (6.64)

The variance of ri,j in cell i is Var(Ri) =

ni
∑

j=1
ri, j

2

ni
. But we also know that Var (Ri) =

ami, because this is a property of the R distribution. Thus
ni

∑
j=1

ri, j
2 = niami. Of course,

ni

∑
j=1

ri, j = 0.

V =

a
k
∑

i=1
nimi +

k
∑

i=1
ni(mi −M)2

N
. (6.65)

Using the definition of the overall or grand mean M,

M =

k
∑

i=1
nimi

N
, (6.66)
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and the variance of P

Var(P) =

k
∑

i=1
ni(mi −M)2

N
, (6.67)

yielding V = aM+Var(P) =Var(R)+Var(P). (6.68)

Another way of showing this in a probabilistic (as opposed to statistical) way is
to start with the law of total variance:

Var(X) = E (Var(X |P))+Var (E(X |P )) . (6.69)

Since

E (Var(X |P )) = E (aP)) = aM and Var (E(X |P )) =Var(P). (6.70)

we arrive at the same equation:

V = aM+Var(P) =Var(R)+Var(P). (6.71)

Even though R and P are not independent, the variance of their sum is still the
sum of their variances. This is due to the Poisson-like character of the R distribution,
variance is proportional to mean.

We will now show that even though the second moment, variance, behaves as if
the two components were independent, this is not true of the third (normalized) mo-
ment, skewness (previously defined). The skewness of the sum of two independent
random variables is

Skew(Z1 +Z2) =
[Var(Z1)]

3/2Skew(Z1)+ [Var(Z2)]
3/2Skew(Z2)

[Var(Z1 +Z2)]
3/2

. (6.72)

The grand skewness S of X is

S ≡

k
∑

i=1

ni

∑
j=1

(xi, j −M)3

NV 3/2
=

k
∑

i=1

ni

∑
j=1

(ri, j +mi −M)3

NV 3/2
(6.73)

=

k
∑

i=1

ni

∑
j=1

[
ri, j

3 + 3ri, j
2 (mi −M)+ 3ri, j(mi −M)2 +(mi −M)3

]

NV 3/2
. (6.74)

Now we use Skew(Ri)≡

ni

∑
j=1

ri, j
3

ni[ami]
3/2

⇒
ni

∑
j=1

ri, j
3 = Skew(Ri)ni(ami)

3/2. (6.75)



158 S.E. Rauch III

and Skew(R)≡

ni

∑
j=1

Skew(Ri)ni(ami)
3/2

N[Var(R)]3/2
, (6.76)

yielding

S =

k
∑

i=1

[
Sini[Var(Ri)]

3/2 + 3animi (mi −M)+ (mi −M)3
]

NV 3/2
(6.77)

=

[
[Var(R)]3/2Skew(R)+ 3aVar(P)+ [Var(P)]3/2Skew(P)

]

V 3/2
. (6.78)

Thus the skewness will be increased over that of two independent variables, due
to the correlation between the cell mean and cell variance.

Assuming a normal distribution for P, Skew(P)= 0. If we further assume a Cpe
R distribution,

a = 2η , Var(R) = 2ημP, Skew(R) =
3
2

(
2η
μP

) 1
2

, (6.79)

and

S = Skew(R)

(
1+ 2Var(P)

Var(R)

)

(
1+ Var(P)

Var(R)

)3/2
=

3
2

√
2

μN

(
1+ Var(P)

ημP

)

(
1+ Var(P)

2ημP

)3/2
. (6.80)

If R and P were independent, the grand skewness would be

S = Skew(R)

(
1+

Var(P)
Var(R)

)−3/2
. (6.81)

The maximum increase of S from Skew(R) is when Var(P)=½ Var(R). At this
point S/Skew(R)= (32/27)1/2 ∼ 1.09. For independent R and P, S/Skew(R) would
be only (2/3)3/2 = 0.544, or half of the correlated value.

This demonstrates that the increase in skewness, while only a second-order effect,
may influence the ΔVT distributions at the 99.9th percentile level or higher.

6.6 Summary

1. There are two parts to BTI-induced device variation—extrinsic and intrinsic.
2. The extrinsic part contributes to across chip, chip-to-chip, wafer-to-wafer, and

lot-to-lot variation. All device sizes are affected equally. The major reliability
impact is to introduce an additional variation to the chip performance distribution
after time.
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3. The intrinsic part causes variation between any two devices regardless of
proximity. Variations scale inversely with device area. Although this may impact
chip performance shift with future scaling, the two main reliability implications
to CMOS circuits have been identified to date:

– An FET device mismatch drift which affects balanced analog circuits.
– A broadening of the VT distribution of the devices in SRAM cells, which

contributes to SRAM stability failures.

4. The induced variances in VT and β shift are proportional to the mean VT shift
and TOX/AG.

5. ΔVT distributions are not normal (or log-normal).
6. The asymptotic analytic ΔVT distribution function for any arbitrary step height

distribution is compound Poisson—normal (Cpn).
7. The VT step height distribution is approximately exponential, as shown both

experimentally and by simulation. This distribution has only one parameter, η.

– The resulting analytic distribution function is compound Poisson—exponen-
tial (Cpe).

– The value of η is increased by random discrete doping and other effects.

8. The impact of the non-normality of the ΔVT distribution is predicted to be
relatively minor for analog mismatch, but can significantly increase SRAM cell
stability failure rate.

9. The positive correlation of the extrinsic and intrinsic process variations of BTI
does not affect the variance of the total ΔVT variation; however, it does increase
the skewness of the total distribution. Inclusion of this effect in SRAM stability
simulations may improve its accuracy.
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Chapter 7
Statistical Distribution of Defect Parameters

B. Kaczer, M. Toledano-Luque, J. Franco, and P. Weckx

Abstract The statistics of bias temperature instability (BTI) is derived within
the “defect-centric” paradigm of device degradation. This paradigm is first briefly
reviewed, drawing on similarities between BTI and random telegraph noise (RTN).
The impact of a single trap on FET threshold voltage Vth is then shown to follow an
exponential distribution with the expectation value η . The properties of η , such
as its area and gate oxide thickness dependences, are discussed. The statistics
of multiple defects is then developed, assuming (1) the single-trap exponential
distribution and (2) a Poisson distribution of the number of traps in each device.
The properties of the resulting time-dependent total ΔVth statistics and its moments
are then treated. Finally, the combined time-dependent and time-zero statistics of
the total threshold voltage Vth is discussed, together with its properties and a brief
example of its implications for circuit performance metrics.

7.1 Introduction

The large, micrometer-sized FET devices of the past CMOS technologies were
considered identical in terms of electrical performance. Similarly, the application
of a given stress resulted in an identical parameter shift in all devices. With the
gradual downscaling of the FET devices, the oxide dielectric was the first to reach
nanometer dimensions, thus introducing the first stochastically distributed reliability
mechanism—the time-dependent dielectric breakdown [1]. With the shrinking of
lateral device dimensions to atomic levels, variation between devices appeared due
to effects such as random dopant fluctuation and line edge roughness [2]. This
phenomenon, now routinely considered in circuit design, is referred to as initial,
as-fabricated, or time-zero variability [3, 4].
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Analogously to time-zero variability, application of a fixed stress in deeply scaled
devices results in additional statistical distributions of the parameter shifts [5, 6].
This is referred to as time-dependent variability. The overall variability of deeply
scaled devices is therefore caused by a combination of time-dependent variability
effects and the time-zero variability. Correctly describing the time-dependent and
the overall statistical distributions is therefore crucial for correctly predicting the
reliability of future deeply downscaled technologies.

In this chapter, we attempt to convey the basic principles necessary for un-
derstanding time-dependent variability and its link with time-zero variability. We
limit ourselves to discussing only a single but crucial FET parameter, the threshold
voltage and its behavior (instability) during device operation—the so-called bias
temperature instability (BTI) [7, 8]. We have argued that this instability can be
understood as an extended (non-steady state) case of device (channel current)
noise, which takes the form of random telegraph noise (RTN) in deeply scaled
devices [9–11]. We discuss only device-to-device variability effects caused by
random or “local” variations, and we note the links between random time-zero
and time-dependent variations [12, 13]. Variations due to processing (“systematic”
variations), especially processing of the device gate stack, will cause additional
(and often linked) time-zero and time-dependent variations in device parameters.
This aspect is, however, beyond the scope of this chapter. Finally, in order not to
overcomplicate the explanation, only constant stress is discussed here. The more
general case of an arbitrary workload, mandatory in clocked digital designs, is
discussed, e.g., in [9, 14].

7.1.1 Defect-Centric Paradigm

The reduction of FET device dimensions to nanometer scales implies that literally,
only a handful of defects are present in each device, while each defect has a
substantial impact on the device operation. This constitutes a “paradigm shift” from
the days of micrometer-sized devices in which charge was only considered in the
form of continuous densities. Here, we argue that in deeply scaled devices many
degradation mechanisms, including BTI and RTN, are best understood in terms
of the impact of a small ensemble of individual (charged) traps. This “bottom-
up” approach to device reliability is already being advocated by several groups [2,
11, 15–23]. (We like to compare this shift to the evolution of statistical mechanics
from thermodynamics (the laws of averages) in the nineteenth century.) We show
that when the properties of individual defects and their impact on the device are
understood, this “defect-centric” view naturally yields the correct description of
time-dependent variability [10, 24].

In general, each device can be characterized by the number of defects n in its gate
oxide. Only the occupied (charged) defects are assumed to influence the channel
current. The occupation of each defect can then be determined from the voltage
and temperature-dependent (1) capture and (2) emission times, particular to each
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Fig. 7.1 (a) BTI degradation in deeply scaled devices can be described in terms of the total number
of traps in each device (circles), their (voltage and temperature dependent) capture and emission
times τc and τe, and their impact on the device (demarked by the size of the circle). Three FET
instances are schematically illustrated. Traps are likely to be charged (occupied) when stress bias
is applied and tstress > τc and discharged (unoccupied) when the stress bias is removed and trelax

> τe. (b) An example of a capture and emission time (CET) map [25] representing the probability
density of finding a trap with a particular combination of τc and τe in a large device with a large
number of traps. Defects will appear in individual deeply scaled devices with this probability

defect. Each defect is also known to (3) impact the channel current differently. The
three properties are schematically illustrated for three devices in Fig. 7.1a [10].
The picture is easily extensible with additional defect parameters to cover, e.g.,
generation of defects during device operation. A link with large devices is shown
in Fig. 7.1b. The continuous capture and emission time map, discussed in [26],
describes BTI in terms of probability (density) of finding a defect with certain
capture and emission times [25–27].

From Fig. 7.1a, it is already evident that each deeply scaled device will respond
uniquely to workload dependence. This is the basis of time-dependent variability
in the defect-centric paradigm. This view is further schematically summarized in
Fig. 7.2. Figure 7.2a illustrates the degradation in the large devices of the past.
Subjected to the same stress, all devices behave identically, and their lifetime (time
to the failure criterion) can be characterized by a single, “average” number [10].

Each deeply scaled device, on the other hand, will respond differently depending
on its particular trap configuration. At a constant bias condition, i.e., a steady state,
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Fig. 7.2 (a) All large devices behave identically during stress and are assumed to fail when
reaching the projected “hard” degradation criterion. (b) At constant bias, only a small subset of
defects in deeply scaled devices will be active at constant bias conditions, resulting in RTN signal.
(c) Progress of degradation during constant stress in the three devices in Fig. 7.1a (only capture
events are shown). The origin of the BTI variability and the distribution of degradation at a given
time are apparent. (d) The corresponding relaxation in the three devices when the stress bias is
removed

some oxide traps with suitable time constants will interact with carriers in the
channel. Consequently, some of the devices will manifest RTN (Fig. 7.2b) [28].
When stressed, the defects will be preferentially charged according to their capture
times (Fig. 7.2c). When the perturbation is removed, the defects will one by one
emit and the devices will return back to the steady state (Fig. 7.2d) [10]. This is
the essence of the extended measure-stress-measure (eMSM) [29] and the time-
dependent defect spectroscopy (TDDS) techniques (see [30]). Because the capture
and emission times are widely distributed over many decades in time, so will be the
degradation and relaxation processes shown in Fig. 7.2c, d.
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7.1.2 Chapter Organization

The defect temporal properties (i.e., the capture and emission times) constitute a
complex physical system and are discussed elsewhere [31]. In this chapter, we
develop the statistics of degradation at a particular moment in time, as illustrated
in Fig. 7.2c. It will be shown that this can be done by removing the defect kinetics
from the picture, with the degradation being described simply by its mean value.

The chapter is structured as follows. In Sect. 7.2, we show that the impact of
a single trap on FET threshold voltage Vth can be described by an exponential
distribution with the expectation value η . The properties of η , such as its area
and gate oxide thickness dependences, are then discussed. The statistics of multiple
defects is then developed in Sect. 7.3, assuming (1) the aforementioned exponential
distribution and (2) a Poisson distribution of the number of traps in each device. The
properties of the resulting time-dependent total ΔVth statistics and its moments are
then treated. In Sect. 7.4, the combined time-dependent and time-zero statistics of
the total threshold voltage Vth is discussed, together with its properties and a brief
example of its implications for circuit performance metrics.

7.2 Individual-Trap ΔVth Distribution

Figure 7.3a shows a typical result of the extended MSM measurement [29] in
multiple pFETs [10]. As already reported previously [6, 7, 9, 27, 32, 33], clear steps
caused by single discharge events are visible in the negative BTI (NBTI) relaxation
transients. The individual down-steps Δvth, together with the corresponding emis-
sion times, represent an individual signature (a “fingerprint”) of each defect, which,
e.g., allows tracing its properties under various stress conditions [27, 28].

A cumulative plot of emission step heights such as those in Fig. 7.3a from
Ndevices = 72 pFET devices is shown in Fig. 7.3b. The plot demonstrates that the
distribution of the “BTI” relaxation steps Δvth is exponential, with their probability
distribution function (PDF) being

fη (Δvth) =
1
η

exp

(
−Δvth

η

)
, (7.1)

where the scaling factor η is the mean Δvth value for a single charge. The cumulative
distribution function (CDF) corresponding to Eq. (7.1) is then

Fη(Δvth) = 1− exp

(
−Δvth

η

)
. (7.2)

Furthermore, when plotting

Ntotal

Ndevices
[1−Fη(Δvth)] = NT exp

(
−Δvth

η

)
, (7.3)
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Fig. 7.3 (a) A typical experimental result of the eMSM sequence obtained on multiple 90 ×
35 nm2 high-k/metal gate devices (cf. Fig. 7.2d) [10]. Each device behaves differently, resulting
in large time-dependent variability. Steps of varying heights due to single discharge events are
clearly visible. Also note some defects producing RTN signal. (b) A complementary CDF plot of
all transient step heights detected in 72 devices (symbols) shows a clear exponential distribution
(line, maximum likelihood fit). When normalized by the number of devices, the intercept with the
y-axis gives the average number of defects per device NT that emitted in the measured relaxation
interval

as in Fig. 7.3b, where Ntotal is the total number of steps detected in all devices in the
measured relaxation interval, the average number of active defects per device NT

can be readily extracted [34].
We note that the exponential distribution has been repeatedly reported for RTN

amplitudes [35–37]. This similarity further strengthens the link between RTN and
BTI [10, 28]. The exponential distribution of single-charge Δvth can be understood
if nonuniformities in the pFET channel due to random dopant fluctuations (RDF)
and other variability sources are considered [2]. The threshold voltage of such
a device corresponds to the formation of a conduction (percolation) path in the
random potential between the device source and drain (Fig. 7.4a) [37]. To the zeroth
order, depending on the position of the oxide trap occupied after the BTI stress,
the conduction path can be either unaffected or obstructed by the newly charged
defect. The drop in the current has to be compensated by an increase of the gate
voltage, resulting in the observed Δvth. The more likely former case results in the
large number of small Δvth steps (bulk of the distribution in Fig. 7.3b) while the
unlikely latter case yields a small number of “killer traps” (tail of distribution in
Fig. 7.3b).

As a side note, we remark that many fundamental properties of the channel
percolation can be qualitatively studied with a simple model depicted in Fig. 7.4b
[10]. In this model, a mesh of “elementary” FETs with random Vth’s, representing
variations in the local potential, is set up in SPICE to represent the channel of
the deeply scaled FET. The simple percolation model correctly reproduces, e.g.,
the normal distribution of initial threshold voltages Vth0 and the variance of Vth0
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Fig. 7.4 (a) An illustration of a percolation path in a random potential (from [38]) such as that
between FET source and drain. (b) A mesh of “elementary” FETs with random Vths (voltage
source in series with gate) representing (a) can be readily solved with SPICE

scaling reciprocally with the channel area A (Pelgrom’s rule) [4]. Moreover, it
approximately reproduces the exponential distribution of single-charge impact and
also scaling of η with device area, discussed next.

7.2.1 Properties of η

As will be shown below, the average impact of a single defect η on the threshold
voltage is a fundamental parameter determining the variability of deeply scaled
technologies. It has been shown to scale as

η ∼= tinv Nα
A

A
, (7.4)

where tinv is the oxide thickness corresponding to capacitance in inversion, NA the
channel doping, and A the area of the device channel. The exponent α has been
observed to be around 0.5 in simulations [37]. Its relation with the impact of a single
charge in the charge sheet approximation,

η0 =
q

Cox
, (7.5)

has been discussed, e.g., in [7, 39, 40]. In Eq. (7.5), q is the elementary charge and
Cox the gate oxide capacitance (in Farads) in inversion. The value of η can vary
between multiples to a fraction of η0, as also noted in [41]. The value of η will be
reduced for oxide defects closer to the gate [40, 42].

Figure 7.5a demonstrates η scales reciprocally with device gate area, in agree-
ment with Eq. (7.4) [7]. Over the whole measured range, η is observed ∼2× higher
than the expected single-charge η0. Since time-dependent variance will be shown
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Fig. 7.5 (a) The average step height η scales inversely with A (η ∝ A−1) on Si pFinFETs (high-
k/MG, tinv ≈ 1.7 nm) with varying fin width W and gate length L (fin height H is fixed). Each
point is extracted from a set of multiple devices with identical dimensions as in Fig. 7.3b. (b) The
average step height η values extracted from distributions measured for varying back-bias VB on
two wafers with identical Si/SiON/Poly-Si planar pFETs and identical doping levels but slightly
different oxide thicknesses (tinv = ∼1.8 and ∼2.1 nm). Thicker oxide increases η while forward
(reverse) back bias reduces (increases) the depletion width and thus reduces (increases) η , as per
Eq. (7.4)

below to depend on η , using Eq. (7.5) as a substitute for this parameter can lead to
underestimating the time-dependent variability component.

Figure 7.5b then demonstrates that η decreases with oxide thickness and can be
changed by back bias, which effectively modulates the number of charged dopants
in the channel. Both of those observations are in line with Eq. (7.4) [13].

7.3 Total ΔVth Distribution: Time-Dependent BTI Variability

If the lateral locations of n successively trapped charges are assumed to be
uncorrelated, the overall threshold voltage shift will be

ΔVth =
n

∑
i=1

Δvth,i. (7.6)

The distribution of ΔVth can be expressed as a convolution of individual exponen-
tial distributions [Eq. (7.1)], with the PDF and the CDF respectively described by

fη,n(ΔVth) =
n
n!

ΔV n−1
th

ηn exp

(
−ΔVth

η

)
(7.7)

and

Fη,n(ΔVth) = 1− n
n!

Γ
(

n,
ΔVth

η

)
. (7.8)

Here, Γ is the incomplete gamma function.
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An actual population of stressed devices will consist of devices with a different
number n of visible oxide defects in each device. That number will be Poisson
distributed [9, 10, 32]. (Here we disregard the small fraction of device population
manifesting RTN around Vth0—that assumption will lead to more complex statistics
[5, 6, 43].) The total ΔVth distribution can be therefore obtained by summing
distributions Fn weighted by the Poisson probability

pNT ,n =
e−NT Nn

T

n!
. (7.9)

In Eq. (7.9), NT is the mean number of defects in the FET gate oxide and is related
to the oxide trap (surface) density Not as NT = W L Not (i.e., NT is not an integer).

This line of reasoning then results in the total ΔVth CDF given by

Hη,NT (ΔVth) =
∞

∑
n=0

pN,n Fη,N(Δvth) =
∞

∑
n=0

e−NNn

n!

[
1− n

n!
Γ
(

n,
ΔVth

η

)]
. (7.10)

The corresponding PDF is

hη,NT (ΔVth) = e−N
[

δ (ΔVth)+
N
η

exp

(
−ΔVth

η

)

0F1

(
2;

N
η

ΔVth

)]
, (7.11)

where the hypergeometric function 0F1(2;x) can be also written in terms of the
modified Bessel function I1 as 0F1(2;x) = x−1/2I1(2x1/2). The Dirac δ (ΔVth) term
represents the fraction of devices with 0 V shift [36], which decreases with
increasing NT . The CDF of Eq. (7.10) is plotted in Fig. 7.6a for several values of NT .
For comparison, measured total ΔVth distributions from [6] are excellently fitted by
Eq. (7.10), supporting the presented approach. Application of Eq. (7.10) to high-κ
devices is given in [44].

7.3.1 Properties of the Total ΔVth Distribution

The advantages of describing the total ΔVth distribution in terms of Eqs. (7.10)
and (7.11) are their relative simplicity and tangibility of the variables, while the
analytical description allows further statistical treatment [10, 24]. The mean of the
above-derived distribution is

〈ΔVth(t)〉= ηNT (t), (7.12)

i.e., it should be independent of FET gate area A provided NT and η are respectively
directly and inversely proportional to A [12]. The variance of the distribution is then

σ2
ΔVth

(t) = 2η2NT (t), (7.13)
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Fig. 7.6 (a) Total ΔVth distribution [Eq. (7.10)] for the average number of defects NT from 1 to
20 (thin lines) rescaled to fit experimental distributions from Fig. 10 of [6], with the corresponding
values of NT and η readily extracted. (b) Illustration of how the shape of the distribution in
Eq. (7.10) changes with η for a fixed value of 〈Vth〉= 50 mV [i.e., NT is obtained from Eq. (7.12)].
Large η is expected in small-area devices, devices with thick gate oxide, and devices with large
channel potential variations [cf. Eq. (7.4)]

i.e., it increases with decreasing gate area. The relative deviation σΔVth/〈Vth〉 =
(2/NT)1/2 is decreasing with increasing NT . Note that the factor of 2 [6] is rigorously
derived when the second moment is extracted by symbolically integrating Eq. (7.11)
multiplied by (ΔVth − 〈Vth〉)2. For completeness, the higher moments of this
distribution are the skewness

6η3 NT (t) (7.14)

and kurtosis

12η4 [N2
T (t)+ 2NT (t)

]
. (7.15)

Equations (7.12) and (7.13) allow us expressing both NT and η in terms of more
“circuit designer-friendly” parameters 〈Vth〉 and σ2

ΔVth as

NT (t) = 2
〈ΔVth(t)〉2

σ2
ΔVth

(7.16)

and

η =
σ2

ΔVth

2〈ΔVth(t)〉 . (7.17)

This implies that both NT and η can be extracted from the first two moments of a
measured total BTI Vth distribution [10], without having to characterize individual
step heights as done in Fig. 7.3b.
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A convenient way to discuss time-dependent variance σΔVth
2 is to express it, with

the help of Eqs. (7.12) and (7.13), in terms of one technology parameter η and one
design parameter 〈Vth〉 as

σ2
ΔVth

(t) = 2η 〈ΔVth(t)〉 . (7.18)

Equation (7.18) allows removing the (complex) degradation kinetics (time depen-
dence) from the consideration and expressing the degradation only in terms of the
average degradation 〈ΔVth〉 [6, 12, 45]. The technology-dependent parameter η can
be then obtained independently for each specific technology, either from single-
emission measurements (Fig. 7.3b), measurements of total ΔVth (BTI) distributions
[Eq. (7.17)], or from considerations based on links with time-zero variance, given
in the next subsection.

Figure 7.6b illustrates how the shape of the total ΔVth distribution in Eq. (7.10)
will change with η for a fixed value of 〈ΔVth〉 = 50 mV. The distribution is wide
and strongly non-normal for large values of η . As η decreases, corresponding to
device area increase or gate oxide thickness decrease [cf. Eq. (7.4)], the variance
of the distribution decreases (cf. Eq. (7.18) and [44]). The limiting case of η → 0
then represents the “classical” interpretation of reliability in which all identical large
devices can be described by a single, average value of degradation [32].

7.4 Total Vth Distribution: Time-Zero and Time-Dependent
Variabilities

Design of modern ULSI circuits requires factoring in the time-zero variability. The
time-zero threshold voltage Vth0 is typically assumed to be normally distributed with
σVth0. The latter quantity is technology scale as [3, 4]

σ2
Vth0

∝
tox

√
NA

A
. (7.19)

The threshold voltage in each device in the designed circuit is thus

Vth(t) =Vth0 +ΔVth(t), (7.20)

where the second term on the right-hand side represents the time-dependent
degradation during circuit operation discussed in the previous section. Measured
distributions of Vth(t) at time-zero and after degradation inducing 〈ΔVth〉=∼20 and
∼50 mV are illustrated in Fig. 7.7a. As expected, the variance of the Vth distribution
increases with time, as given simply by

σ2
Vth

(t)∼= σ2
vth0

+σ2
ΔVth0

(t). (7.21)
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Fig. 7.7 (a) Measured initial and post-stress distributions of Vth for 32 pFETs (symbols) are well
fitted by the total Vth distribution in Eq. (7.22) (lines). The variance is seen to increase with time
[Eq. (7.21)]. (b) The spread of the time-dependent BTI ΔVth distribution σ ΔVth is correlated with
time-zero variability σ Vth0 of fresh pFET devices. For 〈ΔVth〉 = 50 mV used in the plot, the ratio
is ∼0.65 for pFET [12]

The total Vth(t) distribution (CDF) itself is then a convolution of time-zero and
time-dependent components:

K〈Vth0〉,σVth0,〈ΔVth〉,σΔVth0
(Vth) =

∞∫

0

Hη,NT (V )g〈Vth0〉,σth0
(Vth −V)dV . (7.22)

Here, g is the normal (Gaussian) PDF with mean 〈Vth0〉 and standard deviation
σVth0. Note that η and NT in H [Eq. (7.10)] can be calculated from 〈ΔVth〉 and
σΔVth as per Eqs. (7.16) and (7.17). The resulting distribution is shown in Fig. 7.7a.

7.4.1 Correlation of Time-Zero and Time-Dependent Variances

We have recently observed [12] that, independently of technology, the time-zero
and time-dependent variances σVth0 and σΔVth are correlated, as documented in
Fig. 7.7b. The strong correlation between these two quantities constituting the right-
hand side of Eq. (7.21) suggests that identical sources are responsible for time-zero
and time-dependent variability—as also reflected in the algebraic similarity between
σVth0 [Eq. (7.19)] and σΔVth [Eqs. (7.18) and (7.4)].

From the dependence in Fig. 7.7b, we can derive a simple empirical rule for
pFET devices

σ2
ΔVth

(t)∼= 〈ΔVth(t)〉
100mV

σ2
Vth0

. (7.23)
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Fig. 7.8 (a) Three ways of adding time-dependent variability to time-zero distribution (solid
straight line): (1) a simple shift of 〈ΔVth(t)〉 in all devices (dashed line), (2) a normal (Gaussian)
with σ Vth given by Eq. (7.21) (dotted line), and (3) the “correct” statistics given by Eq. (7.22)
(solid curve). Equation (7.23) and 〈ΔVth(t)〉 = 50 mV were used when constructing this plot.
Discrepancies with respect to the “correct” statistics [Eq. (7.22)] at 6σ are demarcated. (b) The
discrepancies from (a) plotted vs. varying time-zero deviations. Lines: parabolic fits

Equation (7.23) shows that time-dependent variability increases as degradation,
expressed through 〈ΔVth(t)〉, progresses during circuit operation. Equation (7.23)
also allows quickly estimating σΔVth if σVth0 is known for existing technology
(or even estimated for upcoming technologies).

We also note for completeness that Eq. (7.23) can be combined with Eq. (7.18)
to get the empirical dependence (for pFETs)

η ∼=
σ2

Vth0

200mV
. (7.24)

Equation (7.24) allows obtaining η from time-zero variability and vice-versa.

7.4.2 Implications of the Combined Variabilities

The total Vth distribution described by Eq. (7.22) is compared in Fig. 7.8a with
more “naive” ways of introducing time-dependent variability. Normal (Gaussian)
distribution with σVth given by Eq. (7.21) is often used to describe the total
Vth distribution. From Fig. 7.8a, it is evident that this is at best a nonphysical
approximation, as the total Vth normal approximation is bound to cross the time-zero
normal distribution at low percentiles—not possible if only ΔVth > 0V (positive
BTI, i.e., PBTI) or ΔVth < 0V (NBTI) is assumed. At higher percentiles, the
normal total Vth distribution underestimates the expected variation. This discrepancy
will increase as the distributions become wider (i.e., the deviations increasing),
documented in Fig. 7.8b. The same discrepancy is also plotted for comparison for
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Fig. 7.9 (a) Time-zero Vth distributions of one pull-down 3-fin nFinFET and one pull-up 1-fin
pFinFET (identical to that of the access 1-fin access nFinFETs) and combined time-dependent and
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distribution calculated at time-zero and after degradation assuming normal statistics and statistics
given by Eq. (7.22). The impact of correct statistics is visible at −4σ

the most naive case of all devices undergoing exactly the same 〈ΔVth(t)〉 shift.
For example, for σVth0 = ∼40 mV (corresponding to the smallest pFET in 28
nm technology), the underestimation of the maximum variation of Vth at 6 σ is
∼60 mV.

The use of the statistics developed above is finally illustrated on the simple
example of a 6T SRAM cell. Time-zero variability is assumed in all six transistors,
while time-dependent BTI variability is introduced only into the two pull-up pFETs,
again with 〈ΔVth(t)〉 = 50 mV (Fig. 7.9a). Figure 7.9b then shows the read
signal-noise-margin (RSNM) calculated for these cells at time-zero and after the
〈ΔVth(t)〉= 50 mV degradation. From Fig. 7.9b, it is apparent that compared to the
normal distribution with variance given by Eq. (7.21), the use of the correct statistics
[Eq. (7.22)] results in a reduced figure-of-merit already at −4σ , implying higher
expected failure during operation. Even higher impact is expected at −6σ . Further
discussion of circuit-related issues can be found in [21–23].

7.5 Conclusions

The statistics of bias temperature instability (BTI) has been rigorously derived
within the “defect-centric” paradigm of device degradation. The analytical descrip-
tion should prove useful for both reliability data analysis and simulations of deeply
scaled CMOS circuitry.
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Chapter 8
Atomic-Scale Defects Associated
with the Negative Bias Temperature Instability

Jason P. Campbell and Patrick M. Lenahan

Abstract We utilize magnetic resonance measurements to identify the fundamental
atomic-scale defect structures involved in the negative bias temperature instability.
In gate stacks composed of pure silicon dioxide, we find a degradation mechanism
directly involving Pb0 and Pb1 defect centers (silicon dangling bond defects in
which the silicon is back-bonded to three other silicon atoms precisely at the
silicon/silicon dioxide interface). We observe that, in pure SiO2-based devices, the
generation of these interface defects is catalyzed by the generation of E′ center bulk
dielectric defects (silicon dangling bond defects in which the silicon is back-bonded
to oxygen atoms). These observations are the first to indicate a prominent role
for E′ centers in the negative bias temperature instability for pure silicon dioxide-
based devices. In gate stacks composed of plasma-nitrided oxides, we identify a
degradation mechanism which is dominated by the generation of a new defect
center which we identify as a KN center. KN centers are silicon dangling bond
defects in which the silicon is back-bonded to three nitrogen atoms with second-
nearest neighbor atoms likely including oxygen. KN centers are located within the
amorphous silicon oxy-nitride and electrically behave as both interface states as
well as bulk dielectric defects (serve as both recombination and tunneling sites).
In these plasma-nitrided gate stacks, the negative bias temperature instability does
not involve the generation of Pb0, Pb1, or E′ centers. These collective observations
provide a useful fundamental understanding with which to critically examine the
current and future negative bias temperature instability framework.
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8.1 Introduction

The negative bias temperature instability (NBTI) is a troubling reliability issue that
has puzzled researchers for quite some time [1]. An enormous effort has been
devoted to careful observations of NBTI-induced device parametric shifts. These
clever studies have established a substantial set of device-level observables which
limit the framework used to understand this elusive phenomenon. This evolving
understanding has forced NBTI researchers to (often begrudgingly) redefine their
understanding. The relatively new observation that NBTI-induced degradation
recovers rapidly upon the cessation of stress [2] has spawned revolutions in both
measurement methodologies and modeling. While these efforts have pushed the
NBTI community towards a more complete understanding of NBTI, there is still
a surprising lack of direct analytical evidence needed to properly assess the current
NBTI understanding.

This book is largely filled with expert analysis on various aspects NBTI-induced
device-level shifts and their implications for various NBTI mechanisms. Somewhat
disparately, the purpose of this chapter is to instead provide direct experimental
evidence with regard to the atomic-scale defects and mechanisms involved in NBTI.
This evidence comes from magnetic resonance measurements. It is hoped that this
information will provide an additional set of “boundary conditions” in the still
evolving understanding of NBTI.

This chapter is organized as follows. Section 8.2 provides a brief overview of
the NBTI phenomenon for completeness. The other contributors of this book will
certainly provide more detailed parametric descriptions of NBTI as well as detailed
historical perspectives. We refer the reader to these other chapters for a more
detailed description. Section 8.3 provides a brief background on the experimental
methods employed in this work, primarily magnetic resonance. Magnetic resonance
is not widely utilized in reliability physic studies. Consequently, we provide some
additional background regarding the underlying principles of these magnetic reso-
nance measurements so that our observations can be better understood. Section 8.4
discusses our observations of NBTI in pure SiO2-based devices. In these devices, we
observe that NBTI generates both Pb0 and Pb1 centers (prototypical interface states).
We also examine their densities of states and find that they are consistent with the
observed device-level shifts associated with NBTI. We also note the observation
of NBTI-induced E′ center bulk dielectric defects, after somewhat harsher stress
conditions. This observation serves as the impetus for Sect. 8.5. In this section, we
discuss on-the-fly ESR measurements which provide strongly support a catalyzing
role for E′ centers in pure SiO2 devices. Section 8.6 discusses our observations
of NBTI in plasma-nitrided oxide (PNO)-based devices. Surprisingly, we do not
observe the NBTI-induced generation of Pb0, Pb1, or E′ centers. Instead, we observe
the generation of a new defect which we unambiguously identify as a KN center
(silicon dangling bond defect in which the silicon is back-bonded to three nitrogen
atoms). We conclusively identify the structure of this defect as well as estimate its
density of states. We also conclusively show that this defect structure participates
as both an interface state and a bulk dielectric defect. Section 8.7 details our,
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somewhat crude, observations regarding generation and recovery of these defects
in both pure SiO2 and PNO devices. Section 8.8 discusses our observations on the
atomic-scale implications of the addition of fluorine as a method to NBTI-harden
devices. Section 8.9 discusses our observations of NBTI in high-k-based devices.
Finally, Sect. 8.10 provides a discussion on how these observations mesh with the
current understanding of NBTI as well as some concluding remarks.

8.2 What Is NBTI?

NBTI manifests itself as a negative threshold voltage (Vth) shift and degradation
in drive current in pMOSFET devices subject to negative gate bias at elevated
temperatures [3]. Aggressive gate oxide scaling, less aggressive operating voltage
scaling, and the addition of nitrogen to the gate dielectric have exacerbated NBTI
[4]. Since NBTI-induced parametric shifts eventually lead to circuit failure, a
detailed understanding of the NBTI mechanism is required. Despite nearly forty
years of research [5], a fundamental understanding of NBTI is far from complete.

An examination of the simplest transistor characteristic equations illustrates the
origins of the NBTI Vth shift. The threshold voltage of a pMOSFET is given by [3]:

Vth = φMS − qNot

COX
− qNit

COX
− 2φF −

∣
∣√4εsφF qND

∣
∣

COX
(8.1)

Assuming that the substrate doping (ND) and the oxide capacitance (COX) are
both constant during a given negative bias temperature stress (NBTS) condition, the
observed shift in threshold voltage (ΔVth) must arise from a change in the numbers
of oxide and/or the interface trapped charges (ΔNot and ΔNit) [3]. A very large
body of NBTI research has shown that oxide (Not) and interfacial defects (Nit) are
responsible for the NBTI-induced degradation. However, the role of each type of
defect is still actively debated [6].

Defining the roles of NBTI-induced interface states and/or bulk traps has proven
difficult, in part, because NBTI damage recovers upon stress cessation [2]. Thus, all
measurements of the phenomenon are in some way influenced by recovery [7]. This
makes simple quantification of NBTI degradation a never-ending struggle [8]. This
rapid recovery is difficult to capture using conventional electrical characterization
techniques and often obscures the relative balance of interface states and/or bulk
traps [9, 10].

8.3 Experimental Methods

In this section, we review the combination of electrical and magnetic resonance
measurements which we have used to study the atomic-scale defects involved
in NBTI. We employ DC gate-controlled diode recombination current (DC-IV)
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[11, 12] measurements to monitor NBTI-induced changes in device interface state
density (Dit). These electrical measurements are combined with very sensitive
electrically detected magnetic resonance (EDMR) measurements to allow for
identification of specific NBTI-induced atomic-scale defects. The combination of
these two types of measurements (DC-IV and EDMR) provides a direct correlation
between the NBTI-induced electrical damage and the generation of specific atomic-
scale defects [13].

Magnetic resonance is the only technique with the analytical power and sensitiv-
ity to probe the physical and chemical nature of the defects involved in NBTI [10,
14, 15]. One of these magnetic resonance techniques, conventional electron spin
resonance (ESR), was first utilized by Fujieda et al. to examine the atomic-scale
defects involved in NBTI [16]. However, their pioneering experiments involved
large area (∼1 cm2) blanket dielectric capacitor structures on p-type substrates (used
for nMOSFETs not pMOSFETs) [16]. We have circumvented [17–21] the sample
requirements of conventional ESR (large area and simple structures) by utilizing
two very sensitive (EDMR) techniques called spin-dependent recombination (SDR)
and spin-dependent tunneling (SDT). These measurements rely on ESR-induced
changes in device currents. Thus, the atomic-scale defects identified in these
measurements are directly linked to NBTI-induced degradation in fully processed
devices.

Since these techniques are not widely utilized in the reliability physics commu-
nity, we begin our discussion by briefly reviewing them.

8.3.1 The DC-IV Technique

The DC-IV technique is a quasi-DC current versus voltage measurement performed
on a MOSFET configured as a gate-controlled diode (source and drain contacts
are shorted) [11, 12]. Shorting the source and drain forms a diode between the
source/drain and substrate. With this diode slightly forward biased, a measurement
of the device substrate current as a function of gate voltage yields a peak in
the substrate current [11, 12]. This peak in substrate current is dominated by
recombination current through interface states [11, 12]; varying the gate voltage
changes the surface potential and, consequently, the relative populations of charge
carriers present at the interface. The peak in substrate current occurs at the gate
voltages which correspond to equal populations of electrons and holes at the
interface (depletion) [11, 12]. This is so because recombination is most effective
when equal numbers of electrons and holes exist at the location of the deep level
recombination centers. The substrate current is less at gate voltages corresponding
to unequal populations of electrons and holes at the interface (accumulation and
inversion) [11, 12]. This concept is schematically illustrated in Fig. 8.1.

A quantitative derivation of the current versus voltage behavior was first pre-
sented in a series of papers by Fitzgerald and Grove [11, 22]. In this derivation,
the peak in the gate-controlled diode measurement was related to the interface state
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Fig. 8.1 Schematic of the DC-IV measurement. For a slightly forward-biased source/drain to sub-
strate diode, sweeping the gate voltage results in a peaked substrate current due to recombination
through interface states. This peak occurs near depletion

density (Dit) in a very straightforward manner. Fitzgerald and Grove’s derivation
begins by assuming that the recombination or generation events, in silicon, occur at
deep level defects within the silicon band gap and that the process can be described
by the Shockley–Read–Hall (SRH) model [23, 24] for recombination-generation.
When the SRH model is applied to a gate-controlled diode structure, Fitzgerald and
Grove [11] showed that the substrate recombination current (ISUB) is given by

ISUB = Aqσsvth

⎡

⎣
EC∫

EV

Dit(E)dE

pS + nS + 2ni cosh
(

E−Ei
kT

)

⎤

⎦[pSnS − n2
i

]
(8.2)

where A is the effective gate area; q is the electronic charge; σ s is the geometric
mean of the electron and hole capture cross sections; vth is the thermal velocity
of electrons; EC and EV denote the energies of the conduction and valence band
edges, respectively; Dit(E) is the interface state density as a function of energy
between EC and EV ; pS and nS are the hole and electron concentrations at the
surface; ni is the intrinsic number of carriers; E is the energy level of the surface
recombination centers; Ei is the intrinsic Fermi level; k is Boltzmann’s constant;
and T is temperature. pS and nS for a pMOS device are given by

pS
∼= n2

i

ND
exp

(−qφS

kT

)
exp

(
q |VF |

kT

)
(8.3)

nS
∼= NDexp

(
qφS

kT

)
(8.4)

where ND is the substrate doping, φS is the surface band bending, and VF is the
forward bias applied to the source/drain to substrate junction. Note that increasing
VF increases the number of minority carrier holes (pS) available for recombination
(in a pMOS device).
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With the assumptions of an energy-independent capture cross section and energy-
independent Dit near mid-gap, Fitzgerald and Grove [11] showed that Eq. (8.2) can
be approximated by

ISUB =

(
1
2

)
qniσSvthDitAq |VF |exp

(
q |VF |
2kT

)
for |VF |> kT/q (8.5)

This equation allows for a straightforward extraction of interface state densities
based on the peak in the substrate current. The energy window in which recombina-
tion occurs is controlled by VF and scales as approximately q|VF|. The implications
of changing VF and the recombination energy window to the DC-IV measurement
are discussed later in Sect. 8.6.

8.3.2 Electron Spin Resonance

Since both of the EDMR techniques (SDR and SDT) used in this study are based
on ESR theory, it is useful to first examine the basic principles of the technique.
ESR measurements are sensitive to defects with unpaired electrons [15, 25, 26].
Since an electron is a charged particle with intrinsic angular momentum, it can
qualitatively (and only qualitatively) be thought of as a negatively charged particle
which is spinning on an axis [15, 25, 26]. In this qualitative picture, the spinning
charged particle produces a magnetic field and an associated magnetic moment. In
the absence of any external magnetic fields, these magnetic moments are randomly
oriented [25, 26]. However, the application of a large external magnetic field tends
to align any unpaired electrons such that the electron’s magnetic moments align
either parallel (spin-up, MS =+½) or antiparallel (spin-down, MS =−½) to the
applied field [25, 26]. This polarization of the electrons splits the energy of the spin
system into two different levels [15, 25, 26]. This is known as the Zeeman effect [25,
26]. At thermodynamic equilibrium, the lower energy level is more populated and
corresponds to the spin-up state [15, 25, 26]. The higher energy level corresponds
to the spin-down state [15, 25, 26]. The Zeeman energy splitting is illustrated in
Fig. 8.2.
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In addition to the external (polarizing) magnetic field, a second high-frequency
(microwave) electromagnetic field is also applied to the system. If the product of
Planck’s constant and the frequency of the oscillating field (hν) equals their Zeeman
splitting, resonance can occur [15, 25, 26]. At resonance, the electrons can absorb
energy and “flip” spin orientation. For the simplest case, the resonance condition is
described as [15, 25, 26]:

hν = geβ H (8.6)

where h is Planck’s constant, ν is the frequency of microwaves added to the spin
system, ge is the free-electron g-value (ge = 2.002319), β is the Bohr magneton, and
H is the large applied magnetic field. The resonance condition described in Eq. (8.6)
is for an isolated unpaired electron. In reality, the local environment of the unpaired
electron changes the resonance condition. For material systems relevant to NBTI,
the deviations from the resonance condition are almost entirely due to spin-orbit
coupling and electron-nuclear hyperfine interactions [15, 25, 26].

8.3.2.1 Spin–Orbit Coupling

Spin–orbit coupling alters the resonance condition of Eq. (8.6) by the addition of
an effective local magnetic field due to the electron’s orbital angular momentum
about the nucleus [15, 25, 26]. This can be qualitatively described using the Bohr
atomic model in which electrons orbit the nucleus in a circular path [15, 25, 26].
Even though the electron is “orbiting the nucleus,” from the perspective of the
electron, the positively charged nucleus appears to orbit the electron. The circular
orbit of the positively charged nucleus about the electron generates an additional
local magnetic field. This alters the resonance condition for any electron “orbiting”
a nucleus (e.g., an electron trapped in the dangling bond of a point defect). The
spin-orbit coupling effect is included in the resonance condition by replacing the
free-electron (ge) with the g-matrix, gij [15, 25, 26]. The gij values of an electron
trapped in a dangling bond of a point defect will deviate from ge as excited states are
mixed with the ground state [15, 25, 26]. The g-matrix is essentially a second rank
tensor which is dependent on the orientation of the defect and the external magnetic
field. In practice, (singular) g-values are typically reported for specific magnetic field
orientations with respect to crystallographic orientations. These deviations help to
identify the structure of these point defects.

8.3.2.2 Electron–Nuclear Hyperfine Interactions

Another important source of deviation from the resonance condition is due to
electron-nuclear hyperfine interactions [15, 25, 26]. This occurs when an unpaired
electron is located close to a nearby magnetic nucleus. The important magnetic
nuclei involved in this work include silicon and nitrogen. Silicon naturally occurs
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with a 95.3% abundance of nonmagnetic nuclei and a 4.7% spin ½ nucleus
corresponding to the 29Si isotope [25, 26]. Nitrogen has a magnetic isotope with
near 100% natural abundance; this 14 N isotope has a nuclear spin of 1 [25, 26].
A spin ½ magnetic nucleus has two possible orientations in the applied magnetic
field while a spin 1 magnetic nucleus has three possible orientations in the applied
magnetic field [15, 25, 26].

An unpaired electron nearby a nucleus with a net magnetic moment feels an
additional local magnetic field due to that nuclear magnetic moment [15, 25, 26].
This local field splits the Zeeman levels into (2I+ 1) additional levels, where I
is the nuclear spin [25, 26]. This results in (2I+ 1) additional resonant lines at
(2I+ 1) magnetic field values centered about the original resonant field [25, 26].
The Zeeman splitting and resonance spectra for a nucleus with spin ½ are illustrated
in Fig. 8.3. Note that all of the resonance transition arrows in Fig. 8.3 all correspond
to the same energy, corresponding to one value of hν . Thus, when a system is subject
to microwave irradiation of a frequency, ν , the additional electron-nuclear hyperfine
spectra occur at different applied fields.

As discussed above, the electron–nuclear hyperfine interaction alters the res-
onance condition by introducing an additional local magnetic field. If a single
magnetic nucleus is involved with the unpaired electron, this altered resonance
condition is given by [15, 25, 26]:

H =
hv
gβ

+mIA (8.7)

where mI is the nuclear spin quantum number and A is the electron-nuclear hyperfine
matrix. It is important to note that not all nuclei have a magnetic moment. If
no magnetic nuclei are present, the mIA term is zero [15, 25, 26]. The electron-
nuclear hyperfine interaction (A) can be expressed in terms of an isotropic (Aiso)
and an anisotropic (Aaniso) component. The isotropic component is a measure of the
s-character of the unpaired electron’s wave function [15, 25, 26]. In these studies,
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the anisotropic component is a measure of the p-character of the unpaired electron’s
wave function [15, 25, 26]. The geometry of a p-orbital dictates that the magnetic
field interaction with an unpaired electron in a p-type orbital should be anisotropic.
That is, the interactions are different if the magnetic field is aligned parallel or
perpendicular to the symmetry axis of the p-orbital.

We assume that the wave function for an unpaired electron trapped in a dangling
bond orbital consists of a linear combination of atomic orbitals (3s and 3p for the
defects relevant to this study) [15]. Aiso and Aaniso can be theoretically calculated
for 100% 3s and 100% 3p wave functions, respectively [15, 25, 26]. A comparison
of the measured Aiso and Aaniso values with these calculated values gives a rough
estimate of the s- and p-character of a defect’s dangling bond wave function [15, 25,
26]. Additionally, the summation of the defect’s s- and p-characters is a measure of
the unpaired electrons localization to that dangling bond orbital.

Fortunately, the Aiso and Aaniso components of the hyperfine interaction can be
related to the measurable interactions with the field parallel (A||) and perpendicular
to (A⊥) the unpaired electron’s orbital symmetry axis. The electron-nuclear hyper-
fine modification to the resonance condition provides an extremely useful tool to
determine information about a point defect’s physical and chemical nature.

8.3.2.3 The Electron Spin Resonance Spectrometer

A schematic diagram of the ESR spectrometer is shown in Fig. 8.4. The spec-
trometer consists of three main components: (1) an electromagnet, which is used
to apply the polarizing magnetic field; (2) a microwave generator, which provides
the necessary energy (hν) to allow spin flipping; and (3) a microwave cavity or
resonator, which allows for efficient coupling of the microwave irradiation to the
sample under study [26]. Typical ESR measurements involve X-band microwave
irradiation (8–10 GHz) coupled to either TE102 or TE104 resonators at a magnetic
field of approximately 3,500 G. The resonance detection scheme involves a
microwave detector diode and a lock-in amplifier [26]. The microwave detector
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diode measures the reflected microwave power exiting the resonator. Changes in
the reflected power indicate microwave absorption or resonance. This absorption
is monitored using a lock-in amplifier. The lock-in sample modulation is provided
by a pair of Helmholtz coils on the walls of the resonator. A sample is placed in
the resonator and the microwave irradiation is critically coupled to the sample at
a constant frequency corresponding to the resonant frequency of the cavity. The
reflected power is then monitored as a function of swept magnetic field. When this
technique is applied to MOS systems, the sensitivity (1010 spins/G of line width)
requires fairly large area (∼1 cm2) sample sizes. The requirement that the sample
under study be critically coupled to the microwave adds additional restrictions on
sample area and conductivity.

8.3.3 Spin-Dependent Recombination

Spin-dependent recombination (SDR) is an electrically detected ESR technique
first demonstrated by Lepine in 1972 [27]. In SDR, the samples under study
include fully processed devices. The ESR-induced spin flipping acts to modify
device recombination current. The ESR-induced change to this recombination
current is measured as a function of magnetic field. This results in an ESR-like
spectrum which is due to the deep level defects participating in recombination. This
technique provides an extremely large increase in sensitivity over ESR and allows
for measurements in fully processed devices [28].

A brief, only qualitatively correct, explanation of SDR provided by Lepine
[27] is useful in understanding our measurements. The Lepine model for SDR
is schematically illustrated in Fig. 8.5. Lepine’s model [27] combines both the
Shockley–Read–Hall (SRH) model [23, 24] for recombination and the Pauli
exclusion principle. A SRH recombination event occurs when a conduction electron
is captured by a deep level defect and then a hole is captured at the same defect
site. (The recombination sequence could, of course, also be reversed.) In SDR, a
transistor is biased so that the source/drain to substrate current is dominated by
recombination through interface defects (this corresponds to the peak in the DC-
IV [11, 12]). The device, thus configured, is placed in a large slowly varying DC
magnetic field which partially polarizes the spins of the conduction electrons, holes,
and deep level defects. If a deep level defect and a charge carrier have the same



8 Atomic-Scale Defects Associated with the Negative Bias Temperature Instability 187

spin orientation, the Pauli exclusion principle forbids charge capture by the deep
level defect because the electrons must have different spin quantum numbers to
occupy the same orbital. When a paramagnetic deep level’s electron spin resonance
condition is satisfied, the defect’s electron spins are “flipped.” Flipping the spins
increases the probability of opposite spin orientations between deep level defects
and charge carriers, thus increasing the recombination current. This increase in
recombination current, which is spin dependent, is what is measured in SDR.

Lepine’s model provides simple insight into the physics governing SDR but
predicts a spin-dependent change in the recombination current of approximately
1 part in 106 at the fields and temperatures utilized in our study [27]. SDR
measurements often involve much larger current changes, sometimes 1 part in 104

or larger [13, 28]. A more physically accurate (but more complex) description
of SDR has been proposed by Kaplan, Solomon, and Mott (KSM) [29]. KSM
extends Lepine’s model to consider the coupling of two spins prior to the actual
recombination events [29]. The two spins in our work correspond to a spin at the
deep level site and the spin of a charge carrier. Once coupled, the two spins can
either participate in charge capture or dissociate [29]. The KSM model assumes that
capture mostly involves singlet pairs (pairs in which the electrons have opposite spin
orientation without the help of magnetic resonance) [29]. The triplet (pairs in which
the electrons have the same spin orientation) recombination rate is assumed to be
negligible [29]. If resonance occurs while the two electrons are coupled, the triplet
becomes a singlet and capture occurs. The size of SDR effect predicted by KSM
can be relatively large [29] and is more consistent with experimental data on most
devices. In the KSM model, the size of the SDR effect depends upon the relationship
between the coupling time of the pair and the spin–lattice relation time, or T1 [29].
The KSM analysis leads to the prediction of an SDR effect that is (to first order)
magnetic field independent [29]. In other words, the magnetic field polarization of
unpaired electrons has little effect on the recombination. It should be noted that
the original KSM model assumes a coupling between conduction band and valence
band electrons and holes [29]. In reality, and as we have discussed, the coupling
is generally between conduction or valence band charge carriers and a deep level
defect [13, 30]. The details of these SDR models and their relevance to MOS devices
are discussed elsewhere [13, 30].

8.3.4 Spin-Dependent Tunneling

SDT is very similar to SDR. The difference being that in SDT, one measures a
spin-dependent tunneling current. In the SDT measurement, a device is biased
so that the substrate current is dominated by a trap-assisted tunneling current
through the gate dielectric. The device, thus configured, is placed in a large slowly
varying DC magnetic field which partially polarizes the spins of the electrons,
holes, as well as the spins of paramagnetic deep level defects participating in trap-
assisted tunneling in the dielectric. If, for example, an unpaired electron in the
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tunneling defect and a gate valence electron both have the same spin orientation,
the Pauli exclusion principle forbids a tunneling event through the center. However,
satisfaction of the resonance condition can “flip” the spin orientation of the unpaired
electron in the tunneling center and increases the probability of opposite spin
orientations between tunneling center and gate valence electrons, thereby increasing
the tunneling current. The increase in trap-assisted tunneling current, which is spin-
dependent, is what is measured in SDT [31–33]. The SDT observations presented
in this work [17, 18] are consistent with spin-dependent trap-assisted tunneling
through “near-interface” defects. This mechanism, as it pertains to this work, is
further discussed in Sect. 8.6. Also note that a more detailed treatise on possible
SDT mechanisms is found elsewhere [32].

8.3.5 The SDR/SDT Spectrometer

The major differences between an ESR and SDR/SDT spectrometer include sample
type and detection scheme. In SDR and SDT, a fully processed transistor is
coupled to the microwaves (instead of a simply processed sample suitable for ESR).
The spin-dependent modification to the device recombination (tunneling) current
is what is detected in SDR (SDT). This current is detected with the help of a
trans-impedance preamplifier and the lock-in detection scheme. This measurement
apparatus allows for very high sensitivity measurements. The SDR sensitivity can,
under some circumstances, be better than 103 paramagnetic defects [28].

8.4 NBTI in Pure SiO2-Based pMOSFETs

This section illustrates how SDR measurements have been utilized to directly
observe the atomic-scale defects associated with NBTI in fully processed pure
SiO2 devices [19–21, 34, 35]. (Here, “pure” indicates that the dielectrics are SiO2

with only hydrogen present as a significant impurity.) We also correlate the SDR
defect observations with DC-IV measurements [11, 12] of NBTI-induced interface
state density. The combination of DC-IV and SDR measurements links specific
atomic-scale defects to the device electronic properties. Our measurements in this
chapter detail the correlation between NBTI-induced interface state generation and
the generation of Pb0 and Pb1 interfacial silicon dangling bonds [19–21, 34, 35].
(Pb0 and Pb1 are both silicon dangling bond defects in which the central silicon
atom is back-bonded to three other silicon atoms precisely at the Si/SiO2 interface.)
Our results clearly show that NBTI (observed within our measurement window) is
dominated by the generation of these Pb0 and Pb1 interface defects [19–21, 34, 35].
After a harsher NBTS, we also noted the observation of E′ center oxide defects
[19–21, 35]. Although our initial E′ observations did not allow for a definitive
assignment of E′ center’s role in NBTI, we suggested, on the basis of these results,
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that the E′ defects are responsible for the inversion layer hole capture process
[19–21, 35]. We also suggested that the presence of the charged E′ centers then
caused the transfer of hydrogen atoms from previously passivated Pb-H sites to
E′ sites. Straightforward statistical mechanics arguments indicated that this process
is essentially inevitable because, upon hole capture, the E′ center opens up with
a neutral silicon dangling bond on one side of the positively charged E′ vacancy
and a positively charged silicon vacancy on the other side. The presence of the
unpassivated E′ silicon dangling bond in the oxide and the fully passivated silicon
dangling bond at the Si/dielectric boundary provides a thermodynamically unstable
situation [19–21, 35]. These ideas are further explored in Sect. 8.5.

8.4.1 Experimental Details

Our examination of NBTI in SiO2 devices includes two different types of pure
SiO2-based pMOSFETs. The first type includes large area (≈41,000 μm2) 7.5 nm
SiO2 devices. The devices are fabricated in a gated-diode configuration where the
source and drain are shorted together. The second type involves very large area
(≈1× 106 μm2) 48 nm SiO2 power pMOSFETs. These devices involve a large
gate overhang that extends over a lightly doped region. This device layout slightly
alters the DC-IV characteristic curves but still allows for SDR observations of
NBTI-induced atomic-scale defects. Both types of devices were subject to various
NBTS conditions. Following stress, all of the devices were subject to a temperature
quench in which the stressing temperature is reduced to room temperature over
approximately 4 min. while the gate bias stress is maintained. We have found this
method to be fairly effective at “locking-in” the NBTI-induced damage, rendering it
more readily observable in the SDR/DC-IV measurements [19, 20, 36]. Interface
state densities were monitored using the DC-IV measurement [11, 12]. NBTI-
induced changes in the DC-IV-derived interface state density were correlated to
SDR measurements detailing the generation of specific defect structures. SDR
measurements were made at room temperature with a custom-built SDR/SDT
spectrometer. SDR measurements were calibrated using a strong pitch spin standard.
All DC-IV and SDR measurements in this section were made with +0.33 V applied
to the source/drain to substrate diode.

8.4.2 NBTI in 7.5 nm SiO2 pMOSFETs

7.5 nm SiO2 devices were subject to an NBTS of −5.7 V at 140◦C for 250,000 s.
Pre- and post-NBTS gate-controlled diode DC-IV measurements are shown in
Fig. 8.6. NBTS induces a large increase in the peak substrate current (Dit).
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Following the analysis of Fitzgerald and Grove [11], Dit values were extracted
for pre-NBTS (7× 109 cm−2 eV−1) and post-NBTS (5× 1011 cm−2 eV−1) using
a mean capture cross section of σ s = 2× 10−16 cm2. Figure 8.7 illustrates the
corresponding pre- and post-NBTS SDR traces with the magnetic field vector
perpendicular to the (100) surface. The interface state density in the unstressed
device is below the SDR detection limit. After NBTS, we observe the generation of
two strong signals at g= 2.0057± 0.0003 and g= 2.0031± 0.0003. The observed
g-values at this magnetic field orientation allow us to attribute the g= 2.0057 signal
to Pb0 centers and the g= 2.0031 signal to Pb1 centers. We note that the size of the
SDR effect (ΔI/I≈ 5× 105) is consistent with the KSM model [29].

Pb0 and Pb1 defects are both silicon dangling bond defects in which the central
silicon atom is back-bonded to three other silicon atoms precisely at the Si/SiO2

boundary [15, 28, 37–41]. Figure 8.8 illustrates a schematic drawing of Pb0 and
Pb1 centers. The main differences between the two defects are in the dangling bond
axes of symmetry [15, 28, 37–39, 41] and electronic densities of states [40, 43–
46]. The Pb0 dangling bond orbital points along the 〈111〉 directions [15, 28, 37]
while the Pb1 dangling bond orbital points approximately along the 〈211〉 directions
[38, 39, 41]. The observation of NBTI-induced Pb0/Pb1 defects is consistent with the
defects’ densities of states [15, 43, 44, 46, 47]. Both the (111) Si Pb center and (100)
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Fig. 8.8 Schematic drawing of the Pb0 and Pb1 Si/SiO2 interface defects (Reproduced from [42])
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Si analog, the Pb0 center, have a broadly peaked density of states centered about
mid-gap with the “+/0” and “0/−” transitions separated by about 0.7 eV [40, 44,
46]. Utilizing conventional ESR measurements, it has been shown [43] that the Pb1

has a considerably different density of states with the “+/0” and “0/−” transitions
separated by only a few tenths of an eV and shifted towards the lower part of the
gap. A schematic illustration of the Pb0 and Pb1 densities of states is illustrated in
Fig. 8.9.

Figure 8.10 illustrates the NBTI-induced Pb0 and Pb1 SDR signal amplitudes as
a function of gate bias. The dashed lines are only a guide for the eye. Figure 8.10
clearly illustrates that both Pb0 and Pb1 centers have significant densities of
states near mid-gap. The correspondence in gate voltage between the DC-IV peak
(Fig. 8.6) and the SDR amplitude peaks (Fig. 8.10) provides further support to the
concept that the dominating NBTI-induced defects in these SiO2-based devices are
Pb0 and Pb1 centers.
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The assignment of Pb0 and Pb1 defects as the NBTI-induced defects in these
SiO2 devices is consistent with the observed NBTI-induced negative shift in
threshold voltage. Figure 8.11 schematically illustrates, for a pMOS device biased
in inversion, that both the Pb0 and Pb1 centers would be positively charged. The
presence of the Pb0/Pb1 defects would result in the expected NBTI-induced shift
in threshold voltage. The fairly high densities of interface states seen in this study
could account for quite significant threshold voltage shifts.

In an effort to further investigate the defects associated with NBTI, another
7.5 nm device was subject to a higher temperature NBTS condition (−5.7 V
at 200◦C for 20,000 s). The pre- and post-NBTS gate-controlled diode DC-IV
measurements are shown in Fig. 8.12. Again, it is clear that the NBTS induces
a large increase in the peak substrate current and interface state density. The
Fitzgerald/Grove analysis [11] yields a pre-NBTS Dit of 7× 109 cm−2 eV−1 and
a post-NBTS Dit of 7× 1011 cm−2 eV−1 assuming σ s = 2× 10−16 cm2.

Figure 8.13 illustrates the corresponding pre- and post-NBTS (−5.7 V at 200◦C
for 20,000 s) SDR spectra with the magnetic field perpendicular to the (100)
surface. Similar to the 140◦C stressing case, we observe both Pb0 and Pb1 interface
defect signals (g= 2.0060± 0.0003 and g= 2.0033± 0.0003, respectively). Within
experimental error, the observed Pb0 and Pb1 g-values are the same as in the
140◦C NBTS. In addition, we almost certainly observe a third signal (close to our
sensitivity limit) at g= 2.0007± 0.0003. We attribute this signal to an E′ (gamma)
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Fig. 8.14 Schematic
representation of a neutral E′
center oxide defect
(Reproduced from [42])

center oxide defect. E′ defects are oxygen vacancy centers [15] in which the
unpaired electron is localized on a silicon atom which is back-bonded to oxygen
atoms within the amorphous oxide region. Figure 8.14 illustrates a schematic
drawing of a neutral E′ center. E′ centers (or any bulk dielectric defects) observed in
an SDR measurement must be located very near the Si/SiO2 interface because only
“near-interface” oxide defects would be able to interact with the interface traps (via
tunneling) to alter the recombination current [13, 30]. Since we are only observing
the “near-interface” E′ centers, the fact that the E′ signal is much weaker than the
Pb0 and Pb1 signals does not necessarily indicate that the E′ density is significantly
lower than the Pb0/Pb1 defects. There may be more E′ centers distributed further
into the oxide.

Unfortunately, these measurements, by themselves, do not allow for a conclusive
determination of the role of E′ defects in NBTI. Since we are only able to detect the
E′ signal in the devices subjected to the harsher stressing condition (−5.7 V, 200◦C
for 20,000 s), we cannot rule out the possibility that, under these circumstances, the
E′ centers have been generated via hot hole oxide injection [48]. Nevertheless, our
E′ observations suggest that they may play an important role in NBTI. It is worth
noting that E′ centers have levels near the middle of the SiO2 band gap at energies
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appropriate for hole capture from the silicon inversion layer [49]. There is extensive
experimental evidence demonstrating that E′ centers can capture holes [15, 50].
There is also clear experimental evidence that, after hole capture, E′ centers can
“crack” molecular hydrogen; a process which could lead to Si–H bond dissociation
at the Si/dielectric boundary [50]. As mentioned above, most NBTI theories involve
the capture of an inversion layer hole which then leads to Si/SiO2 interface Si–H
dissociation [4, 51–53]. Although these initial E′ center results could reasonably be
viewed with some skepticism, they do suggest a potential path in which an inversion
layer hole capture event can lead to eventual Si/SiO2 Si–H bond breaking. This
concept of an NBTI process controlled by the generation of E′ centers is revisited
in more detail in Sect. 8.5.

8.4.3 NBTI in 48 nm SiO2 Devices

We have also examined the NBTI response in much thicker pure SiO2 power
transistors. These devices also exhibit a similar NBTI response as observed in the
7.5 nm SiO2 devices. These devices were subject to an NBTS condition of −25 V
at 175◦C for 100,000 s. Figure 8.15 shows both the pre- and post-stress DC-IV
characteristic curves. The geometry of these devices (gate extension over lightly
doped regions) results in two DC-IV peaks [54]. The DC-IV double peak has
been reported in the literature for devices with gate oxides extending over lightly
doped regions [54]. The DC-IV peak at VG =−0.5 V is associated with interface
states located in the channel while the DC-IV peak at VG = 1.4 V is associated
with interface states in the drain overlap region [54]. After NBTS, we observe an
increase in both of these substrate current peaks. The Fitzgerald and Grove analysis
[11] leads to pre-NBTS Dit = 6× 109 cm−2 eV−1 and Dit = 8× 109 cm−2 eV−1 for
the VG =−0.5 V and VG = 1.4 V peaks, respectively. Post-NBTS, we observe an
increase in substrate current peaks which correspond to Dit = 2× 1011 cm−2 eV−1

and Dit = 4× 1011 cm−2 eV−1 for the VG =−0.5 V and VG = 1.4 V peaks,
respectively. All the extracted Dit values assume σ s = 2× 10−16 cm2.
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Figure 8.16 illustrates the corresponding SDR measurements for VG =−0.5 V
and VG =+1.4 V with the magnetic field aligned parallel to the 〈100〉 surface
normal. The interface state density in the unstressed device is below our SDR
detection limit. After NBTS, we observe the generation of a strong signal at
g= 2.0056± 0.0003 for VG = 1.4 V and VG =−0.5 V. The observed g-value at this
magnetic field orientation indicates that this signal is due to Pb0 centers. We note
that the same defect signature is observed with VG = 1.4 V and VG =−0.5 V. This is
an indication that NBTI generates the same defects in the channel and lightly doped
interface regions of the device.

Figure 8.17 illustrates the Pb0 SDR signal amplitudes as a function of gate bias as
well as the DC-IV characteristic curve for the post-NBTS pMOSFET of Figs. 8.15
and 8.16. The close correspondence in gate voltage between the peaks in DC-IV and
SDR measurements is another indication that the Pb0 defects dominate the electronic
NBTI-induced interface state density response.

From these observations, we conclude that the NBTI response in the 48 nm
pMOSFETs is dominated by Pb0 interface state generation. It is somewhat inter-
esting that we observe both Pb0 and Pb1 defects in the 7.5 nm devices but only
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Pb0 defects in the 48 nm devices. The presence of Pb0 and Pb1 defects at the Si/SiO2

interface is thought to be a result of strain relief. However, the reason for preferential
generation of one of these defects over the others is still not understood.

8.4.4 Summary

In both the 7.5 nm and 48 nm SiO2 pMOSFETs, DC-IV measurements indicate
that the NBTI response is dominated by the generation of relatively large densities
of interface states. The corresponding SDR measurements identify these NBTI-
induced interface states as Pb0 and Pb1 defects in the 7.5 nm devices and Pb0 defects
in the 48 nm devices. Our observation of NBTI-induced E′ centers suggests that
they may play some additional role in NBTI. However, since relatively harsh NBTS
was required to observe the E′ centers, it is not possible to conclude with certainty
what role they play under technologically relevant conditions.

8.5 The Role of E′ Centers in NBTI in Pure
SiO2-Based Devices

In Sect. 8.4, we noted that our observations suggested that E′ centers could play a
very important (catalyzing) role in the NBTI process, at least in pure SiO2-based
devices. We proposed [19, 42, 55] that the NBTI process might be triggered by
the capture of silicon inversion layer holes, which simple statistical mechanics
arguments [55] indicate would lead to subsequent Pb center generation via loss of
hydrogen at Pb-H precursor sites. The hole capture process can create a positively
charged E′ site in which one side is a neutral singly occupied silicon dangling bond
and the other a positively charged diamagnetic silicon. These arguments linking
E′ hole capture and Pb generation have been detailed elsewhere in the context of
NBTI [56] and earlier in the context of radiation damage [57–59]. Recently, Grasser
et al. [60] developed a comprehensive quantitative two-stage model for NBTI. In
this model, NBTI is also triggered by inversion layer hole capture at an E′ center
precursor site (a neutral oxygen vacancy). The presence of the oxide silicon dangling
bond created in this process (the neutral side of the E′ center) then triggers the
creation of poorly recoverable defects (Pb centers) via an E’/Pb center hydrogen
exchange. The comprehensive quantitative model of Grasser et al. [60] expands
upon the earlier qualitative arguments [19, 42, 55] and explains NBTI degradation
over a wide range of bias and stress temperature, the observed asymmetry between
stress and recovery, and the strong sensitivity to bias and temperature during
recovery. Central to the model is the prediction that paramagnetic E′ centers will be
present during stress and will, for the most part, very quickly recover upon removal
of stress (similar to [19, 42]).
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The data we provided in support of our initial suggestion for a catalyzing role for
E′ centers in NBTI were somewhat tenuous [19, 21, 42] for two reasons. First, SDR
does not permit observations at significant negative gate bias. To obtain reasonable
SDR sensitivity, the stress biasing conditions must be shifted towards depletion, so
that the electron and hole quasi-Fermi levels are split more or less symmetrically
about the intrinsic Fermi level at the Si/SiO2 interface [15, 30]. If the qualitative
proposals of Campbell et al. and the model of Grasser et al. are correct, this would
invariably lead to significant recovery of the E′ centers [61]. In the earlier SDR
measurements [19, 21, 42], most of the E′ centers would be electrically neutralized
and thus no longer paramagnetic. Second, even under optimized biasing conditions,
SDR is only marginally adequate for E′ center detection because E′ centers are
less effective recombination centers than Si/SiO2 Pb centers; only those E′ centers
close to the interface contribute to SDR [30]. However, conventional ESR permits
E′ center detection at any gate bias, provided the E′ center is paramagnetic [15].
The E′ center oxygen vacancy would be paramagnetic when positively charged.
To overcome these obstacles inherent to SDR measurements of E′ centers, an on-
the-fly approach has been developed in which conventional ESR measurements are
performed during negative bias stressing of MOS structures at elevated temperature
[62]. Note that, unlike prior ESR studies, this on-the-fly approach allows for the
observation of NBTI defects void of any recovery contamination.

The samples used in this study [62] are large area Si/SiO2 blanket capacitor
structures with 49.5 nm thermally grown SiO2 oxides which were treated with
a post-oxidation forming gas anneal. ESR measurements were performed before,
during, and after the sample was subjected to a modest NBTI stress of −25 V
(oxide field< 5 MV/cm) at 100◦C. Negative bias was applied to the sample utilizing
corona ions to provide a virtual gate [46]. The gate bias was monitored before and
after stress with a Kelvin probe. The thick (49.5 nm) oxides were chosen to ensure
a uniform gate bias over the measurement time (several hours). A quartz dewar
apparatus was utilized to heat the sample inside the microwave resonant cavity.

Figure 8.18 illustrates three ESR traces taken on the sample before, during, and
after NBTI stress [62]. Each trace was signal averaged for several hours. Although
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these measurements are slow, recovery is nonexistent since the stress conditions
remain constant throughout the measurement. The spectrometer settings used were
chosen to permit the observation of both Si/SiO2 Pb centers and SiO2 E′ centers and
are not optimized for either defect; the E′ center density is underrepresented in these
traces (a significant difference in E′ and Pb spin–lattice relaxation times leads to this
under-representation) [46]. In the pre-stress case (top), we observe a weak single
line spectrum with g= 2.0069± 0.0003 which is likely due to Pb0 Si/SiO2 interface
states. During NBTI stress (middle), we observe the clear generation of Si/SiO2

Pb1 centers (g= 2.0034± 0.0003) and SiO2 E′ centers (g= 2.0006± 0.0003). Upon
removal of the stress, the E′ center signal completely recovers while some of the Pb1

centers remain. This result clearly indicates that positively charged oxygen vacancy
sites (E′ centers) are generated during stress and quickly disappears once the stress
is removed [62]. Although the model predicts very fast E′ center recovery, the time
resolution of our measurements is slow. Thus, we cannot determine how quickly the
recovery occurs.

As mentioned previously, the spectrometer settings used in Fig. 8.18 were chosen
to permit the observation of both Si/SiO2 Pb centers and SiO2 E′ centers and are
not optimized for either defect. To further demonstrate that E′ centers are present
during NBTI stressing, Fig. 8.19 shows three ESR traces taken on the sample
before, during, and after NBTI stressing [62]. In this figure, the spectrometer settings
are optimized for the observation of E′ centers. During NBTI stress (middle), we
observe a powder pattern signal consistent with an E′ center. Upon removal of the
NBTI stress (bottom), the E′ signal completely disappears. Figure 8.20 provides
additional evidence linking this to an E′ center via comparison with a commercially
available E′ spin standard [62]. Note the very close correspondence between the two
spectra.

These observations are consistent with and most strongly support the earlier
proposal [19, 21, 42] that NBTI is triggered by the tunneling of electrons from a
neutral E′ center precursor to unoccupied valence band states. These results are
also fully consistent with the NBTI model of Grasser et al. [60]. Both the earlier
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qualitative arguments and the more recent quantitative work utilize the fact that the
presence of unpassivated E′ silicon dangling bonds in the presence of large numbers
of passivated Pb center silicon dangling bonds is thermodynamically unstable. The
Gibb’s free energy of the Pb-H/E′ dangling bond system would be lowered by the
exchange of hydrogen from Pb-H to E′ dangling bond states, generating interface
traps.

The Gibb’s free energy, G, is expressed as follows: G=H – T S, where H is
enthalpy, T is absolute temperature, and S is entropy. The enthalpy of a silicon–
hydrogen bond at the silicon/dielectric interface is very nearly the same as that
for a silicon–hydrogen bond in the oxide. Thus, the transfer of a hydrogen from
a passivated Pb site at the interface to an E′ silicon dangling bond in the oxide will
do little to the enthalpy term in Gibb’s free energy [19, 21, 42, 55–59]. However,
consider the entropy, S= k ln(Ω), where k is Boltzmann’s constant and Ω is the
number of microscopic states yielding the macroscopic state. The transfer of a
hydrogen atom from the essentially perfectly passivated Si/SiO2 interface Pb centers
to the essentially perfectly unpassivated oxide E′ centers inevitably results in a very
large increase in the system’s configurational entropy. This process is discussed at
considerable length in multiple publications [19, 21, 42, 55–59], but the underlying
principle can be addressed quite simply. Consider the perfectly passivated silicon
dangling bonds at the interface (∼1012/cm2). If the system is perfectly passivated,
then Ω= 1. Suppose that, at random, one site becomes depassivated. Therefore, in
a square centimeter there are 1012 possibilities. Consider a second depassivation:
that would be 1012 × [(1012 − 1)/2] possibilities. A similar argument follows
for an equal number of perfectly unpassivated E′ oxide silicon dangling bonds.
The Gibb’s free energy is inevitably lowered by the quite substantial transfer of
hydrogen atoms away from the Pb-H sites to the E′ sites, because the increase in
configurational entropy is inevitably very large. Thus, at least in pure SiO2 devices
there is overwhelming evidence which indicates that the earlier suggestions [19,
21, 42] and later modeling [60] of a catalyzing role for E′ centers in NBTI are
quite valid.
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8.6 NBTI in Plasma-Nitrided Oxide pMOSFETs

This section discusses SDR and SDT magnetic resonance measurements utilized to
directly observe the atomic-scale defects of NBTI in fully processed 2.3 nm PNO
devices [17, 19, 42, 63]. We compare the SDR and SDT measurements with DC-IV
observations of NBTI-induced changes in interface state densities as well as trap-
assisted tunneling current measurements. We also make meaningful comparisons
between these PNO observations and the observations on the 7.5 nm pure SiO2

devices discussed earlier. Our results definitively identify the dominating atomic-
scale defect in the 2.3 nm PNO devices as a KN center (not a Pb0 or Pb1 center) [17,
42, 63]. KN centers are silicon dangling bond defects in which the central silicon is
back-bonded to three other nitrogen atoms [17, 42, 63]. The KN centers are in the
“near-interface” region of the dielectric and have a fairly narrow peaked effective
density of states near the middle of the band gap [42, 63]. We find that NBTI-
induced KN centers participate in both spin-dependent recombination and tunneling
processes [42, 63]. This is an indication that the same defect can act like an interface
state and a bulk dielectric tunneling center [42, 63]. These collective observations
may help explain why the addition of nitrogen enhances the NBTI phenomenon.
They may also explain why NBTI experts can report conflicting views on the roles
of NBTI-induced interface states and bulk traps.

8.6.1 Experimental Details

This study involves both 2.3 nm equivalent oxide thickness (EOT) PNO large
area pMOSFETs (∼40,000 μm2) and the fairly well-understood 7.5 nm SiO2

devices [19–21] discussed earlier. The SiO2 devices are used as a control to
compare and contrast the thinner PNO devices. The SiO2 devices were subject to
an NBTS of −5.7 V at 140◦C for 210,000 s. The PNO devices were subject
to an NBTS of −2.6 V at 140◦C for 180,000 s. Interface state densities (Dit) were
monitored using DC-IV measurements [11, 12]. As will be shown in the following
sections, variations in the SDR and DC-IV recombination energy window provide
deeper understanding of the defects involved. SDR and SDT measurements were
made at room temperature with a custom-built SDR/SDT spectrometer. SDR/SDT
measurements were calibrated using a strong pitch spin standard. Immediately
following the stress, each device was subject to a post-NBTS temperature quench
step which involves cooling the device to room temperature (over the span of several
minutes) while the negative stressing bias is maintained. As discussed earlier, this
step has been found to be fairly effective at “locking-in” the NBTI-induced damage,
rendering it observable in SDR/SDT [19, 20, 36]. Also, to ensure that further
recovery was minimal during subsequent measurements, all DC-IV, SDR, and SDT
measurements were taken at least 4 h post-NBTS/temperature quench.
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Fig. 8.21 Pre- and post-NBTS DC-IV measurements on (a) 7.5 nm SiO2 pMOSFET (−5.7 V
at 140◦C for 210,000 s) and (b) 2.3 nm PNO pMOSFET (−2.6 V at 140◦C for 180,000 s)
(Reproduced from [42])

8.6.2 Comparisons of NBTI in 7.5 nm SiO2 and 2.3 nm PNO
pMOSFETs: Different Defects

Figure 8.21 illustrates the pre- and post-NBTS DC-IV characteristic curves for
a 7.5 nm SiO2 and a 2.3 nm EOT PNO-based pMOSFET. In the 7.5 nm SiO2

device (Fig. 8.21a), NBTS clearly generates an increase in the peak substrate current
corresponding to an increase in Dit. The Fitzgerald and Grove analysis [11] leads to
a pre-stress Dit ≈ 6× 109 cm−2 eV−1 and a post-stress Dit ≈ 4× 1011 cm−2 eV−1

assuming σ s = 2× 10−16 cm2. In the 2.3 nm PNO device (Fig. 8.21b), NBTS
also generates an increase in peak substrate current and Dit. Fitzgerald and Grove
derived Dit values were not extracted for these devices because of the uncertainty
in the mean capture cross section. However, we note an approximately one order
of magnitude increase in the peak substrate current which should correspond to
approximately one order of magnitude increase in Dit. It is clear that NBTS
generates a very large increase in Dit in both the SiO2 and PNO devices. We note
that the shapes of the DC-IV characteristic curves for the SiO2 and PNO devices are
somewhat different. The SiO2 DC-IV curve is consistent with recombination while
the PNO DC-IV is due to both recombination and tunneling; tunneling dominates
at the most positive gate voltages. As one would anticipate, the PNO tunneling
component is most dominant when the source/drain to substrate diode forward bias
(VF) is reduced to approximately zero. (In this case, the recombination is turned off.)

Figure 8.22 illustrates post-NBTS magnetic resonance results for the 7.5 nm
SiO2 and 2.3 nm PNO-based devices with the magnetic field parallel to the 〈100〉
surface normal. The spectrometer settings in each case are optimized to yield
the true line shape of the spectra. In this figure, SDR spectra are plotted as a
function of g-value to illustrate differences in NBTI-induced defects in the SiO2
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and PNO devices. NBTS in 7.5 nm SiO2-based devices generates two SDR signals at
g= 2.0059± 0.0003 and g= 2.0033± 0.0003 corresponding to Pb0 and Pb1 Si/SiO2

interface defects respectively [21]. The Pb0 and Pb1 defects have been shown to
be the dominating interface defects in Si/SiO2 systems under many circumstances
[15] and have also been shown earlier to play a large role in NBTI in thicker
SiO2-based devices [16, 19–21]. In 2.3 nm PNO-based devices, NBTS generates
a much broader (≈14 G wide) SDR signal at g= 2.0020± 0.0003. Measurements
(not shown) with spectrometer settings optimized to observe narrower signals within
the broad g= 2.0020 signal revealed no other components. If Pb0/Pb1 centers
were present in significant quantities in the PNO-based devices, the overlapping
Pb0/Pb1 signal would be observed to the left (higher g-value) of the apparently
symmetric g= 2.0020 signal. It is clear that this is not the case. Thus, NBTS in
thinner PNO-based devices generates this new defect at g= 2.0020 to such an
extent that any Pb0/Pb1 generation is completely obscured. From these DC-IV/SDR
measurements, it is clear that NBTI generates different defects in the PNO devices.
The following subsections of this manuscript examine the electronic properties and
physical identity of this NBTI-induced center in the PNO devices.

8.6.3 PNO Defect: Physical Location

As discussed in Sect. 8.3, the relationship between an experimentally observed g-
value and the orientation of the applied magnetic field is an indication of the defect’s
local environment. Figure 8.23 illustrates the g-value versus device orientation
with respect to the applied magnetic field for the Pb0 center as well as for the
new PNO defect. In this figure, θ is defined as the angle between the magnetic
field vector and the 〈100〉 surface normal. Figure 8.23a illustrates the Pb0 g-value
orientation dependence adapted from earlier ESR work [64]. The Pb0 signal splits
into three lines (each corresponding to a 〈111〉 direction) that are clearly a function
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Fig. 8.23 Adapted ESR g-value angular dependence for the Si/SiO2Pb0 interfacial defect [64]
and (b) SDR g-value angular dependence for the NBTI-induced 2.3 nm PNO defect (Reproduced
from [42])

of orientation (anisotropic) [64]. If a defect was located precisely at the interface,
one would expect it to have an orientation dependent g-value because of the long
range order present precisely at the interface [15, 25]. Rotation of the device in the
magnetic field changes the alignment of the local magnetic field experienced by
the defect relative to the applied field. This alters the defect’s resonance condition
resulting in an anisotropic g-value [15, 25]. Figure 8.23b illustrates the g-value
orientation dependence of the NBTI-induced g= 2.0020 signal in the PNO devices.
The g-value is independent of the device orientation (isotropic). If a defect was
located in an amorphous dielectric, one would expect the defect to have an equal
distribution in all orientations [15, 25]. In this case, rotation of the device in the
magnetic field alters the local magnetic fields of all the defects, but the total effect
would be (on average) zero, resulting in an unchanging g-value [15, 25]. Therefore,
our observation of an isotropic g= 2.0020 (Fig. 8.23b) is a strong indication
that the dominant NBTI-induced defect in the PNO devices is located within the
amorphous dielectric. However, the NBTI-induced increase in both the DC-IV peak
and the SDR spectrum indicates that this defect is located close enough to the
interface to participate in recombination. Therefore, we conclude that the defect is
located within the dielectric but close (probably ≤1 nm) to the interface (the “near-
interface” region). However, we also note that in these 2.3 nm PNO devices, the
“near-interface” region may account for a large percentage of the gate dielectric.

8.6.4 PNO Defect: Participation in SDR and SDT

Figure 8.24 illustrates the post-NBTS magnetic resonance spectra for a 2.3 nm
pMOSFET taken with VF =−0.2 V and VF =+0.2 V. In these measurements, the
magnetic field is parallel to the 〈100〉 surface normal. Both spectra clearly show the
generation of the same PNO defect (≈14 G wide signal at g= 2.0020± 0.0003).
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The spectrometer gain for the VF =−0.2 V spectrum is 100 times larger than
the gain of the VF =+0.2 V spectrum. Magnetic resonance measurements utilize
microwave irradiation to satisfy the ESR resonance condition. In these particular
measurements, the microwaves induce a (+0.2 V) bias between the source/drain to
substrate diode. When a source/drain to substrate bias (VF) of −0.2 V is applied
to compensate for the microwave-induced biasing, the diode is completely turned
off, and the device substrate current is dominated by tunneling current. Thus, the
spectrum observed with VF =−0.2 V is dominated by a spin-dependent tunneling
current through the gate dielectric. However, when VF =+0.2 V, the source/drain
to substrate diode is turned on (sufficient numbers of interfacial electrons and
holes), and the device substrate current is dominated by recombination. Thus, the
spectrum observed with VF =+0.2 V corresponds to spin-dependent recombination
current through interface traps. The observation of the same defect signature at
VF =−0.2 V and at VF =+0.2 V indicates that the same defect participates in both
spin-dependent tunneling and spin-dependent recombination.

To further examine the role of the PNO defect in SDT and SDR phenomena,
we have made extensive SDT/SDR measurements as a function of VF. These
measurements are shown in Fig. 8.25a as the normalized SDR and SDT amplitudes
as a function of VF . The normalization is achieved by dividing the spin-dependent
modification to the tunneling and recombination currents (ΔI) by the non-spin-
dependent DC current (I). We observe that the ΔI/I response steadily increases as VF

is decreased. The largest ΔI/I effect is seen for VF ≤−0.2 V. As discussed above, for
these values of VF the source/drain to substrate diode is turned off, and the observed
spectrum is dominated by SDT. For larger positive values of VF, the source/drain
to substrate diode is turned on, and the observed spectrum is dominated by SDR.
In an attempt to delineate between SDR and SDT, Fig. 8.25b plots the modification
to the spin-dependent currents (ΔI) as a function of VF . The ΔI response is relatively
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constant for negative values of VF and increases sharply for positive values of VF .
Unlike ΔI/I, the ΔI of the SDT current should be nearly independent of VF (it should
only depend upon the gate voltage). Therefore, the increase in ΔI for positive values
of VF is due to an increase in SDR current. Thus, the spin-dependent current is
dominated by tunneling for negative values of VF and by recombination for larger
positive values of VF . It is difficult to determine the exact transition between SDT
and SDR. However, since the ΔI value increases dramatically as VF is increased
(≈25× larger at VF =+0.1 V, ≈60× larger at VF =+0.2 V, and ≈120× larger at
VF =+0.3 V), we somewhat arbitrarily take SDT as the dominant mechanism for
VF <+0.1 V and SDR as the dominant mechanism for VF >+0.1 V. Although our
approach to separating the relative contributions of SDT and SDR is imprecise, we
believe the argument is conclusive.

We have also examined the effect of VG on the SDR and SDT phenomena.
Figure 8.26 illustrates the SDR (VF =+0.2 V) and SDT (VF =−0.2 V) ΔI/I
responses as a function of gate voltage (VG). Since interface recombination can only
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take place in depletion and is maximized when there is equal numbers of electrons
and holes at the interface [11, 22], the SDR ΔI/I will be largest for the gate voltages
corresponding to a depleted channel. The SDR ΔI/I should be much less when VG

corresponds to an accumulated or inverted channel (unequal numbers of electrons
and holes at the interface). This is exactly what we observe. The SDR ΔI/I is broadly
peaked near depletion (VG ≈ +0.45 V) and is consistent with the expected SDR
behavior. However, the SDT ΔI/I response is different; it is a narrower function of
VG and exhibits negative ΔI/I values. Since SDT should only occur when VG bends
the bands to an energetically favorable alignment of tunneling trap levels, one would
expect the ΔI/I response to be narrower for SDT than for SDR. The negative ΔI/I
values correspond to a reversal in the measured SDT signal polarity and sign of the
DC current. We interpret this reversal in SDT signal polarity to a band alignment
favorable for a reversal in direction of the SDT current.

Figure 8.27 illustrates the device tunneling (VF =−0.2 V) and recombination
(VF =+0.2 V) currents along with the SDT (VF =−0.2 V) and SDR (VF =−0.2 V)
ΔI responses of the PNO defect as a function of VG. We observe that the peak
in the device tunneling current closely corresponds to the peak SDT ΔI response
(Fig. 8.27a, b) and that the peak in the device recombination current closely
corresponds to the peak in the SDR ΔI response (Fig. 8.27c, d). This correspondence
is another strong indication that the PNO defect acts as both the dominant tunneling
center and interface state in these devices.
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It is important to note that the maximum size of the SDT effect (ΔI/I∼= 6× 10−5)
is much larger than the SDR effect (ΔI/I∼= 2× 10−6) observed in these PNO
samples. The increased size of the SDT effect provides a considerable improvement
in measurement sensitivity over SDR. Also, the ΔI/I SDT value we measure is
smaller than what we would observe if more microwave power were available in
our system because the signal amplitude is still increasing linearly at the maximum
available microwave power (150 mW) of the spectrometer. Large SDR effects are
typically explained in terms of a pairing of two spins (KSM model) [29]. In this
case, the spins would be the charge carriers and the deep level defects spins. The
size of the observed SDT effect is more consistent with that predicted by a KSM-
like model in which there is a pairing between tunneling charge carriers and charge
carriers trapped in PNO defect tunneling centers. However, the size of the observed
SDR effect is smaller than the size predicted by the KSM model and smaller than
most SDR measurements reported in the literature [13]. The size of the SDR effect in
the PNO devices is more consistent with that predicted by the Lepine [27] model for
SDR in which recombination occurs without a pairing of spins prior to capture. This
implies that when the PNO defect is participating in interfacial recombination, there
is little coupling between conduction or valence band charge carriers and deep level
interfacial defect spins prior to the actual recombination event. This correspondence
between the PNO defect’s recombination response and the Lepine model may be
consistent with the fact that the PNO defects are not located at the interface.

Considering that the PNO devices’ gate dielectrics are relatively thin (2.3 nm), it
is possible that the SDT mechanism involves something similar to an interface trap
to interface trap tunneling mechanism similar to that proposed by Nicollian [65] to
describe low-voltage stress-induced leakage currents. We have already shown that
the PNO defects are physically located not at the interface but in the “near-interface”
region of the dielectric. Therefore, we speculate that our SDT measurements
involve a spin-dependent trap-assisted variation of the interface state to interface
state tunneling mechanism which involves tunneling through the gate dielectric
through NBTI-induced PNO “near-interface” defects. Very recently, there has been
a considerable effort to further explore the mechanism of SDT. The SDT mechanism
was originally thought to proceed through a series of deep level defects in the bulk
of the dielectric. In this scenario, manipulation of the deep level bulk defects was
responsible to the spin-dependent modification to the tunneling current. However, an
SDT process in which the tunneling current can be modified by the spin dependence
of interface or “near-interface” defects is likely to dominate in thinner dielectrics.
Recent efforts confirm the somewhat qualitative analysis presented here [32].

8.6.5 PNO Defect: Density of States

We have shown that large variations in VF can change the nature of the observed
spin-dependent current from tunneling to recombination. However, restricting VF to
values in which SDR is the dominant mechanism (VF ≥+0.1 V) also allows for a
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very useful comparison between the thicker SiO2 and thinner PNO devices. Since
SDR is a spin-dependent modification to the DC-IV measurement and VF controls
the DC-IV recombination energy window, or the energy range over which interface
traps may contribute to the effect, differences in the size of the SDR effect as a
function of VF reflect differences in the densities of states of the different defects in
these two types of devices.

Figure 8.28 illustrates the size of the post-NBTS SDR effect as a function of
source/drain to substrate forward bias (VF) for the SiO2 and PNO devices. For the
7.5 nm SiO2 devices, the SDR derived ΔI/I is broadly peaked at VF ≈ +0.25 V.
This relatively weak dependence on VF is consistent with a relatively flat density of
states near the middle of the band gap. This is so because increasing VF increases the
energy window in which recombination occurs [11]. If the density of states near the
middle of the band gap is relatively flat (like that expected in an interface dominated
by Pb0 and Pb1 defects), increasing VF allows more interface states to participate
in the recombination process. Thus, the size of the SDR effect (seen via ΔI/I)
increases. This behavior continues until VF is large enough that the source/drain
to substrate forward bias diffusion current overwhelms the recombination current
and the denominator in ΔI/I will dominate. Thus, for an interface that is dominated
by defects with a relatively flat density of states (Pb0/Pb1), the SDR ΔI/I should be
broadly peaked as a function of VF. (Note that our conclusions here are qualitative
to semiquantitative in detail; the combined Pb0 and Pb1 density of states is not
really flat at all but relatively flat in the sense that it is not sharply peaked.)
However, the SDR ΔI/I response is quite different for the PNO devices. In the PNO
case, ΔI/I steadily decreases as VF is increased. This is consistent with a narrower
density of states fairly near the middle of the band gap. Following the arguments
above, if the density of states near the middle of the band gap is sharply peaked,
increasing VF beyond a point, approximately corresponding to the peak width, does
not increase the number of defects participating in recombination (the number of
defects in essentially constant). Instead, increasing VF only increases the forward
bias diffusion current and the denominator of the ΔI/I term dominates. Thus, for an
interface with a sharply peaked density of states near the middle of the band gap,
the SDR ΔI/I should steadily decreases as VF is increased.
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Since our SDR measurements utilize a spin-dependent modification to the DC-IV
measurement, a brief review of DC-IV theory may be useful in understanding this
result [11, 12]. A careful review of Eqs. (8.2), (8.3), and (8.4) provides the necessary
tools to look at this problem more quantitatively. (Note that increasing VF between
the source/drain to substrate p/n junction increases the number of minority carrier
holes (pS) available for recombination (in a pMOS device).) An examination of the
integral in Eq. (8.2) helps explain the VF-derived active recombination window. For
|E-Ei| values small enough to ensure that the pS + nS term is greater than the 2
ni cosh[(E-Ei) / kT] term, the denominator of the integral is nearly constant and
relatively small. However, as |E-Ei| increases, the cosh[(E-Ei) / kT] term blows up
and overwhelms the VF-derived pS + nS term. This can be thought of as effectively
closing the recombination window. Careful analysis of the integrand of Eq. (8.2)
using Eqs. (8.3) and (8.4) leads to an effective DC-IV and SDR recombination
energy window of ∼ q|VF|, centered about the middle of the band gap.

Simulations of the DC-IV recombination current using Eqs. (8.2), (8.3), and (8.4)
were carried out for various values of VF and various densities of states. By dividing
the simulated DC-IV peak current by the baseline substrate current, an analogous
ΔI/I behavior is observed. Figure 8.29a illustrates the simulated ΔI/I behavior for
a 7.5 nm gate oxide with a flat density of states through the gap. Figure 8.29b
illustrates the simulated ΔI/I behavior for a 2.3 nm gate oxide with a very narrowly
peaked density of states centered about the middle of the gap. The insets of both
figures show the simulated densities of states. The similarities between simulated
ΔI/I (Fig. 8.29) and measured SDR ΔI/I (Fig. 8.28) suggest a common origin. The
DC-IV-derived Dit values as a function of VF for the SiO2 and PNO devices are
also consistent with this trend. Dit values, averaged over the energy window, for
the SiO2 device (Fig. 8.30a) are approximately constant as VF is increased while
the Dit values, averaged over the energy window, for the PNO devices (Fig. 8.30b)
decreases as VF is increased. This trend is what one would anticipate from our above
analysis.
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Krishnan et al. [10] and Stathis et al. [66] have reported results which suggest
different NBTI-induced density of states in SiO2 and PNO-based devices. Stathis
et al. [66] speculate that the addition of nitrogen changes the dangling bond structure
of the NBTI-induced defects. Our observations are consistent with this conclusion.
(However, in detail, our conclusions differ with regard to density of states.) Our
observations directly demonstrate that there are different dangling bond defects in
PNO- and SiO2-based devices and, as discussed in the next subsection, the PNO
defects involve silicon atoms coupled to nitrogen atoms. Our observations also
suggest a narrower density of states for the PNO defect than the Pb0/Pb1 defects
in SiO2 devices. Figure 8.31 illustrates a schematic representation of the density of
states of NBTI-induced defects in thicker SiO2 and thinner PNO-based devices. ESR
measurements indicate that the Pb0/Pb1 composed density of states in thicker SiO2

systems approximately corresponds to the schematic sketches of Fig. 8.31a [38, 40,
41, 43–47]. The Pb0/Pb1 effective density of states would be the summation of the
Pb0 and Pb1 defect levels yielding, in comparison, a relatively flat density of states
near the middle of the band gap as schematically shown in Fig. 8.31b. Densities
of states qualitatively similar to this pattern are typically reported in measurements
of Si/SiO2 interface traps [67]. Our results strongly suggest that the PNO defect
has a narrower density of states near the middle of the band gap (Fig. 8.31c).
(The schematic sketch does not show the PNO defect trap levels extending into the
dielectric for simplicity of presentation.) These measurements cannot distinguish
between donor and amphoteric nature of the defects. However, the observation of a
narrow density of states and the known shift in threshold voltage are both consistent
with, but do not prove, that NBTI-induced defects in thin nitrided devices have a
narrow donor level, as has been suggested recently [10].
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8.6.6 PNO Defect: 29Si Hyperfine Identification (KN Centers)

The high sensitivity observed in the SDT measurement provides the means to
examine the local environment of the PNO defect via hyperfine interactions with
nearby magnetic nuclei. Figure 8.32 illustrates the wide scan post-stress SDT
spectra (VF = 0.0 V) of the PNO defect with the magnetic field perpendicular to the
(100) surface of the device. Extensive signal averaging plus the enhanced sensitivity
of SDT has allowed for the observation of two weak satellite lines as well as a
third small signal shifted ≈45 G below the central line. While the identity of the
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third smaller signal is not yet known, the observation of the two satellite side peaks
and the g= 2.0020 central signal provides the necessary information to identify the
physical and chemical nature of the PNO defect.

Both of the weak satellite lines have a peak-to-peak width of approximately
25 G and are virtually identical in amplitude. The low field line is 183 G below
the central line, and the high field line is 166 G above the central line (349 G
splitting). Each of the side peaks has an integrated intensity of ≈2% of the dominant
central signal. The relative sizes of the central signal and side peaks unequivocally
identify the NBTI-stressed defect as a silicon dangling bond. Most silicon nuclei
(95.3%) are not magnetic; however, a small fraction (4.7% 29Si) are magnetic and
have a nuclear spin of ½ [25]. Thus, nearly all (95.3%) of the silicon dangling bond
spectrum would appear as a single dominant signal while a small fraction (4.7%) of
the silicon dangling bond spectrum would appear as two satellite side peaks. Each
of these satellite side peaks would appear as ≈2.3% of the integrated intensity of
the central signal. Within experimental error, this is exactly what is observed for the
PNO defect. No other element could provide this 2.3%/95.3% pattern.

The small asymmetry in the hyperfine side peak splitting occurs when the
electron-nuclear interaction is large [25]. The asymmetry can be calculated by
the Breit-Rabi correction: δ ≈ (ΔH)2/4H0, where δ is the asymmetry, ΔH is the
hyperfine splitting, and H0 is the resonant field without the nuclear interaction [25].
The observed hyperfine asymmetry (8.5 G) is consistent with a calculated Breit-Rabi
correction (ΔH= 349 G at H0 = 3400 G) of δ ≈ 9 G.

The hyperfine interaction is generally expressed in a three by three matrix, A,
often called the hyperfine “tensor” [25]. For a defect with axial symmetry, the
parallel (A||) and perpendicular (A⊥) components of this “tensor” can be related to
the defect’s electronic wave function in terms of an isotropic (Aiso) and anisotropic
(Aaniso) component. Aiso and Aaniso are measures of the s- and p-character of the
defect’s wave function, respectively [25]. Our observations allow for a moderately
accurate measurement of Aiso and a very crude estimate of Aaniso [25, 68]. For the
ideal case, Aiso and Aaniso are given [68] by

Aiso = ΔH − 1
2

Aaniso (8.8)

Aaniso =
2
3
(hyperfine line width) (8.9)

The exact contributions of the anisotropic hyperfine coupling to the width of
the hyperfine lines are difficult to determine because of additional broadening
due to super-hyperfine interactions with second-nearest neighbor nitrogen atoms
which each have a nuclear magnetic moment and a nuclear spin of 1 [25, 68].
However, a rough upper limit on the hyperfine line width is given by the measured
peak-to-peak line width (25 G) while a rough lower limit is given by difference
between the measured hyperfine line width and the central signal line width (25 G –
14 G= 11 G). This analysis yields a rather crude Aaniso ≈ (2/3)(11 to 25 G) ≈
12± 5 G, and a more precise Aiso = 349 G - (12 G/2)= 343 G.
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Table 8.1 Measured magnetic resonance parameters of important silicon
dangling bond defects (Note that the K center and KN center parameters are
nearly the same) (Reproduced from [17])

Centerline
width (G) g-valuea

Hyperfine
splitting (G)

Pb0 [28] ∼= 3 2.0059 105
E′

γ [69] ∼= 2 2.0005 424
K center [68] ∼= 14 2.0028 358
NBTI defect (KN center) ∼= 14 2.0020 349
aFor the E′, K, and KN centers, this is the simple zero-crossing g-value, but
for Pb0, it represents the g at a specific magnetic field orientation. In these
measurements, H || 〈100〉 surface normal

The s-character and p-character of the observed defect can be roughly estimated
by comparing the measured Aiso and Aaniso values with the Aiso and Aaniso values
calculated for 100% 3s and 100% 3p silicon wave functions [25, 68]. The calculated
Aiso for a 100% 3s silicon wave function and Aaniso for 100% 3p silicon wave
function are 1639.3 G and 40.75 G, respectively [25]. The measured Aiso = 343 G
indicates that the s-character of the NBTI-stressed defect is about 343 G/1639.3 G
∼= 21%, while the measured Aaniso = 12± 5 G indicates that the p-character of the
NBTI-stressed defect is of order 12± 5 G/40.75 G ≈ 29± 12%. The sum of the
s- and p-contributions to the defect’s electronic wave function, or localization, is
50± 12%. Note that this is a very rough estimate.

Table 8.1 compares the measured center line width, g-value, and hyperfine line
splitting of the PNO defect with other silicon dangling bond defects (Pb0, E′, and K
centers) which might conceivably be present in these devices. As discussed above,
Pb0 defects are interfacial silicon dangling bond defects in which the central silicon
is back-bonded to three other silicon atoms [15, 28, 37, 38, 40]. They, along with the
closely related Pb1 defects, account for most of the Si/SiO2 interface states in SiO2

MOSFETs [15, 28, 37, 38, 40]. E′ centers are oxide silicon dangling bond defects
in which the central silicon is back-bonded to oxygen atoms [69]. They dominate
the electronic properties of irradiated and high-field stressed SiO2 [15, 50, 69]. K
centers are silicon dangling bond defects found in silicon nitride in which the central
silicon is back-bonded to nitrogen atoms [68, 70]. They dominate charge trapping in
Si3N4 films [68, 70, 71]. An examination of Table 8.1 reveals that the NBTI-stressed
defect spectrum and the K center spectrum are very similar. Thus, we conclude that
the PNO defect is a silicon dangling bond in which the silicon is back-bonded to
nitrogen atoms that we refer to as KN for NBTI.

The differences between the KN and K center spectra are small but clearly larger
than experimental error. These small deviations are likely due to slightly different
bonding environments and probably the larger band gap in the PNO dielectric. In
Si3N4, the K center’s nitrogen atoms are bonded almost exclusively to silicon atoms
[68, 70], while the SiON KN center’s nitrogen atoms may be bonded to one or more
oxygen atoms. This small change in second-nearest neighbor bonding and possibly
the larger band gap (the gap in Si3N4 is about 5 eV) are very likely responsible for
the small deviations we observe between the K and KN centers.
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Fig. 8.33 Pre- and post-NBTS (a) DC-IV and (b) SDT measurement for a 2.3 nm PNO device
subject to a quite moderate NBTS of −1.7 V at 140◦C for 106 s with H || 〈100〉

8.6.7 KN Center: Long-Term Stress

As is true with the majority of reported NBTI observations, the acceleration of the
NBTI stress is a concern. Quite simply, one has to be sure that the acceleration of the
NBTI stress to values which are compatible with near-term observations does not
introduce different physical mechanisms which are absent at operation conditions.
In an attempt to check the universality of and NBTI mechanism dominated by KN

center (at least for these PNO devices), we subject a 2.3 nm PNO device to a much
less accelerated NBTS of −1.7 V at 140◦C for 106 s. Note that this stress voltage
corresponds to an dielectric field of only ≈6 MV/cm. Figure 8.33 illustrates the pre-
and post-stress DC-IV (a) and pre- and post-stress SDT (b) measurements for a PNO
device subject to this much more moderate stress. As can be clearly seen in Fig. 8.33,
this moderate stress generates the same KN center defect (g= 2.0023± 0.0003) and
that this defect is generated in lower densities, which is reflected in the lower signal
to noise ratio. Thus, we conclude that the observation of KN centers is consistent
with an intrinsic NBTI mechanism and is not a product of accelerated stress (at
least for these devices) [72].

8.6.8 Nitrogen-Enhanced NBTI Physics

The presence of the KN center in PNO devices indicates that fundamental differ-
ences in the dielectric chemistry strongly influence the electronic properties of the
interface and near-interface regions. The bonding mismatch between Si and SiO2

is almost certainly the main reason that Pb0/Pb1 defects exist. At a typical Si/SiO2

interface, Pb0/Pb1 defects are passivated with hydrogen atoms. The relatively easy
dissociation of the hydrogen atoms from Pb precursors is an important factor in
interface defect generation in NBTI [4, 10, 52, 53]. Our observations demonstrate
the role of this mechanism in SiO2-based devices [19–21]. However, the mechanism
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in the thinner PNO-based devices is different. The Pb0/Pb1 defects were not
observed post-stress. Our results indicate that the plasma-nitridation process must
preferentially create large numbers of KN center precursors. (It is possible that
weaker Pb0/Pb1 signals may be buried under the KN signal.) The presence of large
numbers of KN precursors is almost certainly the main reason why nitridation so
strongly enhances the NBTI response. Since it is known that K centers can be
hydrogen passivated [73], one might speculate that NBTS liberates hydrogen from
the KN centers in much the same way that it is liberated from Si/SiO2 Pb0/Pb1

defects. However, our results suggest somewhat different physical mechanisms are
involved.

8.6.9 NBTI-Induced Interface States Versus Bulk Traps

The observation of KN centers in both SDR (participation in interfacial recombina-
tion) and SDT (participation in tunneling) demonstrates that KN centers can act as
both interface states and “near-interface” dielectric tunneling centers. Variations in
the plasma-nitridation processing are thought to control the nitrogen profile within
the gate dielectric [74]. We speculate that variations in the nitrogen profile (and the
consequent proximity of the KN centers to the Si/SiON interface) are a major source
of conflicting conclusions regarding NBTI-induced interface states and fixed oxide
charge generation. If the PNO processing creates KN center precursors very near the
interface, a post-NBTI electrical analysis would indicate interface state generation.
But, if the PNO processing creates KN center precursors in the “near-interface” or
bulk dielectric regions, a post-NBTI electrical analysis would likely indicate some
combination of interface state and bulk dielectric defect generation. So, it is possible
for the same defect to be responsible for seemingly different aspects of the NBTI
degradation. (In a 2.3 nm gate dielectric, it may be difficult to distinguish between
“near-interface” and “bulk” dielectric defects.)

8.6.10 Model for NBTI in PNO Oxides

The SDR/SDT results obtained on PNO dielectrics are difficult or impossible to
reconcile with reaction–diffusion models. One can envision a model somewhat like
outlined by Campbell et al. for pure SiO2 devices in which the NBTI process is
triggered by the tunneling of a valence band hole to a dielectric defect, in this case
a K center precursor instead of an E′ center precursor [75, 76]. Such a model would
make sense if the K center precursor involves a silicon-silicon bond in which one of
the silicon atoms is back-bonded to nitrogen atoms. The K center precursor almost
certainly has an energy level slightly below the silicon valence band edge because
the recent EDMR results of Campbell et al. [42, 63] and Ryan et al. [32] directly
demonstrate that the K centers have defects within the lower part of the silicon
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band gap. As discussed earlier, a significant negative bias results in the presence
of holes in the silicon valence band; the holes allow tunneling events between
near-interface K centers and the silicon to yield positively charged K center sites.
Drawing an analogy with the well-understood E′ defects (observed in pure SiO2

devices), the K center site opens up with hole occupation [75, 76]. One side of the
defect center is, after the hole capture event, a neutral silicon dangling bond; the
other side of the defect center is a positively charged silicon. As in the E′ case, a
substantial structural relaxation occurs as a result of this process. It can readily be
shown that the tunneling process leads to a power lawlike behavior which is, at least,
plausibly consistent with the widely reported time dependence in NBTI [75, 76].

8.6.11 Summary

We have employed purely electrical DC-IV measurements as well as SDR and SDT
magnetic resonance measurements on 7.5 nm SiO2 and 2.3 nm PNO pMOSFETs.
Our results indicate that the dominating NBTI-induced defects in the SiO2 and PNO
devices are different. NBTI in SiO2 devices is dominated by Pb0 and Pb1 Si/SiO2

interfacial silicon dangling bond defects. NBTI in the PNO devices is dominated by
KN centers. Our measurements show that the KN centers are located in the “near-
interface” region and they participate in both SDR and SDT phenomena. (The “near-
interface” region could be a large fraction of a 2.3 nm oxide.) An examination of
the KN defects SDR versus VF response strongly suggests that the KN defects have
a narrowly peaked density of states around the middle of the silicon band gap. The
realization that KN defects (not Pb centers) dominate NBTI in the PNO devices may
help explain NBTI’s enhancement in nitrided devices, as well as conflicting reports
of NBTI-induced interface states and/or bulk traps.

8.7 Recovery

In this section, we utilize SDR and DC-IV measurements as a function of time
to examine the role of these atomic-scale defects in NBTI recovery [2, 7–9, 20,
77]. Our SDR and DC-IV measurement approach is not fast enough to observe
the entire NBTI recovery phenomenon which begins immediately after cessation
of stress. However, the fact that recovery continues for at least 105 s after stress
removal [9, 77] allows for a qualitative SDR/DC-IV examination of the atomic-scale
defects involved in NBTI recovery. We present DC-IV and SDR measurements in
pure SiO2 and PNO devices which show that NBTI recovery results in a partial
reduction in interface state density and a corresponding reduction in the density of
the atomic-scale defects observed in SDR. In pure SiO2 devices, we observe that
the Dit recovery is accompanied by a partial reduction in Pb0 defect density. In PNO
devices, we observe that the Dit recovery is accompanied by a partial reduction in
KN center density.



8 Atomic-Scale Defects Associated with the Negative Bias Temperature Instability 217

0

40

80

120

160

-3 -1.5 0 1.5 3 4.5 6
|I

su
b|

 [n
A]

VG [V]

VF = 0.26V

Unstressed

600 s

1.2x106 s

Fig. 8.34 DC-IV measurements taken pre- and post-NBTS (−25 V, 150◦C, for 100,000 s).
The 600 s curve denotes the DC-IV measurement taken 600 s after the temperature quench step.
The 1.2× 106 s curve denotes the DC-IV measurement taken 1.2× 106 s after the temperature
quench step

8.7.1 Experimental Details

Our NBTI recovery measurements involve pure SiO2 and PNO devices. The SiO2

devices are very large area (≈1× 106 μm2) 48 nm SiO2 power pMOSFETs. The
PNO devices are large area (≈41,000 μm2) 2.3 nm PNO pMOSFETs. These
SiO2 and PNO devices are the same as those discussed in Sects. 8.4 and 8.6,
respectively. In these recovery experiments, the devices were subject to a NBTS
condition followed by a temperature quench step. The temperature quench reduces
the temperature of the device to room temperature over the span of approximately
4 min while the gate bias is maintained. This step is thought to “lock in” the NBTI
damage [77] rendering it observable in the DC-IV and SDR measurements. DC-
IV and SDR measurements were taken pre-NBTS as well as a function of time
post-NBTS/temperature quench. Recovery is observed as a reduction in the DC-
IV-derived Dit and SDR signal amplitude (which is proportional to defect density).
This approach allows for a crude investigation of the specific atomic-scale defects
involved in NBTI recovery.

8.7.2 NBTI Recovery in 48 nm SiO2 pMOSFETs

48 nm SiO2 devices were subject to an ex situ NBTS of −25 V, 150◦C for 100,000 s.
Following the NBTS and temperature quench step, both SDR and DC-IV measure-
ments were taken over a period of approximately 2 weeks. In all measurements,
the source/drain to substrate junction is biased at +0.26 V. Figure 8.34 illustrates
the DC-IV measurements for the unstressed device as well as measurements taken
600 s and 1.2× 106 s post-NBTS/temperature quench. Since the NBTS/temperature
quench was applied ex situ, 600 s elapsed before the device was loaded into the
spectrometer, and the first DC-IV measurement was complete. Consequently, the



218 J.P. Campbell and P.M. Lenahan

3345 3385 3425

]stin
U.br

A[
ytisnetnI

R
DS

Magnetic Field [G]

Unstressed

9 x 103s

g = 2.0058± 0.0003

1.2 x 106 s 

VF = 0.26 V

VG = 1.5 V 

Fig. 8.35 SDR spectra taken both pre- and post-NBTS (−25 V, 150◦C, for 100,000 s). After stress
we note the generation of a strong g= 2.0058± 0.0003 signal corresponding to Pb0 defects. The
9× 103 s curve denotes the SDR measurement completed after 9× 103 s post-temperature quench.
The 1.2× 106 s curve denotes the SDR measurement completed 1.2× 106 s after the temperature
quench step. These spectra correspond to the VG = 1.5 V DC-IV peak

600 s measurement was the first measurement taken post-NBTS/temperature quench
(the 1.2× 106 s measurement was the last measurement taken). As discussed in
Sect. 8.4, the geometry of these devices (gate extension over lightly doped regions)
results in two DC-IV peaks. The DC-IV peak at VG =−0.5 V is associated with
interface states located near the center of the channel while the DC-IV peak at
VG =−1.5 V is associated with interface states in the drift regions adjacent to
the source and drain. For both gate voltages, it is clear that NBTS generates an
increase in the peak substrate current which corresponds to an increase in Dit. The
Fitzgerald and Grove analysis [11] leads to pre-NBTS Dit = 6× 109 cm−2 eV−1 and
Dit = 8× 109 cm−2 eV−1 for the VG =−0.5 V and VG = 1.5 V peaks, respectively.
Post-NBTS (600 s measurement), we observe an increase in peak substrate current
which correspond to Dit = 2× 1011 cm−2 eV−1 and Dit = 3× 1011 cm−2 eV−1 for
the VG =−0.5 V and VG = 1.5 V peaks, respectively. All the extracted Dit values
assume σ s = 2× 10−16 cm2. After 1.2× 106 s of recovery (approximately 2 weeks),
the Dit corresponding to the VG =−0.5 V peak exhibits little to no recovery, while
the Dit corresponding to the VG =+1.5 V peak recovers approximately 20%.

Figure 8.35 illustrates the corresponding SDR measurements for the unstressed
device: the first measurement completed post-NBTS/temperature quench (9× 103 s)
and the last measurement (1.2× 106 s). These SDR measurements were taken
with the magnetic field aligned parallel to the 〈100〉 surface normal. The SDR
measurements were taken with VG = 1.5 V (not VG =−0.5 V) because of the
improvement in SDR sensitivity corresponding to this voltage (see Sect. 8.4).
As expected, we observe that NBTS clearly generates a dominating signal at
g= 2.0058± 0.0003 which we attribute to Pb0 defects. The Pb0 signal amplitude
(proportional to the number of defects) decreases by approximately 20% between
the first and last measurements.
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temperature quench. (b) SDR signal amplitude (scales with Pb0 defect density) on the stressed
devices as a function of time post-temperature quench

Figure 8.36 illustrates the (a) DC-IV-derived Dit and (b) SDR signal ampli-
tudes as a function of time post-NBTS/temperature quench. We observe that the
VG =−0.5 V peak displays little or no Dit recovery, an observation which is
still puzzling. We speculate that the geometry of the device is such that recovery
occurs quicker near the center of the channel (perhaps faster than is captured by
the first DC-IV measurement). We observe that the VG =+1.5 V peak recovers
approximately 20%. This reduction in interface state density is accompanied by a
20% recovery in Pb0 defect density. This correlation between Dit and Pb0 recovery
strongly suggests a common origin.

8.7.3 NBTI Recovery in 2.3 nm PNO pMOSFETs

The relatively long stress/measurement delay indicative of the recovery measure-
ments on the pure SiO2 devices can be further reduced by performing the NBTS
and temperature quench in situ (hot air is piped into the spectrometer’s microwave
cavity via an evacuated quartz dewar to provide the elevated temperature). This in
situ stressing scheme is utilized to further investigate recovery in the PNO devices
over a somewhat shorter time scale.

Figure 8.37 illustrates the DC-IV characteristic curves taken pre- and post-NBTS
(−2.8 V 140◦C for 10,000 s) as well as during the recovery process (VF =+ 0.33 V).
The NBTS generates a large increase in Dit (approximately an order of magnitude).
A subsequent DC-IV measurement after ≈5 h of SDR measurement shows a
reduction in Dit associated with recovery. In an attempt to induce further recovery,
the device was then subjected to a 24-h bake (150◦C with 0 V on the gate electrode).
A DC-IV measurement post-bake shows only a modest amount of recovery. It is
possible that the lack of significant post-bake recovery is due to the temperature
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quench post-NBTS. It is also possible that the lack of post-bake recovery is a product
of the modest bake [78, 79]. Regardless, the NBTI-induced damage in this case
is, to some degree, “locked-in” during the temperature quench and is relatively
unaffected by additional high temperature treatments [77]. Figure 8.38 illustrates
the corresponding SDR measurements (VF = 0.33 V) taken with the magnetic field
aligned parallel to the 〈100〉 direction at various post-NBTS time steps. The NBTS
generates a signal at g= 2.0020± 0.0003 which corresponds to a KN center [17].
The amplitude of the KN center signal (which is proportional to the number of
defects) decreases with time post-NBTS. Figure 8.39 summarizes the Dit and SDR
signal intensity recovery. Since the observed KN center signal shows a recovery
behavior that qualitatively scales with the observed Dit degradation, these results
are a strong indication that this defect is involved in the NBTI recovery process in
these devices.
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8.7.4 Summary

We report DC-IV and SDR measurements taken as a function of time during NBTI
recovery that allow for a qualitative observation of the atomic-scale defects involved
in NBTI recovery in SiO2 and PNO devices. In 48 nm SiO2 devices, the DC-IV
recovery in Dit is accompanied by a recovery in Pb0 defect density. In PNO devices,
the DC-IV recovery in Dit is accompanied by a recovery in KN center defect density.
These observations suggest an NBTI recovery mechanism which involves a partial
Pb0 and KN repassivation in SiO2 and PNO devices, respectively.

8.8 Fluorine’s Impact on NBTI

This section discusses the atomic-scale defect implications to NBTI in devices
which have been subject to fluorine incorporation [80, 81]. In thicker SiO2

devices, fluorine incorporation is thought to “toughen up” the interface by replacing
the weaker hydrogen passivation of Pb centers (Si–H) with a stronger fluorine
passivation (Si–F) [82]. The stronger passivation is thought to be the reason that
fluorine incorporation reduces NBTI in thicker SiO2 devices [83, 84]. In this section,
we investigate a series of three thicker (7.5 nm) SiO2 pMOSFETs (≈40,000 μm2)
which have undergone a range of gate dielectric fluorine treatments. We compare
these results to that of the pure SiO2 devices which have not been subject to fluorine
exposure. SDR and DC-IV measurements were made before and after identical
NBTS sequences (Vg=−5.7 V at 140◦C for 250,000 s). Following NBTS, all
devices were subjected to the same temperature quench step discussed earlier.

Figure 8.40 illustrates the pre- and post-NBTS DC-IV characteristics for the
pure SiO2 device case (a) as well as a representative measurement set from the
fluorinated device case (b). Note that NBTS in the fluorinated devices all resulted
in similar DC-IV characteristics. Following the Fitzgerald and Grove analysis
[11] (with σ s = 2× 10−16 cm2), the pre- and post-NBTS Dit for the pure SiO2

device (a) were 7× 109 cm−2 eV−1 and 5× 1011 cm−2 eV−1, respectively. For the
fluorinated devices (b), the pre- and post-NBTS Dit were ≈1× 1010 cm−2 eV−1

and 1× 1011 cm−2 eV−1, respectively. The reduction in post-NBTS Dit (compared
to the nearly identical pure SiO2 device) was observed in all three sets of fluorinated
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SiO2 devices. Again, this is consistent with other reports indicating a positive
NBTI effect in gate stack which are subject to fluorination [83, 84]. Figure 8.41
represents a comparison of the post-NBTS SDR measurements taken on the pure
SiO2 device of Fig. 8.6 as well as the three fluorinated devices. In all these traces,
the magnetic field is parallel to the [100] Si/SiO2 interface normal. Pre-NBTS defect
spectra were all below the detection limit. As discussed earlier in Sect. 8.4, NBTS
in the pure SiO2 device results in overlapping Pb0 and Pb1 interface state signals
(g= 2.0057± 0.0003 and g= 2.0031± 0.0003, respectively). However, in all the
fluorinated devices, we observe the NBTI-induced generation of a weaker single
broad line with g-value ranging from 2.0026± 0.0003 to 2.0033± 0.0003. Note that
the absorption axis is not to scale for this figure since the traces have been offset and
scaled to allow for a better comparison of the Pb1 signals. In general, the g-values
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for the fluorinated devices are roughly consistent with a Pb1 center. Note also the
somewhat broader than expected width of the signal may indicate the presence of
nearby fluorine nuclei [25].

Although the fluorinated devices of Fig. 8.41 are very similar structurally and
were stressed identically to the pure SiO2 device, their NBTI response is very
different. In the fluorinated devices, there is no indication of Pb0 center generation.
This observation suggests that the incorporation of fluorine can selectively passivate
Pb0 precursors. This observation might help to explain the diminished interface
state generation observed (electrically) in other recent reports of NBTI-stressed
fluorinated devices [83, 84]. A review of Figs. 8.9 and 8.31 indicates that the Pb0

and Pb1 defects have different densities of states, and the preferential generation
of Pb1 defects will likely result in a larger threshold voltage shift in proportion
to the total number of Pb1 states. That is, a higher percentage of Pb1 centers will
likely be positively charged when the pMOSFET transistor is on. This larger effect
per defect is, of course, more than compensated by the smaller total number of
Pb1 centers. Also, as has been noted in some of the earlier fluorine literature,
these results make sense in terms of the relative strengths of Si–H and Si–F bond
energies [85]. Considering these results (Figs. 8.40 and 8.41), it is clear that, in pure
SiO2 devices, NBTI hardening can be achieved by striving to make devices with
a dominant Pb0 interface defect distribution and then fluorination. However, as was
mentioned earlier in Sect. 8.4, the preferential generation of either Pb0 or Pb1 defects
is a delicate strain relief response which is currently very poorly understood.

Also note that our KN defect observations in PNO devices may also help explain
somewhat puzzling observations regarding fluorine’s impact on NBTI. Fluorination
of nitride devices has been observed to have little or no effect on NBTI [86]. The
realization that NBTI in PNO devices creates KN defects (not primarily interfacial
Pb centers) may help explain this. The introduction of fluorine in nitrided devices
probably does replace some interfacial Si–H bonds with Si-F bonds. However,
interfacial Si–H depassivation does not dominate NBTI in these devices. If the
fluorine incorporation in nitrided devices does not passivate the dominating NBTI-
induced defects, it will be ineffective at suppressing NBTI.

8.9 NBTI in HfO2-Based pMOSFETs

This section discusses SDR measurements utilized to directly observe the atomic-
scale defects of NBTI in fully processed 1.2 nm EOT HfO2-based pMOSFETs [87].
We compare the SDR measurements with DC-IV observations of NBTI-induced
changes in interface state densities. The devices were subject to short-term room
temperature NBTS as well as a longer term elevated temperature NBTS. Post-stress,
we observe an increase in interface state density and the corresponding generation
of different atomic-scale defect structures in the two differently stressed devices.

Figure 8.42 illustrates the DC-IV measurements for the pre-stress (Dit ≈
4× 109 cm−2 eV−1), post-short-term stress (−2.0 V, 25◦C, for 5 s) (Dit ≈
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1.6× 1010 cm−2 eV−1), and post-long-term stress (−1.8 V, 140◦C, 10,000 s) (Dit ≈
8.2× 1010 cm−2 eV−1) cases. We were forced to stress at a slightly lower voltage of
−1.8 V because, at an elevated temperature, stressing for more than a few seconds
tended to induce dielectric breakdown. The voltage shift in the peaks is likely due
to buildup of charge in the dielectric as a result of stressing.

Figure 8.43 illustrates SDR traces before and after the short-term room tempera-
ture stress. The short stress creates a very broad SDR line (peak-to-peak width about
35 G) with g= 1.9998± 0.0003. The fairly large shift in g from the free-electron
value (ge = 2.00232) in the short-term stress case (g= 1.9998) as well as the large
line width suggests that this brief stress quickly activates a type of defect specific to
the Hf-based dielectric stack (It is unlike any signal reported in conventional SiO2

devices [15].) Figure 8.44 illustrates the SDR traces before and after the longer
term elevated temperature stress. The longer term SDR result is a significantly
narrower line of about 23 G with a somewhat higher g-value (g= 2.0026± 0.0003).
This is clearly different than the SDR spectrum observed in the short-term stress
and is still of unknown origin. The line widths and g-values indicate that both the
short- and long-term stress-induced “interface” trapping defects are almost certainly
not located precisely at the Si/dielectric boundary. If this were to be the case, the
spectra would presumably resemble those of Pb or KN centers [15] The width of the
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lines, in both cases, probably indicates that the defects involve some interaction
with hafnium atoms. Because Hf atoms have outer shell d-orbital electrons and
relatively large nuclei, large spin–orbit coupling effects would tend to broaden the
SDR spectrum [88]. If this is the case, the result indicates that there is at least limited
diffusion of some hafnium atoms across the interfacial layer close to the Si/dielectric
boundary.

8.10 Perspectives and Concluding Remarks

At this point in the chapter, we are hopeful that the reader has a new found appre-
ciation for magnetic resonance measurements and their power to help understand
the fundamentals of device reliability. However, it is entirely reasonable that the
reader is left wondering how all these spectra (graphs of wiggly lines) mesh with the
arguments typically used in an NBTI discussion (i.e., power law time exponent of
Vth degradation, temperature acceleration, field acceleration, etc.). However, armed
with this atomic-level NBTI defect understanding, we are hopeful that the reader is
better equipped to draw his or her own conclusions about NBTI models.

For example, the NBTI literature is filled with works either advocating or
opposing an NBTI description which involves the reaction–diffusion model [4, 52,
53]. The reaction–diffusion model framework does lead to a description of NBTI
degradation which is similar to experimental observations. Also, the central idea
of a Si–H depassivation which forms silicon dangling bond defects at the Si/SiO2

interface is quite consistent with our Pb0/Pb1 observations in the pure SiO2 devices.
However, it is not clear how our observations of NBTI-induced E′ centers could fit
into this paradigm. More importantly, it is perhaps less surprising to the reader why a
model which does not involve E′ centers struggles to describe recovery. (Reversing
the Si–H depassivation process simply does not capture the necessary physics to
align with observations [8].) Thus, at least for NBTI in pure SiO2-based devices,
a model similar to the earlier suggestions of Campbell and Lenahan [19, 21, 42,
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55, 56] and later model development of Grasser et al. [60] should be seriously
considered.

In this chapter, we reviewed quite clear and unambiguous evidence demonstrat-
ing that NBTI in PNO-based devices involves the generation of defects different
from those utilized in the vast majority of NBTI literature models (reaction–
diffusion variants or even an E′ catalyzing two-stage model). As discussed in great
length in Sect. 8.6, the necessary KN center details required to build a physically
correct NBTI model for nitrided devices have all been firmly explored.

Recently, a semiquantitative model which incorporates the KN center physics de-
rived from the magnetic resonance measurements discussed herein was proposed for
NBTI in nitrided devices [75, 76]. While the universality of this model is still open
for evaluation, it is important to note that this model (built using physics completely
different from reaction–diffusion) predicts ΔVth degradation trends quite similar
to those from the reaction–diffusion framework. The similarities between these
two predictions illustrate that multiple models based upon significantly different
physical phenomena can yield results generally consistent with ΔVth measurements
over some time frame. It is the hope of the authors that their results contained herein
will deepen the reliability of community’s understanding of the underlying physical
mechanisms responsible for NBTI and contribute to the construction of predictive
models more consistent with underlying physical mechanisms.
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Chapter 9
Charge Properties of Paramagnetic Defects
in Semiconductor/Oxide Structures

V.V. Afanas’ev, M. Houssa, and A. Stesmans

Abstract This chapter overviews charge properties of oxide and interface param-
agnetic defects in semiconductor/oxide entities, primarily Si/SiO2, as revealed by
correlative analysis of electron spin resonance data and electrical analysis. The
role of dangling bond defects in electrical degradation phenomena induced by
bias-temperature stress or irradiation is discussed. In particular, the importance of
hydrogen/proton-mediated interactions is underlined on the basis of the available
experimental evidence.

9.1 Introduction

Stress-induced degradation of metal-oxide-semiconductor (MOS) devices is in
many cases associated with generation of additional charges at the semiconduc-
tor/insulator interface or inside the insulating oxide itself. Usually the charges
observed in MOS structures are classified as being of either ionic or electronic
origin with the latter being further separated into the interface-trapped charge and
the oxide-trapped charge [1] to account for contributions of specific interface-related
or oxide imperfections, respectively. These imperfections, e.g., intrinsic defects or
impurity centers, may become charged under a broad variety of stress conditions
which include not only the negative bias-temperature (NBT) stress but also hot-
carrier injection or Fowler–Nordheim tunneling stress, irradiation with high-energy
photons, and ion bombardment. As a result, identification of charge trapped entities
has remained in the focus of research for decades as it represents the basic element in
understanding the physics of the stress- or irradiation-induced device degradation.
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Furthermore, besides identification, proper quantification of the traps is required to
provide technology with a meaningful feedback, which would allow for steering
trap removal aimed at better device reliability.

The goal of the present Chapter is to overview charge trapping properties of
defects commonly encountered in semiconductor/oxide structures, primarily in Si
and SiO2-based systems, as revealed by quantitative correlations between trap
densities inferred from electrical measurements and densities of paramagnetic
defects detected in electron spin resonance (ESR) experiments.

9.2 Methodology of Correlative Analysis

Thanks to its high sensitivity, the ESR spectroscopy represents a unique instrument
for atomic identification of paramagnetic defects as well as their quantification
in absolute terms which enables comparison to the density of charges or charge
traps encountered in MOS structures after electrical stress or irradiation. Two
major approaches to establish a relationship of particular paramagnetic defects to
electrical behavior of MOS structures have been developed so far. First, the classical
derivative-absorption ESR spectroscopy applied to semiconductor/interface struc-
tures can be taken to the extreme sensitivity in the range 1011–1012 centers (spin
S=½) per cm2 of interface area, reaching the charge density range typically en-
countered after degradation of a MOS structure (1011–1012 elemental charges/cm2).
This sensitivity level is achieved by performing ESR measurements at low tempera-
ture (close to the liquid He temperature range) in combination with bundling sample
slices in a stack of 10–20 pieces to enhance the total interface area per sample in the
ESR probing cell (cavity). Furthermore, by referencing the g-values and intensities
of investigated ESR signals to those of a co-mounted marker sample, e.g., Si:P
(g= 1.99869± 0.00002 at 4.3 K), one solves the problem of absolute calibration
which is a prerequisite for any correlative analysis. Typical absolute accuracy
obtained in the determination of paramagnetic defect densities is about 20%, while
the relative accuracy of 10% is in reach. The major drawback of the conventional
ESR approach consists in the laborious and time-consuming sample preparation
and complicated measurement procedures with extensive signal averaging. Also, in
its conventional realization, the ESR spectroscopy can hardly be applied to finished
MOS devices because of the general presence of highly doped and/or metal-covered
areas which unacceptably impairs the microwave resonator quality factor, thus
aggravating sensitivity problems associated with the small active area of a device.

As more device-oriented alternative, the electrically detected magnetic resonance
(EDMR) methods, such as spin-dependent recombination (SDR) or spin-dependent
current (SDC) spectroscopy, have been developed over the last two decades
[2–6]. These techniques make use of spin-dependent interactions between mobile
charge carriers and paramagnetic defects and observe the ESR through modulation
of the device current, e.g., the recombination current or the photocurrent, by an
external magnetic field while sending an appropriate microwave radiation to the
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MOS device. The possibility to reach high sensitivity (orders of magnitude higher
than conventional ESR) on a device-sized sample is routinely indicated as the
major advantage of the EDMR approach. However, since the measurements of
spin-dependent current concern mostly defects located in semiconductor region(s),
only limited information regarding defects responsible for charge trapping can
be obtained in this way. Furthermore, the amplitude of EDMR signal reflects
variations in the rate of spin-dependent electron transitions contributing to the
measured current that is a function not only of the density of the corresponding
defects but also of the local concentration of mobile charge carriers and an a priori
unknown cross section of the carrier-defect interaction. As a result, quantification
of defect densities within the EDMR methodology becomes problematic with no
reliable defect densities reported for MOS systems so far. This density determination
factor leaves us with the conventional ESR analysis as the most viable option if
considering the problem of atomic identification of traps and charged defects in
semiconductor/insulator structures.

In contrast to ESR, electrical measurements can provide information regarding
charge densities in MOS structures and devices in several ways. First, the net density
of fixed or trapped oxide charges (Qot) can be calculated from the shift of flatband
voltage (Vfb) on the capacitance-voltage (CV) curve of an MOS structure or from
the threshold voltage (Vth) shift of a MOS transistor [7]. The correction for the
centroid of the charge in-depth distribution can be done on the basis of oxide
etch-back experiments [7–9], by performing measurements on samples series with
different thicknesses of the insulator [10] or using charge profiling based on internal
photoemission measurements [8, 11].

Quantification of the interface trap density per unit area (Nit) is more challenging
since not only the trap density energy distribution Dit(E) needs to be found
across the entire semiconductor bandgap width, but also the semiconductor surface
potential has to be determined as a function of gate bias in a separate measurement
[7]. The latter becomes problematic when the MOS structure exhibits a leakage
as this hampers measurements of the quasi-static CV curve. This difficulty can
partially be solved by performing the ac capacitance measurements upon forming
an inversion layer at the periphery of the metal gate which enables to attain the low-
frequency response [12]. However, taken all together, these measurements result in
a considerable error in the Nit determination (30–50%).

To improve the absolute accuracy of interface trap density measurements to the
level attained by ESR analysis (≤20%), one may wish to exclude the need of the
surface potential determination. This can be done by combining high-frequency CV
measurements at low temperature, e.g., 77 K, on n- and p-type MOS capacitors
with identical oxide thickness (d) [13–15]: The difference between Vfb values of
the n- and p-type MOS capacitors contains the contributions corresponding to the
difference in the Fermi level, EF, in n- and p-type semiconductor and that of the
interface traps [16]:

Vf b(n− type)−Vf b(p− type) =
1
q

EF(n− type)− 1
q

EF (p− type)+
qNit

ε0κ
d.

(9.1)
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In Eq. (9.1) q is the elemental charge, Nit is the interface trap density integrated
over the energy interval between EF(n-type) and EF(p-type), ε0 is the vacuum
permittivity, and κ is the relative permittivity (dielectric constant) of the insulating
layer. In the case of measurements at 77 K, the Fermi level difference term on the
right-hand side of Eq. (9.1) is close to the semiconductor bandgap width where one
should take into account the Si gap widening from 1.12 eV at 300 K to 1.16 eV
at 77 K: The observed Nit corresponds to the total interface trap charge density
integrated over the entire Si bandgap (cf. bottom panel in Fig. 5 in [15]). Then, by
comparing 77 K CV traces of n- and p-type Si samples, one can determine the total
interface trap density. To the best of our knowledge and experience, this method
provides the most accurate Nit values with the typical error being below 10%.

9.3 Interface Traps from ESR Analysis

In this section we will address the ESR identification of interface charge trapping
centers in silicon-based MOS structures as affected by sample processing, in
particular, by hydrogen passivation. It is useful starting the discussion from silicon
dangling bond defects (Pb-type centers) because they not only represent the model
case of correlative analysis but were also shown to be the key players in the NBT
instabilities at Si/SiO2 interfaces [17–19]. Further, we will shortly discuss recent
results of ESR and electrical characterization of germanium dangling bond centers
at Si1−xGex/SiO2 interfaces and their interaction with hydrogen. This topic becomes
more and more important as the high-mobility Si1−xGex channels become more
frequently used in practical transistor structures.

9.3.1 Pb(0) Centers

The Pb-type centers [specifically Pb0 at the (100)Si/SiO2 interface] have been
identified by ESR [20, 21] as trivalent interfacial silicon centers, denoted as
interfacial Si3≡Si• entities where the dot symbolizes an unpaired electron in a
sp3〈111〉-like orbital, generally referred to as the dangling bond (DB). The proposed
atomic configurations of these centers are schematically shown in Fig. 9.1. These
defects are commonly encountered at interfaces of oxidized silicon as well as in
a broad variety of other interfaces including Si/Si3N4, Si/high-κ metal oxides,
and Si/a–Si:H. Such a universal appearance has placed the Pb(0) defects in the
focus of MOS reliability research for nearly three decades. As result of extensive
experimental efforts, this center represents the best characterized interface defect up
to the date.

With the ESR spectroscopic properties of Pb(0) defects extensively reviewed in
the literature [19, 21], we will focus on the correlation between the density of
these paramagnetic centers and the density of charge traps encountered at interfaces



9 Charge Properties of Paramagnetic Defects in Semiconductor/Oxide Structures 233

[111 ]

[211]
[100 ]

[011]

Pb0
Pb1

Pb 

Fig. 9.1 Atomic configurations of silicon dangling bond defects (Pb-type centers) at (111)Si/SiO2
(top) and (100)Si/SiO2 (bottom) interfaces. Arrows indicate crystallographic directions in the Si
substrate

of silicon. The key analytic power for such an approach consists in the possibility
to vary the density of Pb(0) defects (provided by ESR) by processing means while
monitoring the charge trap density electrically. In this sense, the Pb(0)-type centers
provide an excellent possibility for investigation because their density can be
changed in a controllable way by a variety of technological means.

First of all, the Pb(0) centers may be (chemically) passivated by attaching a
hydrogen atom to the Si DB. This passivation leads to a diamagnetic (ESR-inactive)
defect state accompanied with attendant elimination of the trap levels from the
silicon bandgap. Thus, the number of passivated DB states may be correlated
with the removal of a specific fraction from the interface trap energy distribution
Dit(E) or, else, with the variation in the total decrease in Nit. Importantly, hydrogen
passivation of Pb(0) centers is completely reversible, i.e., the passivating H atom can
be removed by thermal annealing [22] or irradiation [23, 24]. Partial depassivation
of Pb(0) centers is also observed upon exposure to atomic H [25], hot-carrier
injection [19], NBT stress [17, 19], etc., and represents the major mechanism of
Si/SiO2 interface degradation in terms of charge trap generation.

Next, the density of inherently occurring Pb(0) centers is strongly sensitive to
the crystallographic orientation of the silicon face, being minimal for the (100)
plane, followed by the more defective (111) and (110) faces [26]. This allows one
to correlate changes in the crystallographically sensitive Dit(E) distributions, or in
the Nit, with the variation of Pb(0) density determined by ESR. As an example,
in Fig. 9.2 are shown the Dit(E) distributions observed at interfaces of differently



234 V.V. Afanas’ev et al.

0.0 0.2 0.4 0.6 0.8 1.0

1010

1011

1012

1013

+/0

0/-

H2 passivation
 (111)
 (110)
 (100)

D
it (c

m
-2
.e

V-1
)

E - Ev (eV)

As-oxidized
 (111) GV
 (111) CV
 (110) GV
 (110) CV
 (100) GV
 (100) CV

Thermal Si/SiO2 Tox = 930 0C

Fig. 9.2 Dit(E) profiles of Si/SiO2 interfaces derived from CV (solid symbols) and ac
conductance-voltage (GV, open symbols) methods in Si/SiO2 samples fabricated on (100), (110),
and (111) faces of Si. Results for the as-oxidized samples (no H-passivation) and those subjected
to H2 passivation (30 min anneal in 1.1 atm H2 at 400 ◦C) are shown for comparison [15]

oriented silicon crystals with thermally grown oxide on top [15]. The Dit(E) profiles
exhibit the well-known double-peak shape corresponding to the charge transition
of the DBs from positive to neutral (peak below the silicon midgap) and from
neutral to negative (peak above the silicon midgap) [19, 27, 28]; it refers to the
amphoteric electrical nature of the DB traps (Pb(0) centers). Besides revealing
the qualitative correlation between the densities of interface traps and the earlier
mentioned changes in the density of Pb(0) centers, comparison between the H-
free (as-oxidized) and H-passivated samples indicates that most of the initially
observed interface traps become inactivated upon annealing in H2. Therefore, as
far as the interface between silicon and its thermal oxide is concerned, the Pb(0)

centers represent the most significant source of interface traps.
The same conclusion can be reached when comparing the total density of

interface traps, Nit, as measured in the as-oxidized and H-passivated samples using
the low-temperature CV technique. As can be seen from Fig. 9.3, the density
of eliminated interface traps goes hand in hand with passivation of Pb(0) defects
which are passivated to a density below the detection limit of ESR (≈1011 cm−2).
Furthermore, in agreement with the suggested amphoteric electrical behavior of the
Si DB defects, the trap density at interfaces of both (100)Si and (111)Si integrated
across the gap of silicon, i.e., including both (+/0) and (0/−) transition peaks shown
in Fig. 9.2, is nearly twice the Pb(0) density. However, at (110)Si/SiO2 interfaces,
Nit appears to be lower than that ideally expected from the amphoteric nature of
the Pb(0) center. In particular, when the temperature of oxidation is lowered, Nit in
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Fig. 9.3 Plot of the electrically active defect density Nit at Si/SiO2 interfaces versus the density
[Pb(0)] obtained from ESR. The data for the (110)Si/SiO2 interfaces grown at Tox=698 ◦C and
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from isolated amphoteric centers. The bold arrow indicates the trend found in (110)Si/SiO2 when
the oxidation temperature is decreased. Open symbols show Nit values observed in the hydrogen-
passivated (30 min anneal in 1.1 atm H2 at 400 ◦C) samples [15]

(110)Si/SiO2 shows a trend to decrease despite increasing density of Pb(0) centers,
suggesting partial electrical inactivation of these defects. Though the exact reason
for this behavior remains unknown, the fact that this effect is observed both in n- and
p-type (110)Si MOS capacitors has led to the suggestion that Si DBs at this silicon
face are formed in pairs (or clusters). Charging one of the traps by capturing an
electron or a hole will then prevent the subsequent filling of the neighboring defect
by a charge carrier of the same charge sign because of Coulomb repulsion [15].

Among other technological factors affecting the density of Pb(0) centers and,
accordingly, the associated interface traps, one may indicate, besides the silicon
surface orientation and treatment in H2, the oxidation temperature [29, 30], post-
oxidation annealing treatments [13, 31], and strain in the surface Si layer [32]. In
all these cases, it appears possible to establish a correlation between the density of
Pb(0) defects and the interface trap-related properties of the Si/SiO2 interfaces.

In returning to the discussion on the NBT instability mechanisms, it is worth
to consider the interaction of Pb(0) centers not only with molecular but also with
atomic hydrogen (H0). This interaction includes two reactions [25], essentially as
given below, in which unpassivated DBs are spontaneously saturated by H0, (first
reaction equation) while the passivated ones may become depassivated due to the
energetically favorable formation of molecular H2:

Si3 ≡ Si•+H0 → Si3 ≡ Si−H, (9.2)
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Si3 ≡ Si−H+H0 → Si3 ≡ Si•+H2. (9.3)

As the result of balance between these competing chemical reactions, under
permanent supply of atomic hydrogen at 300 K, one reaches the steady state with
∼50% of Si DBs being passivated. (Both reactions are exothermic with a small or no
activation energy involved.) This kind of behavior has been reported upon exposure
of Si/SiO2 entities to H0 generated by a remote plasma source [25] or, else, exposure
to H+(H2O)n ions generated by corona discharge in room air [33]. In the latter case
H0 is generated at the oxide surface when the hydronium-like ions (Si2=OH+) are
neutralized by electrons tunneling from the silicon substrate.

These observations of the Pb(0) interactions with atomic hydrogen appear to be
relevant to the Si/oxide interface degradation upon NBT stressing since the pattern
of the Pb(0) density variation closely resembles that caused by exposure to H0: As
one can see from the variation in the Pb(0) defect density upon NBT stress time
shown in Fig. 9.4 for both (100)Si/SiO2 and (111)Si/SiO2 interfaces [34], in the
H-free (as-oxidized) samples, the stressing results in a lower density of Pb(0) defects.
At the same time, if starting from the H-passivated Si/SiO2 interfaces, one observes
partial activation of the DBs both by ESR and electrically [34]. Interestingly, upon
long NBT stress, the densities of Pb(0)-s approach the earlier mentioned ≈50%
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passivation level, albeit not quite. Apparently, there is only a limited H0 in the MOS
capacitors, which prevents both the passivated and depassivated (H-free) samples
from reaching the same steady-state Pb(0) level observed in the gate-free Si/SiO2

structures after a “massive” exposure to atomic hydrogen. The importance of this
observation is that it questions the relevance of the standard NBT instability picture
based on H release from the interfacial Pb(0)s.

Taken together, these experimental results point to the presence in the Si
MOS structures of a hydrogen reservoir which under NBT stressing releases
atomic hydrogen into the oxide. With the possibility that the dopants (B, P,
As) present in the silicon substrate serve as the H-storage sites firmly excluded
by the experimentally observed boron deactivation effect (cf. Fig. 3 in [34]),
other options must be considered. Among the suggestions made in the literature,
we find the interaction with H-containing ambient molecules, e.g., H2O [19],
hydrogeneous species dissolved in the metal electrode of the MOS capacitor [35–
37], or hydrogeneous species present at the metal/oxide interface [35, 38]. We will
return to the discussion regarding possible hydrogen sources in the silicon MOS
system later in this chapter.

9.3.2 Pb1 Centers at the (100)Si/SiO2 Interface

In addition to the above-discussed Pb(0) defects, thermally grown (100)Si/SiO2

exhibits another interfacial paramagnetic center termed Pb1. This center has been
extensively characterized by ESR [19, 21, 39] which reveals a Si DB as the kernel
of this imperfection. However, from the observed deviation of the apex sp3-like
hybrid direction from the normal 〈111〉 Si-Si bond directions of Si crystal, as it is
shown in Fig. 9.1, it has been concluded that the Pb1 center is probably associated
with the DB of an interfacial Si atom with at least one backbond under strain (the
strained Si–Si dimer model ≡Si—Si•=Si2).

The interaction of the Pb1 center with hydrogen resembles that of the Pb(0)

defects, the passivation occurring with similar activation energy value. There are,
however, two features in the behavior of the Pb1 center which make it distinctively
different from the Pb(0). First, the Pb1 center ESR appearance requires that the silicon
oxidation or annealing has been performed at a higher temperature (≥400 ◦C);
substantial Pb1 generation needs the (100)Si/SiO2 system to have “seen” a thermal
step at sufficiently high temperature, suggesting that the Pb1 formation would
require a minimum level of oxide (interface) relaxation. In the (100)Si samples with
low-temperature or deposited oxides, including important cases of high-κ insulators,
generally no measurable density of these defects is found.

Second, perhaps more pertinently to the discussion about NBT instability, the
available experimental results suggest that the Pb1 center does not behave as a charge
trap at the (100)Si/SiO2 interface. There are two major experimental observations.
First, despite the significantly different ESR appearance between Pb0 and Pb1
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Fig. 9.5 (a) Densities of Pb, Pb0, and Pb1 interface defects in thermal p-type (100)Si/SiO2 and
(111)Si/SiO2 as a function of the post-oxidation vacuum anneal temperature as found from ESR
experiments; (b) Areal density of interface state charge measured using the low-temperature CV
technique on various sets of co-processed p- and n-type (100)Si/SiO2 and (111)Si/SiO2 structures

centers indicative of a difference in wave function of the unpaired electrons, no
component of the Dit(E) profile specific to Pb1 (as compared to Pb0) can be found
[40, 41]. This result excludes the later proposal placing the Pb1 energy level close to
Si midgap [42, 43]. Furthermore, the annealing-induced variations in the density of
paramagnetic Pb1 centers are not reflected in the Nit evolution as can be seen from
the comparison of ESR and electrical results shown in Fig. 9.5 [13]. By contrast,
the annealing-induced changes in the Pb(0) density are scrupulously followed by the
corresponding Nit change. These experiments suggest that the Pb1 center by itself
does not provide a significant contribution to the traps observed at the (100)Si/SiO2

interface after stressing.
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9.3.3 D-Centers in Amorphous or Disordered Silicon

As close relatives of Pb(0) defects, D-centers represent threefold coordinated silicon
centers (Si3≡Si•) in an amorphous or disordered surrounding; in one interpretation,
they are described as Pb-type centers (cf. Fig. 9.1) in a disordered Si environment.
These defects are usually absent at the device-grade silicon/oxide interfaces pro-
cessed at high temperature. However, if growth of silicon at low temperature is
involved, e.g., in a-Si:H layers of solar cell structures, D-centers may contribute to
the charge trap density [16]. In particular, the frequently used approach to realize
passivation of high-mobility semiconductor channels, e.g., Ge[44] or GaAs[45], by
making use of a thin silicon interlayer may lead to the formation of disordered
silicon regions containing D-centers. It is possible then that, similarly to Pb(0)

centers, the D-centers will also contribute to the density of interface traps observed
after NBTI stressing as in happens in the SiGe channel devices [46].

9.3.4 Ge Pb1 Center

Among recent developments, the ESR detection and identification of a GePb1 center
at the (100)Si1−xGex/SiO2 interfaces of the SiGe-on-insulator structures prepared by
the condensation growth method [47] represents a major advancement as it concerns
non-silicon DB defects. Though detection of hyperfine interactions appears to be
problematic, still the defect could be identified, to a large degree of certainty, on the
basis of g-values and g-tensor symmetry, in combination with theoretical insight:
As key part, it has been assigned to an unpaired electron residing in an sp3-like
hybrid on an interfacial Ge atom in a configuration resembling the earlier discussed
Pb1 center at the (100)Si/SiO2 interface. Similarly to its silicon counterpart, the
GePb1 centers, at least a major part, can be reversibly passivated and depassivated
by annealing in H2 and in vacuum, respectively.

Electronic properties of the GePb1 center appear, however, dramatically different
from those of the SiPb1 center which cannot be correlated with charge trapping.
From the quantitatively matching densities of paramagnetic centers and negative
charges in (100)Si/SiO2/Si1−xGex/SiO2 entities with 16–40 nm thin Si1−xGex layers
(cf. Fig. 9.6 for 0.28≤ x≤ 0.93), it has been found that the unpassivated GePb1

centers electrically behave as acceptors [48]. The energy level of this acceptor state
lies close to the SiGe valence band top edge. Upon passivation of these DBs by
hydrogen, the negative charge is reduced following the corresponding variations in
the density of ESR-active GePb1 centers. Conversely, by using annealing in vacuum,
the densities of both negatively charged and paramagnetic centers can be restored
to the same original value. Because of its charge, the GePb1 center potentially
represents the source of charge instability in devices with high-mobility Si1−xGex

channels.
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It also needs to be added that these results pertaining to the GePb1 centers are
obtained at interfaces with insulating SiO2. A considerable number of attempts to
detect Ge DB centers at the interfaces of SiGe or Ge with other insulators using
conventional ESR spectroscopy failed to find any ESR-active centers with density
exceeding the detection limit of (≈5× 1011 cm−2 for the linewidth corresponding
to the GePb1 center and a sample of amenable size). At the same time, the density of
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electrically active interface traps in these samples is found to be in the range 1012–
1013 cm−2. The discrepancy between the density of ESR- and electrically active
centers at these interfaces suggests that the vast majority of the observed interface
traps are associated with defects of different nature [49, 50]. It is also possible that
the low density of Ge DB centers at interfaces of Ge or SiGe with oxides on top
results from relaxation of the strain at the Ge/oxide interface through viscous flow
of GeO2 formed at the initial stages of oxide growth (or deposition) [51]. In the
condensation growth technology, the GeO2-assisted strain relaxation mechanism is
excluded because the processing temperature is intentionally set above the limit of
the thermal stability of Ge oxides; no Ge–oxide remains. As a result, the Si1−xGex

layer appears to be under considerable compressive strain induced by a robust
medium (SiO2). Due to the influence of this strain, a high density of DB defects
is generated as can be seen from the density values indicated in Fig. 9.6.

9.4 Oxide Charges

This section deals with the origin of positive oxide charges commonly encountered
in insulating SiO2 upon NBT stressing or irradiation. The major focus will be
on the role of paramagnetic oxide defects in generation of this charge and, as it
becomes clear from the discussion concerning interface traps, on the hydrogen-
related charging phenomena. Based on the analysis of available experiments results,
hydrogen-related (protonic) species will be identified as the major source of the
oxide-trapped positive charge.

9.4.1 ESR-Active Oxide Defects

Over several decades of research, ESR spectroscopy has succeeded in identification
of several paramagnetic centers in thermally grown oxide on silicon. The most
frequently encountered ESR-active defect is the Eγ’-center (with zero-crossing g-
value gc = 2.00055 for the powder pattern observed in amorphous SiO2) associated
with an unpaired electron localized on a threefold coordinated silicon atom in the
oxide (the O3≡Si• entity, considered as generic entity for the whole family of
E’-type centers). The electrical appearance of this defect will be discussed later
in more detail. Another representative of the E’ family, usually denoted as Eδ’
center of gc � 2.0020 [52, 53], is typically found is oxygen-deficient oxides [54] and
associated with positive charges [55]. Recent experiments on quantification of the
hyperfine structure of this center suggest its relationship to an electron delocalized
over a cluster of 4 or 5 silicon atoms [56, 57]. However, the Eδ’ center is rarely
found in device-grade gate oxides and is an unlikely candidate to provide substantial
contribution to the NBT instabilities.
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Another intrinsic paramagnetic center, termed the EX center, is characterized by
g= 2.0025 and accompanied by a hyperfine-induced 14 G split doublet [58]. This
defect has been tentatively assigned to an unpaired spin delocalized over several
oxygen atoms formally at the site of a Si-vacancy in SiO2. In another view, it
has been pictured as an agglomerate of four oxygen-related hole centers (OHCs).
Accordingly, in its electrical appearance, the EX center represents a fixed positive
charge [59]. However, as generation of EX centers is usually observed in thin oxides
grown in a specific temperature range around 700–800 ◦C, it is rarely found in the
gate SiO2 usually processed at a higher temperature. It also needs to be mentioned
here that the densities of both Eδ’ and EX defects are at best in the low 1011 cm−2

range. Therefore, these imperfections are unlikely to provide the major contribution
to the NBT- or injection-induced instabilities in Si MOS devices.

9.4.2 Eγ’-Centers in Thermal SiO2

The Eγ’-centers have been long known to appear upon irradiation of thermally
grown SiO2 layers under a broad variety of conditions (see, e.g., [53]). However,
much controversy is still found in the literature concerning the net charge state of
the total of the defect site. Initial results have shown that the increase in the Eγ’-
center density upon irradiation or Fowler–Nordheim stressing corresponds to the
density of positive charge found in the degraded oxide [60–62]. However, stress-
induced positive charge was later reported to appear without any detectable E’
density at all [63]. In turn, a high density of E’-centers (≈1014 cm−2) has been found
upon irradiation of Si MOS capacitors with Al top electrodes without a comparable
density of positive charge [35]. The direct correspondence of the densities of E’-
centers and positive charge has been questioned [64] as a universal feature of these
defects on the basis of the observation that differently grown layers of thermal
SiO2 show different density ratios of E’-centers and charged centers, leading the
authors of [64] to the suggestion that the E’-centers may be present in thermal
SiO2 both as positively charged and neutral entities. This hypothesis echoed the
earlier suggestion of Helms and Poindexter [19] about the copresence of the neutral
E’-centers (resembling O3≡Si• entities at the surface of SiO2) and their positively
charged counterparts corresponding to oxygen vacancy (O3≡Si• +Si≡ O3 defects)
in c-SiO2.

In order to check on the validity of the proposed ambivalent electrical appearance
of E’-centers in thermal SiO2, an analysis has been carried out of the correlation
between the density of these centers and that of positive charge generated upon
irradiation by 10-eV photons [65]. This was done using the well-known dependence
of the trapped positive charge on the strength of the electric field present in the oxide
during irradiation: While the optical absorption in SiO2 is virtually insensitive to
the field, the saturation level of the trapped positive charge is determined by the
balance between hole trapping and their annihilation by simultaneously generated
electrons. In its turn, the annihilation cross section exhibits a strong dependence on
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Fig. 9.7 Densities of E’-centers (open circle, open square) and the positive charge (filled circle,
filled square) observed after injection of 1015 electron/hole pairs cm-2 (10-eV photon irradiation)
as a function of the strength of the applied electric field over the SiO2 oxide for MOS structures
with the oxide in the as grown state (A: open square, filled square) and after degradation by a
high-temperature annealing (B: open circle, filled circle) [65]. Lines are guides to the eye

the electric field (cf. data compiled in Fig. 11.2.1 in [11]). This leads to a significant
variation of the positive charge density with changing orientation and strength of
the electric field applied during irradiation, as illustrated in Fig. 9.7 (solid symbols).
However, the density of E’-centers detected by ESR in physically the same samples
appears to be not only different in its absolute values but also to follow an entirely
different trend as shown by open symbols in Fig. 9.7. These results indicate that the
transition of the E’-centers to the diamagnetic state is not related to the annihilation
of positive charge by electrons, i.e., the E’-defect bears no positive charge by itself.
Taken into account that this lack of correlation is found for differently processed
SiO2 layers with largely different densities of E’-centers and positive charges, the
neutral electrical appearance of E’-defects emerges as the universal property of the
entire E’-bath [65].

To explain the experimental observations, we proposed a model in which holes
are trapped on hydrogen-passivated E’-precursors (O3≡Si–H centers) [66, 67]:
While the E’-center appears to remain a neutral O3≡Si• entity upon hole trapping,
the positive charge must then be carried away by a proton. Clearly, this hypothesis
brings back the question about the role hydrogenic species play in charging
phenomena within the Si/SiO2 system, which will be addressed later in this section.
In the advanced model, the E’-centers still represent the key players in the generation
of radiation-induced positive charge in SiO2, but now they are seen as the source of
protons rather than positively charged entities in itself.
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Experiments on proton injection in SiO2 from a low-energy ion beam reveal that,
independent of the SiO2 growth and annealing conditions, proton trapping occurs
with high probability, approaching 100% [9, 67]. This observation explains the
earlier indicated correlation between the density of E’-centers and the density of
trapped positive charge since the rate of the proton generation upon hole trapping
increases proportionally to the density of E’-precursors. However, when considering
the observations over a wider range of hole-injection doses and different electric
fields, the absence of quantitative correlation becomes evident. In some cases, under
influence of different metallization schemes, even an anticorrelation between the E’-
density and that of positive charge can be observed (cf. Fig. 2 in [66]).

What remains yet unclear is the role the E’-centers play in the phenomena
induced by NBT stressing. On the one hand, there are reports indicating generation
of paramagnetic E’-states upon electrical or NBT stress [68]. On the other hand,
NBT instabilities have been observed with no detectable density of E’ appearing
(ESR detection limit ≈(0.5−1)×1011 cm−2) [34]. Furthermore, no E’-centers or
their precursors can be detected in ultrathin (d< 4 nm) thermal oxides on Si or
in the Si/SiOx/high-κ oxide stacks not subjected to supplemental oxidation, while
upon NBT stressing, generation of traps and charges is clearly observed. Two
possible explanations of this discrepancy can be proposed. First, more pertinent
to thick oxides studied in the past, the application of stressing voltages exceeding
the bandgap of SiO2 (8.9 eV) may cause impact ionization of the oxide. Moreover,
hot electrons arriving during NBT stress at the Si/SiO2 interface may cause hole
injection from silicon. Then, the generated or injected holes will interact with
O3≡Si–H precursors activating them to the paramagnetic O3≡Si• entity. Second,
the generation of ESR-active E’-centers may occur as the result of a process
accompanying the major NBT instability reactions but not determining them. For
instance, an interface ionization of hydrogen in the vicinity of the silicon surface
may generate mobile protons [69]. These particles, as suggested by the proton
injection experiments [9], may not only ESR activate the existing E’ precursors
but also facilitate rupture of strained bonds in the amorphous oxide network.

9.4.3 Protonic Charges in SiO2

From the overviewed results, it becomes clear that in addition to the intrinsic
defects in the Si/SiO2 system, hydrogen-related species play a pivotal role in the
electrical degradation phenomena. One can find much more experimental evidence
in the literature indicating that not only NBT instabilities but also electron trapping
[70, 71], anomalous positive charge induced by electron injection [70, 72], and
interface trap generation [73–76] are associated with the presence of H-containing
defects and mobile species. For instance, the presence of positive (protonic) charges,
as under discussion, were hypothesized already by Revesz [77], leading to the
model of McLean describing metastable radiation-induced charges in SiO2 [78].
However, unlike the ESR-active defects, the hydrogen-related charges often escape
atomic identification and can be only assessed by electrical means. Furthermore,
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if considering instability mechanisms, one needs to trace the sources of hydrogen
supply rather than the total amount of hydrogen present in the sample. This problem
remains largely unsolved up to the date.

In order to investigate the correlation of charge instabilities with the presence
of hydrogenic species, a number of hydrogen-detection approaches have been used.
First, one may study the correlation of charging phenomena with the density of H-
containing bonds (Si–H, O–H) detected by infrared absorption spectroscopy [71],
However, the latter technique requires a considerable volume of material to be
probed. Next, the incorporation of hydrogen, and accordingly its impact, may be
varied by changing the sample growth or annealing processing, though the result
of such “selective doping” approach is not obvious in the case of hydrogen. For
instance, the standard post-metallization anneal of Si/SiO2 structures in forming
gas (10% H2 + 90% N2) may actually reduce the amount of hydrogen in the
MOS structure [36] rather than increase it. The density of trapped positive charge
(protons) decreases accordingly (cf. Fig. 2 in [66]).

Next, various isotope marker techniques ranging from the tritium radioactive
tracer [79] method to the deuterium isotope mass effect [80–86] may be used to
reveal the involvement of hydrogen motion in the charging process. Though these
methods provide the most convincing indication of hydrogen involvement in the
rate-limiting step of the charging reaction, it provides no insight on the atomic nature
of the involved interaction sites of hydrogen atoms or protons.

One detection technique selectively sensitive to the presence of atomic hydrogen
has been proven to be particularly useful in establishing the pattern of hydrogen-
related instabilities in Si MOS structures. It has been first discovered experimentally
[87, 88] and later supported by theoretical results [89] that atomic hydrogen
may deactivate boron acceptors in silicon. The corresponding variation in the
concentration of active B acceptors can easily be monitored using the inversion
capacitance (Cinv) value measured on the same high-frequency CV curve [84] than
that is used to monitor the trapped charge density. This provides a simple way to
correlate the oxide charging and the presence of H0 in the Si/oxide structures.

To illustrate the method, we address its application to two types of oxide layers,
with different density of traps, which were prepared in the same way as the
samples studied in [34] (cf. Fig. 9.7) and denoted in the same way as samples
A and B [66]. The key results are presented in Fig. 9.8a showing the variations
in the effective trapped charge density found from the Vfb shift as a function of
the density of holes injected into SiO2 layers followed by electron injection used
to annihilate the trapped positive charge. In the same panel (a) are also plotted
variations in the density of E’-centers as measured by ESR, while panel (b) shows
the corresponding relative decrease in the relative capacitance (δCinv) caused by
deactivation of boron dopants in the p-type silicon substrate. These data show that
H0 release accompanies hole injection and qualitatively correlates with the positive
charge buildup. Moreover, what is even more interesting is the observation of H0

liberation upon annihilation of the trapped positive charge by electron injection as
indicated by even more enhanced B deactivation [additional decrease in Cinv shown
in Fig. 9.8b]. This observation leaves little doubt that the positive charge caused by
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“hole trapping” in reality represents the trapped proton entity. This result explains
the diamagnetic nature of this charge as well as the possibility to trap a density
of positive charge that is a multiple of the E’-center density: The E’-centers are
known to interact with H0, and even H2, at room temperature [90, 91] and, therefore,
can be “recycled” during charge injection each producing multiple protons. For
more details regarding the positive charge trapping and its correlation with atomic
hydrogen behavior, the reader is referred to the original publications [9, 66].

The stable trapping of protons in SiO2 raises an important issue about the
proton generation mechanisms since these allow the available sources of hydrogen
to enhance the positive charge generation. The above-discussed hole trapping
mechanism

O3 ≡ Si−H+ h+ → O3 ≡ Si•+H+, (9.4)

represents the process with the highest hole capture cross section of (3–4)×
10−14 cm2 and plays the major role in the irradiation-induced effects [35]. However,
it is also possible to form H+ by an alternative reaction once H0 arrives to the
oxide layers close to the Si/SiO2 interface: There is a vast experimental evidence
indicating formation of near-interfacial donor states under conditions when holes
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cannot reach the Si/SiO2 interface, e.g., under purely electron injection [70, 72, 92],
atomic H exposure [76], or electron–hole pair generation at the oxide surface [35].

The formed positive charge, referred to as “the anomalous positive charge”
[70], is resistant to neutralization by electrons and can be traced down to slow
donor interface states with energy levels in the upper half of the silicon bandgap
[92]. Unlike Pb-related interface traps, these states slowly anneal (relax) already at
room temperature [93]. Two essential experimental observations point toward the
relationship of these donor states to trapped protons [73, 75]:

– The annealing of these defects was found to correlate with the release of H0 as
detected using the boron deactivation method.

– The annealing rate of these donors is controlled by their charge state. They anneal
at 300 K if their energy level is shifted below the Fermi level of silicon, i.e., when
the donors are neutral. By contrast, they appear to be stable over extended time
(106 s at least) if the Fermi level in Si lies below the energy level of the donors,
i.e., when they are kept positively charged. This behavior closely resembles the
stability pattern of a hydronium ion in water, (H2O)H+.

These observations suggest a similar proton bonding configuration in SiO2:
A Si2=OH+ center with the proton bonded to the lone-pair electron cloud of a
bridging oxygen atom. This bonding scheme suggests an ESR-inactive bonded state,
still to be confirmed experimentally. However, there are a number of theoretical
treatments indicating the feasibility of the hydronium-like proton bonding in SiO2.
Moreover, since the amorphous oxide network is expected to contain Si–O–Si
bridges with a wide distribution in bridge angles, a wide range of proton bonding
energies is expected as well. The latter is, indeed, observed in annealing experiments
directed to observe removal of protons trapped in the oxide at different temperatures:
The highest binding energy, of 2.3–2.4 eV, is found for proton-induced charges
generated by annealing (“the oxide fixed charge”) [94, 95] and may be associated
with the first layer of O atoms bonded to the Si crystal [96, 97]. The charge observed
upon proton injection is found to anneal with an activation energy of ≈1.7 eV [9],
while the annealing of the “trapped holes” requires 1.4 eV activation energy [98].
Finally, the transport of mobile protons in the oxide bulk [99] and annealing of
charges induced by low-temperature hole injection [100] require only a 0.6–0.7 eV
activation.

The analysis of the in-depth distribution of the trapped positive charge [9, 11,
101] reveals that most of the stable positive charge (protons) is located in the
oxide layer close to the silicon substrate, pointing toward the influence of interface
strain. Using a carbon gate electrode to block electron photo-injection [101], the
detailed charge density profiles can be obtained as shown in Fig. 9.9 for 80-nm
thick thermal oxides grown on silicon using two different oxidation methods. The
same values of the trapped charge density (of about 3× 1018 cm−3) close to the
Si/SiO2 interface in these two samples reflects the Coulomb limit of the trapped
charge density, while the real density of the oxide network sites suitable for the
proton trapping is by far higher. Therefore, one may expect a variety of SiO2

network sites with different ability to immobilize a proton or a hydrogen atom to be
present, even in deep downscaled MOS devices. Combined with a wide distribution
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Fig. 9.9 Concentration profiles of positive charges observed after photogeneration of holes in a
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HCl at 1,150 ◦C (dashed line). The partial charge neutralization measurements were performed
using IPE of electrons from the silicon substrate and by applying a 10-nm thick amorphous carbon
injection-blocking interlayer between the SiO2 layer and the semitransparent Au field electrode

of trap-to-silicon distances shown in Fig. 9.9, the hydrogen species immobilized on
these network sites may account for the wide range of the trapping/emission time
constants and the different influence of the individual traps on the channel current
found in experiments [102]. Due to the already discussed metastability of the traps
related to the hydrogen bonded in SiO2, some of these traps may be annealed and
disappear after certain time. However, since the corresponding SiO2 network sites
remain intact, traps with identical parameters may “reappear” upon repetitive BT
stressing provided the hydrogen supply is not exhausted.

Since the trapped proton states are formed even without holes being injected into
the valence band of SiO2, it is reasonable to suggest that these species are generated
by ionization of atomic hydrogen near the Si/SiO2 interface, either by emitting an
electron to Si or, else, by trapping a hole from the semiconductor valence band.
Note that during the NBT stress, the orientation of the externally applied electric
field not only favors both indicated processes of interface ionization but also shifts
the energy levels of the proton-related donor states above the Fermi level of silicon,
ensuring their maximal stability [73]. The only “ingredient” needed to facilitate the
formation of these charges as well as depassivation of the Pb-H centers is a source
of atomic hydrogen in the Si/oxide/gate stack.
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9.5 Conclusions

On the basis of the above described experimental observations, we can identify three
sources of NBT stress-induced traps and charges in silicon-based MOS systems:

– Amphoteric interface traps associated with interfacial dangling bonds (Pb and
Pb0 centers). The appearance of these defects is determined by dissociation of
the bond of Si with the passivating hydrogen atom in the corresponding Si3≡Si–
H precursor states, which can occur as the result of interaction with atomic
hydrogen or hot carriers.

– Donor-like interface traps with large spread in recharging time constants related
to hydrogen atoms bonded in the oxide at different distances from the silicon
surface. The suggested bonding configuration Si2=OH+ resembles the hydro-
nium ion and, if kept neutral (upon electron trapping), dissociates by releasing
H0, thus leading to metastability of the observed defect pattern. Generation of
these traps is controlled by the supply of atomic hydrogen and, possibly, protons
to the Si/SiO2 interface.

– Trapped “fixed” positive charge is mainly associated with protons. The major
sources of these are the E’-center precursors in the oxide (O3≡Si–H entities)
interacting with injected holes and the H-atoms ionized at the interface with
silicon.

This identification of the traps and charges suggests that the description and
modeling of the stress-induced degradation must involve interactions of at least
three mobile particles (electrons, holes, hydrogen atoms), two defect precursors
associated with Si DBs, one at the surface of Si and the other in the oxide, and
probably high, but yet unknown, a density of proton trapping sites suggested to be
strained Si–O–Si bridges. Even if the contribution of E’-centers can be excluded
as suggested by the absence of any measurable density of these defects in ultrathin
oxides, the overall picture remains very complex. The major challenge in clarifying
the degradation behavior lies with experimental identification of the “reservoirs” of
hydrogen and the mechanisms which can supply H0 or H+ under particular stressing
conditions.

This work was partially supported by the EU FP7 project MORDRED (grant
No. 261868).
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Chapter 10
Oxide Defects

Jian F. Zhang

Abstract This work reviews the recent progress in understanding defects in gate
oxides, including acceptor-like electron traps, donor-like hole traps, and process-
induced positive charges. Traps can be either as-grown or generated by electrical
stresses and their differences will be pointed out. The physical mechanism re-
sponsible for trap creation will be examined and the two damaging species are
identified: hydrogenous species and free holes in oxides. The key properties of
traps will be reported, including trapping kinetics, capture cross sections, effective
densities, energy levels, and physical locations. The impact of different types of
traps on device performance will be discussed. The dielectrics covered by this work
include SiO2, SiON, HfO2/SiON, and HfSiON/SiON and attentions will be paid to
the similarity and differences between SiON and Hf-dielectric/SiON stack.

10.1 Introduction

The defects play a key role in the performance and reliability of MOS devices, and
they have been investigated ever since the first generation of CMOS technology was
developed in the early 1960s [1, 2]. As the technology progresses and the transistor
dimensions are downscaled, the main reliability issues also change. In 1970s, the top
reliability issue was the contamination, such as mobile ions and induced instability
[3], which was overcome by using clean-room technology. In 1980s, the operation
voltage was maintained at 5 V as downscaling continued, resulting in higher
electrical field in the device. Hot carriers were limiting the lifetime of nMOSFETs
[4, 5] and became the main reliability issue. When the gate oxide became thinner
than 3 nm, gate leakage became considerable under operation bias. The defects built
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up in gate oxides and the time-dependent dielectric breakdown (TDDB) became the
main reliability concern in 1990s [6]. As the nitrogen density in gate oxides rises,
the bias temperature instability (BTI) can lead to shorter pMOSFETs’ lifetime than
that of nMOSFETs and has attracted many attentions in 2000s [7, 8], the topic of
this book. In the future, the degradation-induced time-dependent device variability
will be a major issue [9].

On the mechanism responsible for BTI, it has been proposed that the PBTI of
nMOSFETs with high-k dielectric stack is dominated by electron trapping [8, 10].
Agreement has not been reached on the mechanism of NBTI [11–19] and more
details are given in [84] and [85]. The early NBTI test was performed on relatively
thick oxide (>4 nm) under moderate electrical field (<7 MV/cm) with negligible
carrier injection into the oxide [2, 11, 12] and hydrogen diffusion was proposed
to limit the degradation rate [12]. This reaction–diffusion model also was used for
thin oxides where substantial carrier injection occurred without [13] or with [14]
taking hole trapping into account. More recently, the proposed models include a
capture/emission time map model [16, 17], as described in details in [86], and a
two-stage model, where interface state creation follows hole trapping [18]. An as-
grown-generation (AG) model was proposed, where the effect of filling as-grown
defects is combined with that of generating new defects [19].

Although defects can exist in both gate oxides and at the oxide/silicon interface,
this work will focus on the defects in the oxides only. In oxides, there are acceptor-
like electron traps and donor-like hole traps. Both of them can be either as-grown or
created by electrical stresses. The understanding of these defects is still incomplete
and this work will summarize their reported properties, including trapping kinetics,
capture cross section, effective densities, energy levels, and spatial locations. The
generation mechanism will be explored and the damaging species are identified.
The impact of different types of defects on device performance will be discussed.

In addition to hole trapping and stress-induced positive charges, processing can
also form positive charges in the oxides. It will be shown that they originate from
hydrogenous species and can be either mobile or fixed. Their properties and relations
with hole traps will be briefly reviewed.

This work mainly covers the experimental results measured by electrical tech-
niques, which do not give direct information on the atomistic structure of the defects.
The atomistic structure of the defects is addressed in [87]. The intention is to let the
results speak for themselves and speculations will be limited. It will focus on the
results reported by the author’s research group, in anticipation that the results from
other groups will be reviewed by their authors in this book.

10.2 Electron Traps

Electron traps are acceptor-like defects in oxides: negative when charged by stresses
and neutral in a fresh device. For device-grade SiO2 or SiON with poly-Si gate, there
is little as-grown, in another term, preexisting, electron traps. Electrical stresses,
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however, can generate electron traps. In this section, the generation mechanism
and damaging species will be explored first, followed by reporting the properties
of generated traps. Attentions will then be paid to as-grown electron traps, which
can be significant for high-k stack. Finally, the impact of different types of electron
traps on device performance will be briefly discussed.

10.2.1 Mechanism of Electron Trap Generation

The concept of trap generation is well known, but not often clearly defined. If a trap
is as-grown, the trap is already there in a fresh device and the time for filling it the
first time is the same as that for refilling it after neutralization. A trap is defined as
“generated” if the stress time or carrier fluency required for filling it for the first time
is clearly longer or larger than that for refilling. It takes longer the first time, since
the trap is not there initially and has to be generated before filling [20, 21].

One example is given in Fig. 10.1 [20, 21]. To separate the trap filling from the
trap generation, the generation during the filling step should be minimized. This was
achieved by using the substrate hot electron injection (SHE) technique, which allows
electrons being injected under relatively low oxide field. As illustrated in Fig. 10.1a,
a pn junction next to an nMOSFET was forwardly biased with Vinj<Vsub< 0. The
electrons from this pn junction were attracted towards the oxide/substrate interface,
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accelerated in the space charge region, and some of them were injected into the
oxide. The electron fluency, Qe, is evaluated from [8, 20, 21],

Qe =

tin j∫

0

Jgdt/q+ΔVthCox/q,

where tinj is the injection time, Jg the gate current per unit area, ΔVth the trapping-
induced threshold voltage shift, Cox the oxide capacitance per unit area, and q one
electron charge.

Figure 10.1b shows that when SHE was performed on a fresh device, there is
little electron trapping, confirming that as-grown electron traps are negligible in a
SiO2 layer with poly-Si gate and there is little trap generation during the filling step.
After electrical stress, however, electron trapping becomes substantial, because of
the trap generation during the stress.

At least four models have been proposed for electron trap creation: electron–hole
recombination [22], high oxide field [23], hydrogen-oxide interaction [24], and free
hole-oxide interaction [25]. They will be examined one by one.

Electron–hole Recombination Model: It is proposed that traps were created by
the energy released when a trapped hole captures an electron in oxides [22].
By using the substrate hole injection technique, the number of electron–hole
recombination can be controlled. Figure 10.2 shows that an increase of electron–
hole recombination by one order of magnitude has little effects on the number of
generated electron traps.

High-Field Model: It is proposed that traps were created by the high oxide field-
induced energy directly [23]. This model predicts that an increase of oxide field
always leads to a higher number of generated electron traps. Figure 10.3, however,
clearly shows that this is not the case.

Free Hole-Oxide Interaction Model: It is proposed that the interaction of free
holes with the oxide causes trap creation [25, 26] and the electrical field over the
oxide only plays the role of facilitating hole injection. The mobility of holes in the
oxides is six orders of magnitude smaller than that of electrons [27] and this slow
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movement causes “fatigue” of oxides. The details of the generation process remain
unknown. Figure 10.4 shows that injection of holes alone can create electron traps
and this generation process is insensitive to temperature [26]. It should be pointed
out that at liquid nitrogen temperature of 77 K, hydrogen species are frozen and
cannot contribute to degradation [26, 28].

Hydrogen-Oxide Interaction Model: Electrical field over oxides again only plays
a role of facilitating the release of hydrogenous species [21, 24]. When electrons
arrive at the anode, i.e., the positive terminal of gate oxide capacitor, they drop
into the conduction band of the anode and the released energy can be used to free
hydrogenous species in the device. When the hydrogenous species travel through
oxides, they create electron traps. The details of these hydrogenous species and their
reaction with the oxide remain to be resolved. However, there is little doubt that
hydrogen can create electron traps. Figure 10.5 shows that for the same amount of
injected holes, addition of electron injection substantially increases trap generation
through hydrogen release [21, 24]. Unlike hole-induced electron trap generation, the
hydrogen-induced generation is a thermally activated process [29].

In summary, electron traps can be generated through the interaction of oxide with
either holes or hydrogenous species. Their relative importance will depend on their
concentration and stress conditions.
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10.2.2 Properties of Generated Electron Traps

Capture Cross Sections: One key property for electron traps is the capture cross
section, which is their effective physical size in oxides. To extract it, a trapping
model is needed and the first-order model is well known [25, 30]:

Ne =
m

∑
i=1

Ni[1− exp(−σ iQe)], (10.1)

where Ne is the effective density of trapped electrons by assuming all traps are at
the oxide/Si interface [25, 30]. Ni is the saturation level of traps with a capture cross
section of σi. Qe is the number of electrons injected into the oxide that can fill traps.
“m” is the number of discrete capture cross sections existing in oxides.

It must be pointed out that the above model is only applicable when trap
generation and detrapping are negligible in comparison with trapping during filling,
since the model does not include either the generation or detrapping processes.
Test conditions should be tuned to clearly separate the trap filling phase from
the generation and detrapping. Under many stress conditions, such as high-field
tunneling, trapping, detrapping, and trap generation occur simultaneously and this
model must not be used to extract capture cross sections in such cases.

Another challenge for applying this model is how to select the number of capture
cross sections, i.e., the value of “m.” Some researchers [31] doubted the correctness
of this model, since it could be used to fit any data by increasing “m” and the number
of fitting parameters. Such “curve-fitting exercise” gave wrong values for the capture
cross sections and erodes confidence in the validity of the model.

After suppressing generation and detrapping during trap filling, Fig. 10.6a shows
that two capture cross sections are needed to fit the generated electron traps [30].
To avoid abusing this model, one must justify an increase of “m” above m= 1.
In Fig. 10.6b, the trapping after different stress levels are compared. The first
impression is that the trapping at Qe= 4× 1014 cm−2, i.e., Ne1, increases substan-
tially, while further trapping beyond Qe= 4× 1014 cm−2 only increases modestly.
Figure 10.6c compares the two saturation levels extracted by using Eq. (10.1)
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with the directly observed values and the good agreement gives confidence to the
existence of two capture cross sections. Figure 10.6c also shows that the N1 for σ1
can vary independently from the N2 for σ2 [29, 30]: The N1 increases continuously
with stress, while N2 does not. The two extracted capture cross sections are well
separated, in the order of 10−14 cm2 and 10−15–10−16 cm2, and Fig. 10.6d shows
that they are insensitive to stress levels. These support the existence of two capture
cross sections for the generated electron traps and the validity of the first-order
model.

Figure 10.7a compares the trapping kinetics for electron traps generated by
different types of stresses [30]. Holes are the dominant damaging species during
the substrate hole injection (SHI), while hydrogen was released by the electrons
under Fowler-Nordheim tunneling (FNI). There is little difference in the trapping
kinetics, indicating that the same types of electron traps were created under
different stress conditions [25, 30]. Figure 10.7b compares the trapping in oxides
of different thicknesses. The two data sets can be fitted within the same capture
cross sections [30].
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Spatial Location: Figure 10.8 shows that the volume density of generated electron
traps is insensitive to the oxide thickness, supporting a uniform spatial distribution
on a macroscopic scale. For a device-grade oxide, it has been suggested that the
electron trap generation is intrinsic and randomly distributed in oxides [6]. A
random spatial distribution will give a constant volume density on a macroscopic
scale, in agreement with Fig. 10.8.

Energy Levels: Figure 10.9a gives the trapping level for the same amount of
injected electrons under different oxide field strength, i.e., Eox. An increase of Eox
allows shallow traps to detrap through tunneling. When Eox reaches 8 MV/cm,
however, the detrapping stops and some deep traps can keep their electrons even
under Eox> 10 MV/cm. Figure 10.9b shows that the generation of shallow traps is
insensitive to temperature, while the creation of deep traps is thermally accelerated,
supporting that shallow and deep traps are of different types.
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10.2.3 As-Grown Electron Traps

SiO2 and SiON: As-grown electron traps in SiO2 are extrinsic and can originate
from a range of contaminants, such as metal ions, dopants, water, and other
hydrogenous species. The ions can be positively charged and it was reported that
they are coulombic attractive electron traps with a capture cross section as large as
10−12 cm2 at low oxide field [3, 32]. One feature of these coulombic electron traps
is that their capture cross section reduces for higher electrical field [3]. Although
these huge traps have been eliminated in a device-grade SiO2 or SiON, they could
appear when new materials and dielectrics are used during process development and
one example is given in Fig. 10.10.

Arsenium, a donor for silicon, was reported to be an electron trap in oxides and
a good correlation between the doping density in oxides and electron traps were
observed [34]. An exposure of SiO2 to water introduces electron traps with a well-
defined capture cross section around 10−17 cm2 [35]. When aluminum was used
as the gate, hydrogen could be released from its interface with SiO2 during post-
metallization anneal, resulting in electron traps with capture cross sections in the
order of 10−17–10−18 cm2 [25, 36, 37]. The SiO2 prepared under low temperature
contains more hydrogenous species and, in turn, more as-grown electron traps and
annealing at high temperature, e.g., 960 ◦C, greatly reduce these traps [38]. The use
of poly-Si gate, clean-room technology, and process control and optimization has
effectively suppressed these extrinsic as-grown electron traps in SiO2 and SiON for
modern CMOS technologies.
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Fig. 10.10 Electron trapping-induced threshold voltage shift for an HfO2/SiO2/Si-cap/Ge/Si-
substrate stack. The inset shows that the large capture cross section reduces for a higher VGTRAP
used to fill the traps [33]
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High-k/SiON Stack: The as-grown electron trapping can be substantial in a
high-k/SiON stack even if the fabrication was carried out under ultra clean envi-
ronment. They were a major instability issue for nMOSFETs during the early stage
of high-k/SiON development [39–41]. Figure 10.11 shows that electron trapping can
induce a gate voltage shift over 1 V [42]. Their first filling is as fast as the second, so
that they are as-grown, rather than generated. In the following, their measurement
issues will be addressed and their properties will be reported.

Measurement Issues: Three issues are measurement speed, impact of trapping on
electron injection, and dependence on conduction mechanism.

Electron trapping in thin dielectric layers is highly dynamic and sensitive
to measurement delay. For conventional quasi-DC parameter analyzers, it takes
milliseconds for measuring one point and Fig. 10.12 shows that trapping can
be substantially underestimated due to detrapping during the measurement. More
details of the fast measurement technique are given in [88]. The presence of
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detrapping also makes the recorded data unsuitable for extracting capture cross
sections. Figure 10.12 shows that a measurement speed of microseconds is needed
to suppress detrapping [40, 42].

To use the first-order model (1) for extracting the capture cross section, one must
know the number of electrons available for trapping in the dielectric. As trapping
continues, negative space charges buildup in the oxide, which reduces the field near
cathode and in turn the gate current Ig. Figure 10.13 shows that Ig can reduce by two
orders of magnitude in tens of microseconds [33, 40]. As illustrated in Fig. 10.13,
the conventionally measured quasi-DC Ig does not take this large Ig transience into
account, so that it underestimates Ig during the trapping period. If this quasi-DC
Ig is used to calculate Qe, Qe will be underestimated by one order of magnitude
approximately. This will lead to an overestimation of capture cross section by a
factor of 10 and a correction like Fig. 10.13 is essential [40].

Another issue is that not every electron passing through the stack can fill traps.
Figure 10.14a shows that electron trapping at 25 ◦C is higher than that under
110 ◦C for the same level of electron fluency. This is, however, an artifact, since the
thermally enhanced conduction shown in the inset of Fig. 10.14b actually does not
contribute to trapping. When the trapping at 110 ◦C is plotted against the electron
fluency at 25 ◦C, Fig. 10.14b shows that trapping is insensitive to temperature [39].
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Properties: After taking the impact of trapping on Ig into account, the extracted
capture cross sections are given in Fig. 10.15 [40]. Two well-separated capture cross
sections are in the order of σ1 = 10−14 cm2 and σ2 = 10−16 cm2, respectively. The
σ is not sensitive to the stress and fabrication conditions, although the trap density
is [40]. These two capture cross sections are similar to those for the electron traps
generated in SiO2 by electrical stress [29, 30].

On the spatial location, since there are little as-grown electron traps in SiON
[20, 21, 30], two assumptions for their locations in the Hf-dielectric/SiON stack
are in the Hf-dielectric layer uniformly or at the Hf-dielectric/SiON interface. To
test them, the thickness of Hf-dielectric is varied without changing the interfacial
layer (IL). Figure 10.16 shows that both propositions do not agree with the test data
[8, 42]. Good agreement is obtained by assuming traps being in the central region
of Hf-dielectric layer. As the thickness of Hf-dielectric is downscaled, electron
trapping reduces sharply for a properly processed stack [8, 42]. One may speculate
that thicker Hf-dielectric layer is easier to crystallize and traps may be formed along
grain boundaries.
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The energy distribution is given in Fig. 10.17. Most traps in HfO2 are above
the conduction band edge of silicon, making them readily dischargeable under a
negative gate bias [43]. The energy level is relatively deep in Al2O3.

10.2.4 Impacts on Device Performance

SiO2 and SiON: The gate SiON used in modern CMOS technologies is generally
less than 2 nm and the generated electron traps cannot hold their electrons steadily
due to effective detrapping by tunneling. As a result, the electron trapping-induced
PBTI is insignificant for SiON when compared with NBTI. The generated electron
traps, however, can lead to a stress-induced leakage current (SILC) and a time-
dependent dielectric breakdown (TDDB) by forming a conduction path between
two electrodes [6]. The defects responsible for TDDB must possess the following
signatures: the thermally accelerated generation, non-saturation with stress time,
and a capture cross section in agreement with the defect size obtained by fitting the
TDDB data. Figure 10.9b shows that the creation of shallow traps is not thermally
accelerated, but the generation of deep traps is. Figure 10.6c shows that the trap of
a capture cross section of 10−15–10−16 cm2 saturates, but the trap of 10−14 cm2
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does not. The size of the latter also agrees with the defect size extracted from the
TDDB data [6]. As a result, the deep trap of a capture cross section of 10−14 cm2

has all the signatures required for TDDB.

Hf-Dielectric/SiON Stack: Although the trapping density can be reduced substan-
tially by using sub-2 nm Hf-dielectric layer and Hf-silicates, as-grown electron
trapping-induced PBTI of nMOSFETs is a reliability concern. The as-grown
electron trap density is sensitive to detailed processing conditions [40, 44] and
process optimization is essential. For example, Fig. 10.18 shows that two 2 nm
HfO2 fabricated by different processes can have large differences in their as-grown
electron trap density [40].

10.3 Hole Traps

Although as-grown electron traps are negligible in SiO2 or SiON, there are
substantial amounts of as-grown hole traps in them, e.g., over 5× 1012 cm−2 [45,
46]. This means that neither electron traps nor hole traps are amphoteric [25].
Electrical stresses can also create new hole traps and their complex behavior has
caused a lot of confusions. Clear evidences will be presented to show that different
types of hole traps are created and a framework will be proposed for positive charges
in oxides, which is applicable to SiO2, SiON, and high-k/SiON stack.

10.3.1 As-Grown Hole Traps

As-grown hole traps (AHT) will not be charged under a relatively low oxide field,
e.g., ≤5 MV/cm, so that they cannot be responsible for the NBTI reported under
similar field by the early works [2, 12]. To fill them at Eox=−5 MV/cm, substrate
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hot holes must be used [45, 46], indicating that they have an energy level below
the top edge of Si valence band, i.e., Ev. Figure 10.19 shows that their first and
subsequent fillings are the same and confirm that they are as-grown.

Similar to electron traps, Fig. 10.20a shows that hole trapping also follows
the first-order model given in Eq. (10.1) and the two extracted capture cross sections
are in the order of 10−13–10−14 cm2 and 10−15 cm2, respectively [47]. To justify the
presence of two discrete capture cross sections, Fig. 10.20b shows that the effective
density of the large trap, i.e., N1, remains stable when processing conditions vary,
while that of the small trap, i.e., N2, changes substantially [48]. An observation of
Fig. 10.20a shows that the trapping is insensitive to process conditions at low hole
fluency but varies considerably at high hole fluency, supporting the presence of two
discrete capture cross sections. It is proposed that oxygen vacancies are hole traps
[48–52] and the smaller trap is hydrogen related [50].
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Unlike the random spatial distribution of generated electron traps, the location
of AHT is biased towards the oxide/substrate interface [47, 53, 54]. This can
be seen from the asymmetric detrapping against gate bias polarity. Figure 10.21
shows that detrapping under Vg> 0 is more efficient than that under Vg< 0,
since trapped holes are closer to the substrate [54]. In fact, the detrapping under
Eox=−3.2 MV/cm is slower than under Vg= 0, indicating that detrapping is
negligible from gate.

The detailed spatial distribution of AHT is still missing. For thin SiON (e.g.,
<2 nm), the detrapping of AHT completes in seconds [8, 55], unlike the generated
hole traps whose detrapping is more difficult, as detailed in Sect. 10.3.3. For thick
SiO2 (e.g., >7 cm), however, the detrapping of AHT lasts at least for days and
its completion was not observed within a practical test time [50, 54]. Figure 10.22
shows that over half of the trapped holes can survive after an exposure to 400 ◦C
in N2 for 104 s in a 7 nm SiO2 [50, 56], indicating that hole traps can be
nanometers away from the interface. The linear detrapping with logarithmic time
is a signature that detrapping is through carrier tunneling and the tunneling time
increases exponentially with distance from the interface. Apart from tunneling,
detrapping can also be achieved by interacting with H2 and the resultant H+ carried
away the positive charge. Figure 10.22 confirms that the reaction with H2 has a
single characteristic time [50, 56].
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10.3.2 Hole Trap Generation

Hole trap generation was not as well known as electron trap generation and early
work [57] suggested that hole traps were fixed by fabrication conditions, probably
because the high level of AHT masked out the generation. Figure 10.23, however,
shows that hole traps can also be created. Following a stress and neutralization in
Fig. 10.23a, the refilling in Fig. 10.23b is higher by ΔNg due to the new traps created
by the preceding stress [47]. Figure 10.23c shows the expected increase of ΔNg with
stress level. Importantly, this increase in ΔNg can fully explain the non-saturation
of hole trapping as stress continues. The trapping at high stress level is controlled
by the generation process, rather than filling. If the data set “♦” were used to fit
the first-order model (1), it would result in small capture cross sections, which is
an artifact. Figure 10.23d shows that the real σ of generated hole traps is around
10−13 cm2.
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Generation Mechanism: Similar to electron trap generation, hole trap can be
generated through the interaction of oxides with either free holes or hydrogen [48,
58]. When hole injection dominates stress, Figure 10.24a shows that the generation
is insensitive to temperature down to 77 K, where hydrogen transportation is frozen
[28, 48]. In Fig. 10.24b, a device was exposed to H2 at 400 ◦C after hole trapping.
The trapped holes can crack H2 into H+/H [56, 58, 59], which is reactive and leads
to the higher subsequent trapping by creating new hole traps. When N2 replaced H2,
Fig. 10.24b shows that there is no hole trap generation, confirming that the damaging
species is hydrogen related [58].

Figure 10.25 shows that positive charging is substantially higher when metal
gate is used as the anode (Vg> 0), when compared with the stress under Vg< 0
[60]. It appears that hydrogen species at the metal gate/dielectric interface can be
released by electrons [60]. With poly-Si gate, positive charging becomes insensitive
to Vg polarity. Figure 10.26 shows the generated hole traps for five wafers with
different levels of nitridation. The generation is insensitive to nitridation.
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10.3.3 A Framework for Positive Charges in Oxides

Positive charges (PCs) in oxides can behave in a complex way and different names
have been used by different researchers, typically to capture only one of their many
features. It is often for a researcher to call different types of PCs by the same
name and this causes confusions. In the following, clear evidences will be given to
show that different types of PCs exist in oxides and a framework will be proposed
to clarify the confusions. Although this framework was initially proposed when
devices were stressed by the substrate hole injection (SHI) [61], it is also applicable
to the PCs formed under other stress conditions, including NBTI, and it will be
shown that the same types of PCs were created under different stress conditions
[8, 62–67]. Based on this framework, the inadequacies of the names used by early
works will be pointed out.

The Framework: PCs in oxides consist of three different types: as-grown hole
traps (AHT), cyclic positive charges (CPC), and antineutralization positive charges
(ANPC) [8, 61, 62]. In Fig. 10.27a, substrate hole injection (SHI) was performed
first under Eox=−5 MV/cm and the trapped holes built up. All trapped holes
were then neutralized by an electron injection under Eox=+6.5 MV/cm. This
was followed by applying Vg> 0 and Vg< 0 alternatively with Eox=±5 MV/cm.
Some positive charges can be repeatedly neutralized under Vg> 0 and recharged
under Vg< 0, so that they are called as cyclic positive charge (CPC). CPC has an
energy level around Ec (Fig. 10.27b, c). Part of PCs has energy level above Ec, so
that their neutralization is more difficult than charging and they are referred to as
antineutralization positive charge (ANPC).

As mentioned in the section on as-grown hole traps, AHT has energy level below
Ev, allowing them being neutralized easily [8, 61, 62]. AHT cannot be charged under
Eox=−5 MV/cm without switching on substrate hot hole injection (SHI) and is
responsible for the difference in PCs under Eox=−5 MV/cm with and without SHI
in Fig. 10.27a.
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Justification of the Framework: The differences in the charging and discharging
properties for the three types of PCs have been presented in Fig. 10.27, but further
evidences are needed to confirm that they are different types of PCs. Figure 10.28
shows that the generation of CPC clearly saturates, but ANPC does not [61,
63]. Since ANPC is above Ec, its neutralization should be thermally accelerated
as illustrated in Fig. 10.29. CPC is neutralized by tunneling, which should be
insensitive to temperature. This prediction agrees with the results in Fig. 10.29a, b
[8, 64, 65].

Figure 10.30a shows that when AHT was filled in considerable numbers, CPC
and ANPC remains negligible and they only appear after a heavy stress. Both CPC
and ANPC are the generated hole traps, therefore [61]. Although Fig. 10.23d shows
that they have a capture cross section of ∼10−13 cm2, their energy levels make them
chargeable without substrate hole injection, as shown in Fig. 10.27, unlike the AHT.
In Fig. 10.30b, CPCs and ANPCs were charged first and the SHI was then switched
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on to fill the AHT. When compared with the filling of a fresh device, the results
show that the same number of AHT were filled after generating and charging CPC
and ANPC [61]. This independence of AHT from CPC and ANPC supports that
they originate from different types of defects.

This framework of PCs is applicable to PCs formed under different stress
conditions and in samples prepared under different process conditions. Figure 10.27
was obtained after stressing a 5.5 nm SiO2 under substrate hot hole injection [61].
Figure 10.31a were obtained from a 2.7 nm SiON under negative bias temperature
stress (NBTS) [64], while Fig. 10.31b were obtained from a HfO2/SiON with an
equivalent oxide thickness of 1.13 nm after NBTI stress [66].

The similarity of PCs in SiON and HfO2/SiON stack can be understood, since the
PCs in the stack are dominated by the interfacial SiON layers [8, 67]. Figure 10.32
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gives the result obtained from HfSiON/SiON stacks, where the HfSiON thickness
varies for the same SiON thickness. It shows that test data does not agree with
the propositions that PC is dominated by Hf-dielectric or piles up at the Hf-
dielectric/SiON interface. Good agreement is achieved by assuming that PC is near
to the substrate interface [8, 67]. As a result, in contrast with electron trapping in
Fig. 10.16, a reduction of Hf-dielectric thickness will not reduce PC and the different
spatial locations of PC and electron traps also rule out that they originate from the
same defect.

Naming the Positive Charges: After clarifying that there are three different types
of PCs in the oxide, we look at the shortcomings of the names used in early
works. One of them is “anomalous positive charges” [68]. It was noted that during
electron injection, “anomalous PCs” were formed, which could not be neutralized,
compensated electron trapping, and results in a “turnaround” of the net trapping
density [25, 68]. These anomalous PCs could be neutralized at higher temperature,
a signature of the ANPC in the framework [25, 61, 64]. The term “anomalous” does
not describe the charging/discharging behavior of PC directly, while “ANPC” tells
readers that these PCs are difficult to neutralize and is therefore preferred.
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Another term used is the “border traps” [69], indicating PCs are located
somewhere between interface and oxide bulk. This term is too general and does not
separate the three types of PCs, since all of them are located somewhere between
interface and oxide bulk. The name also does not specify that the defects are
donor-like.

“Slow states” is another name used to indicate that the charging and discharging
of PCs are slower than the interface states [70]. It is again too general, since different
types of PCs can be slow in different ways. For instance, CPC can be slow in
both charging and discharging through tunneling. AHTs will be faster than CPC
to neutralize, but slower than CPC to charge. For thin oxides, ANPC can remain
charged. The term “slow states” will not inform readers these differences.

Other names used include “switching oxide traps” [71] and “switching hole
traps” [72]. These names only tell readers that hole traps can communicate with
substrate electrically.

To describe the three different types of PCs in oxides, it is necessary to use three
names. AHT is a name conventionally used for preexisting hole traps and is kept
in this framework. For the first time, this framework separates the generated hole
traps into two types and new names should be used to capture their features. The
direct and the most important impacts of defects on devices are their charging and
discharging properties and the name should reflect these properties. CPC is used
since these PCs are cyclic with similar charging and discharging speed. ANPC is
used to directly refer to the difficulty in neutralizing them.

10.3.4 Impacts on the NBTI of pMOSFETs

For thin oxides, positive charges (PC) are located within tunneling distance from
electrodes. The charging is highly dynamic and substantial recovery can occur
during measurements [55, 73]. AHT, with its energy level below the valence band
edge, is the least stable defects and will contribute to the recovery. A higher
stress bias will fill the AHT further below Ev and increase the recovery. CPC
also contributes to recovery under Vg≥ 0. Some ANPC, however, has the energy
level beyond the reach of free electrons in Si and can survive the recovery,
contributing to the so-called permanent component. The lower the temperature,
the more ANPC is charged. This induces a temperature-dependent instability issue
even for the same number of defects [61, 64, 65] and can cause circuit failure when
temperature changes, for example, during the switching on of equipment. Moreover,
ANPC is the only type of PCs that does not saturate as stress increases and will
play an increasingly important role for longer time. This explains the increase of
permanent/recoverable component ratio with stress time.

To suppress the recovery, the on-the-fly (OTF) [64, 73, 74] and ultra-fast pulse
techniques (UFP) [73, 75, 76] were developed. The OTF technique measures the
degradation at stress gate bias, while the UFP probes the degradation at threshold
voltage level. Figure 10.33 shows that the threshold voltage shift, ΔVth, obtained by
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these two techniques is different, because of the different sensing Vg used. The gap
between them is fully covered by ΔVth measured at different Vg. A higher sensing
|Vg| allows AHTs further below Ev being charged, leading to a larger |ΔVth|. Under
a given sensing Vg, an increase of measurement time leads to further recovery,
as PCs further in oxides were neutralized through tunneling. Figure 10.33 shows
that the ΔVth measured by the conventional quasi-DC technique, ΔVt(DC-ex), can
substantially underestimate the NBTI and care must be exercised when using it for
device lifetime definition.

Since the positive charging increases for higher |Vg|, the ΔVth measured by
either OTF and UFP techniques cannot be used to predict the current degradation,
i.e., ΔId/Id, under operation bias. The stress bias used in a typical test is higher
than the operation bias and Fig. 10.34 shows that the ΔVth measured by the OTF
at the stress bias overestimates the ΔId/Id. In a digital circuit, the operation bias is
higher than threshold voltage and Fig. 10.34 shows that the ΔVth measured at Vth
by extrapolation underestimates ΔId/Id [77]. To correctly calculate ΔId/Id, the ΔVth
should be measured with the operation bias as the sensing Vg.

It is well known that NBTI follows a power law kinetics, when the ΔVth was
measured from quasi-DC transfer characteristics with a sensing Vg near to Vth
[47, 73]. Once the recovery is suppressed, however, NBTI kinetics will not follow a
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power law [19, 76, 78, 79]. For example, Fig. 10.35 shows the NBTI kinetics cannot
be described by a power law, when devices were stressed and the degradation was
measured at an operation bias of Vg=−1.2 V [19]. After a rapid rise initially,
a plateau appears, which is caused by the saturation of filling as-grown hole
traps. To support this statement, stresses were carried out at different temperatures
and Fig. 10.35 shows that the plateau height is insensitive to temperature. This
agrees with the saturation of filling AHT, which has a fixed number of hole traps,
independent of stress temperature. After the plateau, ΔVth starts rising again by
creating new defects and the generation is thermally activated. As the generation
through free hole-oxide interaction is insensitive to temperature, the results show
that hydrogen must be released during NBTI stress, which generates defects through
thermal acceleration.

Since the NBTI kinetics no longer follows a simple power law, a new kinetic
model is needed. This new kinetics should contain at least two terms: one for AHT
and one for defect generation. As filling AHT follows the first-order model and new
defect generation follows a power law, it is proposed [19] that

ΔVth = Atn + c(1− e−t/t∗) (10.2)

where A, n, c, and t* are constants under a given stress condition and their values
extracted for six different processes are given in Table 10.1 [19].

Figure 10.36 shows that the test data follows the new model well over many
orders of stress time. Fitting test data is a relatively easy task, but using it to predict
the future where test data are not available is more challenging. For a model to be of
value, it should be able to make predictions. The device lifetime is typically in years,
while the test time is practically limited to weeks. A model is required to predict two
orders of magnitude in time ahead, therefore. To test the prediction ability of this
model, the test data in the last two orders of magnitude in time (“�” in Fig. 10.36)
were not used to fit the model. The fitted parameters were then used to predict these
data. Figure 10.36 shows that the prediction accuracy is good [19].

A reliable NBTI kinetics under operation bias allows device lifetime being
estimated from a single test. As shown in Fig. 10.36, for a permitted ΔVth, the
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Table 10.1 The wafers and the fitted parameters at 125 ◦C [19]

Gate
Processes Dielectrics A (mV/s) n c (mV) t* (μs)

A 1.85 nm 12 s 0.23 0.36 11.91 30
Plasma SiON

B 1.4 nm 7.70 0.13 18.39 4,390
Plasma SiON

C 2.7 nm 26.27 0.07 22.07 80
Thermal SiON

D 2.0 nm 45 s 4.10 0.12 7.49 740
Plasma SiON

E 2.0 nm 20 s 3.91 0.12 1.89 110
Plasma SiON

F TiN, ALCVD 12.21 0.14 40.86 30
2.0 nm/1 nm
HfSiON/SiON

t* is the characteristic time for trap-filling
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lifetime can be estimated from the fitted kinetics. It should be pointed out that this
lifetime is for the worst case with zero recovery [19].

It should be pointed out the plateau in some test samples is not as obvious as that
in Fig. 10.35. The as-grown filling and the generation phases may not be clearly
separated in time and in many cases an inflection is observed rather than a plateau
and one example is given in Fig. 10.37 [19]. The underlying physical processes,
however, are the same: filling as-grown trap gives the initial fast degradation and
the generation of new defects are responsible for the gradual degradation at longer
time. Figure 10.37 also shows that the same kinetics can be applied for lifetime
prediction.

Finally, to confirm that similar kinetic behavior can be observed from the results
published by other groups, Fig. 10.38a gives one example where an inflection
appears [78], while Fig. 10.38b gives one example where the plateau can be
observed [79].
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10.4 Process-Induced Positive Charges

Apart from electrical stress-induced positive charges, PCs can also be formed in
oxides during processing [80–82]. One example of the process-induced positive
charges (PIPC) is given in Fig. 10.39 [80]. Both mobile and fixed PIPC are formed
by annealing a device in H2 ambient at 450 ◦C. It should be noted that the direction
of PIPC swing in Fig. 10.39 is opposite to that of CPC in Fig. 10.31: the effective
density of PIPC increases, but CPC decreases, under Vg> 0. This increase is caused
by driving the mobile PIPC toward the substrate, rather than an increase in the
number of PIPC [80].

To explore the origin of PIPC, Fig. 10.40 shows that there is little PIPC after
exposing a device to N2. When the gas was switched to H2 at the same temperature,
PIPC became substantial, supporting that PIPC originates from hydrogen-related
species [80].

Unlike the hole traps that can be neutralized under either high field or tempera-
ture, PIPC cannot be neutralized. In Fig. 10.41, an electron injection of ∼1017 cm−2
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was carried out under Vg> 0, which is adequate to neutralize all hole traps in this
device. It, however, has not neutralized PIPC. In fact, the effective density of PIPC
increases during the electron injection, as mobile PIPC moves towards substrate
interface under Vg> 0.
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The details of the hydrogenous species responsible for PIPC remain unknown.
Hydrogen plays a complex role in the devices and can be either reactive or inactive
[50, 80]. As reported in Sect. 10.3.2 (see Fig. 10.24), H2 can be cracked into H+/H
by reacting with a trapped hole. H+ and H are highly reactive: They generate both
electron and hole traps. Moreover, they anneal interface states at 400 ◦C but create
interface states at room temperature [45, 46, 56]. The PIPC-related hydrogenous
species, however, have no effects on interface states [80], so that they are not H+.
On the relation between PIPC and hole traps, Fig. 10.42 shows that an increase of
PIPC does not increase the total PCs. As a result, PIPC does not create hole traps.
The PIPC-related hydrogenous species can occupy a hole trap and form the fixed
charges [50]. These fixed charges, however, are different from the stress-induced
ANPC [58].

PIPC has been observed in gate SiO2, the SOI buried SiO2, and Hf-dielectric/SiON
stack [80–82]. It is sensitive to process conditions and can vary considerably even
for devices on the same wafer [80, 81]. An increase of oxidation temperature to
1,100 ◦C has been reported to enhance PIPC [83] and Boron can play a catalyzing
role [80]. The out-diffusion of some species from the gate edges increases PIPC
for Hf-dielectric/SiON stack [82]. Through process optimization, PIPC can become
negligible.

10.5 Conclusions

This work focuses on reviewing our recent progress in understanding oxide
defects, including electron traps, hole traps, and process-induced positive charges.
For SiO2 and SiON with a poly-Si gate, there is little as-grown electron traps.
Electrical stresses, however, can create electron traps. The electron-trapped hole
recombination and high oxide field do not create the trap directly. The damaging
species have been found to be free holes and hydrogen. The trapping follows the
first-order model with two well-separated capture cross sections in the order of
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10−14 and 10−15–10−16 cm2, respectively. They have a wide distribution in energy
and are randomly distributed in space. For thin SiON used in modern CMOS
technologies, these generated electron traps do not form steady charging due to
efficient detrapping through tunneling. The buildup of the trap of 10−14 cm2 leads
to the oxide breakdown.

In contrast, there can be substantial amount of as-grown electron traps in Hf-
dielectric. Their trapping is highly dynamic and measurement time has to be reduced
to microseconds to suppress detrapping during measurement. They have capture
cross sections similar to that of generated electron traps in SiO2 and are located in
the central region of Hf-dielectric layer. A reduction of Hf-dielectric layer thickness
can dramatically reduce their density. These as-grown electron traps are sensitive to
processing conditions and can cause a positive bias temperature instability (PBTI)
for nMOSFETs.

There are substantial amounts of as-grown hole traps (AHT) in SiO2 and SiON.
Their filling also follows the first-order model with two capture cross sections in the
order of 10−13–10−14 and 10−15 cm2, respectively. The effective density of AHT
often reaches >5× 1012 cm−2, even in thin SiON. Their energy level is below Si
Ev and their spatial location is biased towards the oxide/substrate interface.

The interaction between the oxide and free holes or hydrogenous species gen-
erates two types of hole traps: cyclic positive charges (CPC) and antineutralization
positive charges (ANPC). CPC has energy level around Si Ec and can be charged
and discharged through electron tunneling, which is insensitive to temperature. In
contrast, ANPC has energy level above Si Ec and its neutralization increases for
higher temperature. For Hf-dielectric/SiON stacks, positive charging is dominated
by the interfacial SiON layer and the same framework can be applied.

Positive charges in oxides play a major role in NBTI of pMOSFETs. For thin
oxides used in modern CMOS technologies, on one hand, the charging of AHT and
CPC is highly dynamic, sensitive to the sensing Vg, and contributing to recovery.
On the other hand, ANPC can survive neutralization and is the only type of PCs
that do not saturate as stress increases. To predict the current degradation under
an operation bias, the degradation should be measured at the same bias to avoid
overestimation and to suppress recovery. After suppressing recovery, NBTI does
not follow a power law. It is dominated by AHT initially, before defect generation
becomes important. An as-grown-generation (AG) model is proposed for NBTI,
which includes both filling AHT and defect generation. This model can be used not
only to fit test data but also to predict ahead of time where test data are not available,
allowing estimating device lifetime.

Finally, process can also induce positive charges (PIPC) in oxides, without
electrical stress. The PIPC can be both mobile and fixed and originate from
hydrogenous species. Unlike the hydrogen released by electrical stresses, these
PIPC-related hydrogen species neither interact with the oxide/Si interface nor create
traps in oxides. They are stable and cannot be neutralized by electron injection or
anneal. They can occupy hole traps to form fixed charges. PIPC has been reported in
gate SiO2, buried SiO2, and Hf-dielectric/SiON stacks. They are sensitive to process
conditions and can be suppressed through process optimization.
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Chapter 11
Understanding Negative-Bias Temperature
Instability from Dynamic Stress Experiments

Diing Shenp Ang

Abstract The purpose of this chapter is to summarize key experimental evidences
on the important role of hole trapping on negative-bias temperature instability
(NBTI). For a long time, the focus of this research topic had been on interface
degradation driven by hydrogen transport and hole trapping was regarded as a side
effect arising out of fast measurement techniques proposed to mitigate the effect
of recovery on measurement data. In recent studies, we showed that the threshold
voltage (Vt) fluctuations one typically observed under dynamic NBTI were mainly
the result of hole trapping and not hydrogen-transport-driven interface-state genera-
tion/passivation proposed earlier. In particular, the cyclical Vt shifts and constant
Vt recovery are inconsistent with the basic principle of the hydrogen transport
model. Such behaviors are better described in terms of hole trapping/detrapping
at preexisting oxide defects. We have also shown that interface degradation during
NBTI stressing has no apparent impact on bulk (oxide) trap generation, i.e., interface
trap generation does not lead to bulk trap generation. This result raises further
questions on the validity of the hydrogen transport mechanism and the long-standing
hypothesis on hydrogen-induced bulk trap generation and gate oxide breakdown.
Finally, it is shown that the transient hole trapping responsible for the Vt shift
fluctuations could be transformed into more permanent trapped holes under NBTI
stressing. The extent of transformation is accelerated by a high oxide field and
temperature. An excellent correlation with stress-induced leakage current indicates
that such transformation underlies the generation of bulk traps reported by earlier
studies.
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11.1 Introduction

Negative-bias temperature instability (NBTI) refers to the progressive shift of
transistor parameters (such as the threshold voltage (Vt) and transconductance)
under the combined effect of a negative gate voltage and elevated temperature. From
a relatively unknown problem in the past, NBTI has become one of the most crucial
front-end reliability issues of advanced complementary metal–oxide–semiconductor
(MOS) technology. The reasons for its importance are fourfold: (1) Scaling of the
gate oxide thickness has led to a substantial increase of the oxide field Eox. NBTI
is found to exhibit a power-law dependence on the oxide field (∼Eox

3.3) [1], which
makes this issue especially critical for the ultrathin gate p-channel MOS field-effect
transistor (p-MOSFET). (2) The change from a buried-channel to a surface-channel
structure for the control of short-channel effects has placed inversion holes in the p-
MOSFET directly at the SiO2/Si interface. Although the basic role of holes remains
unclear, they are no doubt one of the main “ingredients” of the NBTI problem
as such an instability problem did not exist in the SiO2 gate n-MOSFET. (3) The
introduction of nitrogen into the gate oxide to suppress boron penetration (from
the p+ polysilicon gate) and gate tunneling current. NBTI of the nitrided SiO2

or oxynitride gate p-MOSFET is shown to be significantly worse than that of the
SiO2 gate p-MOSFET [2] and this is believed to be due to a higher density of
nitrogen-related hole traps in the oxynitride gate dielectric [3]. (4) The adoption
of high dielectric-constant or high-k gate oxides and alternative channel materials
(e.g., Ge, InGaAs, etc.) to sustain Moore’s law scaling in future technology nodes.
The interface quality in these gate stacks is inherently poorer than that of the
SiO2/Si, thus making NBTI an even more critical problem for these novel gate stack
technologies. Apart from NBTI, high-k gate stacks are also found to be susceptible
to positive-bias temperature instability or PBTI caused by electron trapping in the
high-k gate dielectric. This chapter is focused on the NBTI problem only.

In spite of the long history of NBTI (known since the inception of the MOS
technology in the 1960s), a complete understanding of the physical mechanism(s)
remains elusive, even for the conventional oxynitride gate p-MOSFET. One of
the main reasons for the lack of understanding is the substantial “blackout”
period (∼1977–1999) during which research activities on NBTI were practically
nonexistent. Before the dual-gate technology in the early 2000s, the NBTI problem
was largely mitigated by the buried p-channel, in which the inversion holes were
situated away from the oxide/Si interface. Moreover, the apparent success of the
reaction–diffusion (R-D) model [4, 5] gave the impression that the basic physics
of NBTI was already understood. Indeed, NBTI virtually became synonymous with
the R-D model and research effort following the revival of interest in the early 2000s
was mostly focused on addressing inconsistencies that arose from the introduction
of fast measurement techniques. For instance, the small time exponent (typically
less than 0.1) of as-measured drift curve was ascribed to the parasitic hole trapping
effect. It was argued that consistency with the R-D model could be maintained by
excluding the parametric shift contributed by hole trapping [6, 7].
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The R-D model [4, 5] or its dispersive transport counterpart had remained
the focus of NBTI modeling for many years due to their perceived ability to be
able to describe not only the stress but also the recovery phenomena in a single
framework. Only until very recently did studies convincingly reveal that it was hole
trapping and not hydrogen transport that dominated the NBTI recovery observed
under pulsed gate condition [8–22]. The purpose of this chapter is to present a
brief review of recent results from dynamic stress experiments showing “non-R-
D” characteristics of NBTI [8, 10]. Specifically, we discuss evidence of a cyclical
behavior of threshold voltage (Vt) shift, which implies that it is hole trapping and
detrapping by a given group of preexisting oxide defects, and not the transport
of hydrogen to and fro the oxide/Si interface, that determine dynamic NBTI. We
also summarize evidence which shows no apparent relationship between interface
and bulk trap generation under NBTI stressing [19], contrary to the hypothesis
that ascribes bulk trap generation to hydrogen species released from the interface
degradation or Si–H bond dissociation process [23, 24]. This will be followed by a
summary of results showing the transformation of transient hole trapping into more
permanent trapped holes and its role on bulk trap generation [14, 16, 18, 20–22].

11.2 “Non-R-D” Characteristics of NBTI Recovery

Some authors argued that NBTI was consistent with the R-D model after excluding
the hole trapping effect (assumed to dominate the initial degradation and saturate
after ∼1 s of stressing) [6, 7]. This was based primarily on the ability to reproduce
a power-law exponent of 1/6 for the “corrected” drift curve by subtracting the
contribution of hole trapping estimated at a stress time of ∼1 s. While the R-D
model had no difficulty describing the stress data, major issues had existed for
the recovery data. As pointed out by Reisinger et al. [25], non-negligible recovery
already happened several microseconds after the stress was stopped, and the as-
measured NBTI recovery curve spanned many orders of time (∼10−6–105 s) with
recovery apparently continuing after 105 s. On the other hand, simulation based on
the R-D model showed that recovery, accounting for ∼90% of the overall, began
several milliseconds after the termination of stress and lasted only for 2–3 orders
of time interval. This behavior is in sharp contrast to the experimentally observed
ultrafast recovery which begins almost instantaneously after stress and exhibits a
logarithmic time dependence lasting more than ten orders of time interval [Fig. 3,
25]. Various authors suggested that the discrepancy between experiment and theory
may be reconciled using a dispersive proton transport model [26–28]. A dispersive
transport model was also able to describe the temperature-dependent time exponent
observed by some authors [27, 28]. As it was possible to reconcile the discrepancy
between experiment and theory, most studies before 2009 supported the hydrogen
transport mechanism.
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Fig. 11.1 Schematic illustration of the evolution of hydrogen concentration profile in the gate and
the associated Si/SiO2 interface-state density Nit variation in a dynamic NBTI cycle. (a) The stress
time ts is fixed while the relaxation time tr is varied (tr2 > tr1); (b) the relaxation time tr is fixed
while the stress time ts is varied (ts2 > ts1). In either case, the hydrogen profile continues to move
away from the Si/SiO2 interface during relaxation [13]

It should, however, be pointed out that nearly all studies on the R-D model
or its variants1 had focused either only on the stress regime or a limited number
of stress/relaxation cycles. Almost no attention was paid to the self-limiting
recovery inherent in the hydrogen transport model, although this feature was already
manifested in simulation results presented in earlier studies. For instance, it was
shown by Krishnan et al. [29] that the concentration of hydrogen near the interface
decreased steadily with the number of stress/relaxation cycles. This implies that
recovery via the repassivation of dangling Si bonds would decrease correspondingly.
The physics of self-limiting recovery is illustrated schematically in Fig. 11.1 [13].
Following the initial recovery involving hydrogen present exactly at the interface,
longer term recovery is driven by a second diffusion front created by the depletion of
near-interface hydrogen during the initial stage of recovery. However, the original
diffusion front which drives hydrogen away from the interface, so that interface
traps may be successfully generated during stressing, still exists. Thus, even during
recovery, some hydrogen is being driven away from the interface. When the
transistor is stressed and relaxed numerous times, the recovery per relaxation cycle
would decrease steadily (Fig. 11.2a; filled circle) [8, 10, 13] since the amount of
hydrogen that could move back to the interface within a given relaxation interval is
gradually reducing.

On the other hand, the Vt shift recovery per cycle measured experimentally
exhibits a totally different trend (Fig. 11.2a; open circle). No decrease is observed

1For simplicity, subsequent usage of the term “R-D model” is assumed to encompass the dispersive
transport model.
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Fig. 11.2 (a) Comparison of the threshold voltage Vt shift recovery per cycle or R (see left panel)
measured experimentally with that obtained from R-D model simulation [8, 10, 13]. (b) Variation
in the magnitude of ΔVt of a 1.7 nm EOT oxynitride gate p-MOSFET subjected to repeated
stressing/relaxation

after as many as 30 stress/relaxation cycles, corresponding to a cumulative time of
6× 104 s. The difference between the Vt recovery of the last cycle and that of the
first cycle is comparable to the resolution limit of Vt measurement (∼1 mV). The
constant Vt recovery is in sharp contrast to the progressive decrease predicted by the
R-D model (Fig. 11.2a). Since self-limited recovery is a fundamental property of a
transport model, reconciliation with the constant recovery observed experimentally
is deemed not possible. The discrepancy raises a big question on the validity of the
R-D model for NBTI.

It is important to emphasize that the self-limiting recovery would not show up
clearly if only one or a few relaxation cycles are simulated. Despite a relatively
long cumulative time of 4× 103 s (i.e., at the end of the second dynamic cycle),
the simulated recovery of the second cycle is only marginally reduced (∼7%) as
compared to the first cycle (Fig. 11.2a). This implies that self-limiting recovery is
also not obvious for any simulation study that involves numerous but short stress and
relaxation intervals. It should further be mentioned that the extent of self-limiting
recovery may be suppressed (i.e., the gradual decrease of recovery diminished) by
the use of a much higher hydrogen diffusivity during relaxation (than that during
stress) such that most of the hydrogen could return to the interface. But such an
attempt is not physical.

It is interesting to note the highly similar recovery curves from the first to the
last relaxation cycles (Fig. 11.3a) [12, 13]. The fluctuation of Vt shift can also
be observed to become cyclical after the initial few stress/relaxation cycles, i.e.,
the stress-induced Vt shift is almost equal to the Vt shift recovery in each cycle
(Fig. 11.3b) [10, 12, 13]. In conjunction with the constant recovery per cycle
(Fig. 11.2a), these results imply that it is the capture and emission of holes by
the same group of preexisting oxide defects (and not hydrogen transport) that give
rise to the repetitive Vt fluctuations observed under dynamic NBTI. Studies on
small area p-MOSFETs have also revealed steplike Vt recovery characterized by
consistent step heights and time constants, believed to be due to the emission of
holes from individual oxide traps charged by a prior stress [9, 11].
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Fig. 11.3 (a) Line: Evolution of Vt shift during individual stress and relaxation phases. For the
former, data for the 10th to 30th cycles are shown. As for the latter, data for the 1st to 30th
cycles are shown. The symbols denote the average value. Although the time-dependent drifts are
different during stress and relaxation, the end points coincide, indicating that the total Vt shifts
are nearly always equal. The highly similar drift curves of individual stress and relaxation phases
are observed regardless of the gate relaxation voltage (only the average value is shown for the
case of a positive gate relaxation voltage). (b) Comparison of the total Vt shift for the individual
stress and relaxation phases. The initial difference (<5 cycles) may be ascribed to non-negligible
interface-state generation, which is relatively permanent. But this degradation mechanism slows
down considerably between successive cycles in the later stage (see evolution of Vt shift which did
not recover at the end of each relaxation phase, i.e., |ΔVt|eor; circle), giving a clear manifestation
of the cyclical Vt shift behavior [10, 12, 13]

It should be mentioned that some studies [30, 31] have modeled the spread in
the time of steplike Vt recovery in the small area p-MOSFET in terms of stochastic
transport of hydrogen back to the oxide/Si interface. The approach is similar to
the dispersive transport model proposed earlier and recovery should likewise be
self-limited. But repeating the stress/relaxation sequence hundreds of times on a
given p-MOSFET has yielded consistent recovery step heights and time constants
for individual defects [9, 11], which fail to support the inherent self-limited recovery
of a transport model. Moreover, Grasser et al. [9] has shown that while stochastic
hydrogen transport could lead to discrete steplike recovery, the statistics are in
disagreement with experimental data. The latter is always exponentially distributed,
whereas the R-D model predicts a much wider distribution which moves with time.

11.3 Uncorrelated Interface and Bulk Trap Generation

The similarity between NBTI and TDDB (time-dependent dielectric breakdown)
stresses (except for the magnitude of the oxide field) and the apparent success of
the R-D model prior to 2009 had prompted some authors [23, 24] to ascribe the
bulk trap generation observed under NBTI stressing to the interaction between
the oxide network and hydrogen released from the interface-state generation
(Si–H bond dissociation) process. The proposed relationship between bulk and
interface trap generation appeared consistent with the long-standing hypothesis on
oxide trap generation under TDDB stressing—the anode hydrogen release (AHR)
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r is a result of the detrapping of deep-level trapped holes [19]

mechanism.2 In this section, we summarize recent experimental results which show,
on the contrary, no apparent relationship between interface and bulk trap generation
under NBTI stressing [19]. Specifically, evidence showing almost no bulk trap
generation in spite of significant interface degradation under NBTI stressing will be
presented. A possible explanation for the discrepancy with earlier works is given.

In Fig. 11.4a, the gate tunneling current Ig of an ultrathin oxynitride gate
p-MOSFET (equivalent oxide thickness, EOT= 1.7 nm) before and after 40 stress/
relaxation cycles are compared. No increase of Ig can be observed, which implies no
generation of bulk traps despite a cumulative stress time of 4× 104 s.3 This result
is in agreement with the constant Vt recovery (Fig. 11.4b), confirming that there
is no observable increase of oxide trap density and the Vt fluctuations under gate
pulsing arise from hole trapping/detrapping at preexisting oxide traps, as concluded
previously.

On the other hand, a steady rise of the remnant Vt shift (i.e., the relatively
permanent part of Vt shift which did not recover) at the end of each relaxation phase
is evident (Fig. 11.5), reaching ∼30 mV at the end of the 40th stress/relaxation
cycle. It should be mentioned that part of the remnant Vt shift obtained under
0 V gate recovery voltage is due to holes trapped at preexisting deep-level oxide
traps [32, 33]. The results in Fig. 11.5 are obtained under a +1 V gate recovery
voltage, under which the contribution from deep-level trapped holes has been
excluded (cf. Fig. 11.4b which shows a larger Vt shift recovery, due to increased
hole detrapping, under +1 V as compared to 0 V gate recovery voltage). Since no

2Under the AHR model, the dissociation of the Si–H bonds is believed to be caused by hot electrons
which arise from the gate tunneling current.
3A separate study involving p-MOSFETs with a thicker SiO2 gate oxide (2.8 nm) and prestress Ig
on the order of 10−12 A at 1 V also showed no increase of Ig after 5× 104 s of NBTI stressing at
comparable oxide field [Fig. 7, 19]. This rules out the possibility that any increase of Ig in Fig. 11.5
is masked out by the relatively high prestress Ig of the thinner oxynitride gate oxide.
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bulk trap generation is observed, the non-negligible remnant Vt shift must be due to
defects located at or very near the oxide/Si interface. The remnant Vt shift of 30 mV
corresponds to a sizeable interface-state density of 4× 1011 cm−2, indicating that
significant interface-state generation has occurred under the stress condition applied.
The results show clearly that the substantial interface degradation induced by NBTI
stressing did not result in any apparent bulk trap generation.

It is therefore essential to address the apparent discrepancy between this set
of results, which show no bulk trap generation in spite of significant interface
degradation, and the earlier observation of bulk trap generation under NBTI
stressing [23, 24]. It should be noted that there has been no explicit evidence
confirming that the bulk trap generation observed in earlier studies stemmed from
hydrogen released from the interface degradation process. The inference was drawn
based on the correlated increase of stress-induced leakage current (SILC) and charge
pumping current (Icp) [23] or subthreshold swing (SS) [24], on the presumption that
the interface defects sensed by the Icp or SS are dangling Si bonds or Pb centers
that result from Si–H bond dissociation. While the Pb center is a major source of
defects at the SiO2/Si interface, it may not be the case for the more advanced gate
oxide which incorporates a non-negligible amount of nitrogen and fluorine (from
BF2 implantation). The latter has been shown to lessen the NBTI effect [3], and it is
believed that this occurs through the formation of stronger Si–F bonds in place of the
Si–H bonds. Electron-spin resonance (ESR) study [34] of a post-stressed plasma-
nitrided gate p-MOSFET has also not found any signal related to the Pb center but
a totally different and dominant signal related to a near-interface oxygen vacancy
defect (the kN center). The evidence implies that the NBTI of modern p-MOSFETs
may be dominated by defects other than the Pb center.

It should be mentioned that a near-interface oxygen vacancy defect could
effectively function as an interface trap during electrical measurement and be sensed
by techniques such as the charge pumping and subthreshold swing. At the same
time, these defects could function as trap-assisted tunneling centers, i.e., oxide traps
that result in a higher gate leakage current. As will be shown in the next section, it
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is possible for oxide traps to be generated under certain NBTI stress condition4 that
gives rise to an apparent relationship between SILC and interface-state generation,
especially in the ultrathin gate p-MOSFET [23, 24].

11.4 Transient-to-Permanent Trapped-Hole Transformation

As discussed in the second section, the recovery of Vt shift per cycle is constantly
independent of the number of times the device is stressed and relaxed. This evidence
strongly suggests that the observed Vt shift fluctuation is a result of the capture and
emission of holes by a similar group of preexisting oxide defects that always respond
under a given experimental condition. As will be shown in this section, a gradual
decrease of the Vt shift recovery per cycle can be observed, especially under high
oxide stress field and temperature [14, 16, 18, 20–22]. We present evidence which
shows that the decrease is a result of a part of the transient (recoverable) trapped
holes being transformed into more permanent ones. The linear correlation between
the decrease of Vt recovery and SILC lends support to our hypothesis that the
transformation is a key mechanism for the permanent bulk trap generation observed
by some early studies [23, 24].

In Fig. 11.6a [18], the Vt shifts at the end of stress (eos) and at the end of
relaxation (eor) phases, |ΔVt|eos and |ΔVt|eor, respectively, of two similar devices
subjected to numerous dynamic gate cycles are plotted. In one case, the usual
dynamic NBTI test was repetitively applied, such as in the case of Fig. 11.2. In the
second case, an intermediate constant voltage stressing (CVS) phase was inserted
in-between two successive dynamic NBTI cycles. For instance, upon the completion
of the first dynamic NBTI cycle, the device was subjected to CVS, at a much higher
oxide stress field than that applied during the NBTI stress. The dynamic NBTI test
was resumed after the CVS and the DNBTI-CVS sequence was repeated numerous
times. As can be seen from Fig. 11.6b [18], the Vt recovery per cycle decreases with
the number of times the DNBTI-CVS sequence was repeated, in contrast to the case
where the CVS phase was omitted.

An explanation for the decrease of Vt recovery per cycle under repeated DNBTI-
CVS testing may be found in Fig. 11.6a, in which the evolution of |ΔVt|eos and
|ΔVt|eor is compared to those of the case where the CVS phase was excluded.
It should be mentioned that |ΔVt|eos measures the total positive trapped charge
(trapped holes and interface trapped charge) in the gate oxide whereas |ΔVt|eor

probes the fraction of positive trapped charge remaining after each relaxation
phase, i.e., the part which is relatively permanent and did not recover. Apart
from the initially larger |ΔVt|eos for the DNBTI-CVS test, it can be seen that the
subsequent evolution of |ΔVt|eos is comparable to that of the DNBTI-only (i.e., CVS

4The extent of oxide defect generation depends on the processing conditions and may vary
substantially from one case to another for a given stress condition.
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excluded) test. This implies that the incremental total positive trapped charge in both
cases are rising at similar rates, i.e., there is no substantial additional positive charge
generation except in the initial stage of the DNBTI-CVS test. On the other hand,
the |ΔVt|eor of the DNBTI-CVS test increases more rapidly as compared to that of
the DNBTI-only test. This implies that the portion of relatively permanent positive
trapped charge is increasing at a faster rate in the former. Since the total positive
trapped charge is increasing at comparable rates, the results therefore indicate that
in the case of the DNBTI-CVS test, the CVS phase has gradually transformed a part
of the recoverable trapped holes into a more permanent form.

A similar observation is obtained when the temperature of the DNBTI test is
increased, as shown in Fig. 11.7 [22]. In this case, no intermediate CVS was
performed and the DNBTI conditions for the two cases were the same except for
the temperature. One experiment was performed at 220 ◦C and the other at 100 ◦C.
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For the former, the Vt recovery per cycle gradually decreases while that of the latter
remains constant (as in Fig. 11.2). Figure 11.7b shows that the reduction in the Vt

recovery per cycle stems from the transformation of a portion of the recoverable (or
transient) hole trapping into a more permanent form.

It should be mentioned that Grasser et al. [35] also observed a decrease in the Vt

shift recovery or R of the non-nitrided SiO2 gate p-MOSFET at higher temperatures
(∼200 ◦C). Time-dependent defect spectroscopy study on an oxynitride gate
p-MOSFET at elevated temperatures similarly revealed a halt in the hole emission
event at a given defect for an extended period [36].

In another set of experiments, gate current measurement was also made at the
end of the relaxation interval to examine the impact of such transformation on
the gate oxide integrity and the results are shown in Fig. 11.8 [22]. Almost no
SILC can be observed when the Vt recovery per cycle remains constant (as in
Fig. 11.4). However, whenever a decrease of the Vt recovery per cycle is observed,
SILC generation is also observed—the two are found to exhibit a very good linear
correlation as shown in Fig. 11.9. Similar observations apply to the case of DNBTI-
CVS testing depicted in Fig. 11.6. As the increase of SILC implies the generation
of bulk traps, the linear correlation leads us to conclude that the bulk traps originate
from the transient-to-permanent transformation of hole trapping. We believe such
transformation (and not Si–H bond dissociation) underlies the observation of bulk
trap generation reported in earlier studies [23, 24]. It should be emphasized that
similar results are obtained for high-k gate p-MOSFETs (Figs. 11.10 and 11.11)
[14, 16, 20, 21] implying the observed phenomenon is generic across different gate
oxide materials.

Before concluding, we would like to provide a plausible explanation for the
observed hole trapping transformation, based upon the current understanding on
the nature of hole traps in the traditional SiO2 and oxynitride gate dielectrics as
well as the high-k gate dielectrics. Oxygen vacancies VO’s are a major source of
hole traps in these gate dielectrics. Upon the capture of a hole, rearrangement of the
atoms around the defect occurs to accommodate the loss of an electronic charge.
We expect such structural relaxation to entail the overcoming of a certain energy
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barrier determined by the local oxide chemistry. If such a barrier is not overcome,
permanent structural change could not occur and the hole trapping is temporary, i.e.,
the trapped hole is readily reemitted when the electrical stressing is removed. For
instance, ab initio simulation has revealed a category of Vo’s, called the Eδ

′ center,
in the SiO2 [37, 38]. Upon the capture of a hole, structural relaxation of the Si−Si
dimer of the Eδ

′ center is marginal (in fact the remaining electron is shared between
the two Si atoms). The positively charged, singly bond ed Si−Si dimer reverts to
the neutral, doubly bonded Si=Si dimer immediately upon the reintroduction of an
electronic charge to the defect site. On the other hand, there also exists a group of
VO’s called the Eγ

′ centers for which a substantially greater structural relaxation
occurs upon the capture of a hole. The energy barrier for structural relaxation
to occur in the Eγ

′ center is presumably smaller than that for the Eδ
′. Indeed,

examination of the local bonding network has revealed that the Eγ′ center is usually
found in places where a void exists to allow one of the Si atoms to move and become
back-bonded to a nearby oxygen atom to reach an energetically favorable state. One
expects the energy barrier to be more easily overcome under a high oxide field and
temperature, which introduce greater distortion to the oxide network.

Similar ab initio simulation study on the oxynitride [39] and HfO2 has been
made by our group and results show that a larger percentage of the VOs in these
gate dielectrics exhibit substantial structural relaxation following the capture of
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holes as compared to the SiO2. For the oxynitride, it was found that a neighboring
nitrogen atom could facilitate the structural relaxation of VO through N–Si bond
formation involving the former’s lone pair (a mechanism we believe to be similar
to the back bonding of Si to a nearby O atom in the case of the Eγ

′ center).
As for the HfO2, we attribute the result to its greater ionicity and the stronger
electron–lattice interaction. These simulation results may explain (1) why VOs in
the plasma-nitrided gate oxide following NBTI stressing could be observed using
the con-ventional ESR method [34] whereas the same method applied on the SiO2

yielded a negative result. Recently, VOs were successfully observed in the SiO2 with
ESR measurement carried out on the fly (i.e., with the stress continuously applied)
[40]. (2) The oxide field and temperature thresholds for SILC or bulk trap generation
and for the decrease of the Vt recovery per cycle in the HfO2 gate p-MOSFET are
much lower than those for the SiO2 gate devices [14, 16, 20, 21].

11.5 Summary

An overview of recent key experimental evidences highlighting the importance of
hole trapping in NBTI is presented. The role of hole trapping was unappreciated
(and in fact regarded as a parasitic effect) when the focus was largely on the
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Fig. 11.11 The impact of 30 DNBTI cycles on SILC. No apparent SILC is observed for cases
when R is constant, in spite of a substantial increase of |ΔVt|eor. This implies that the |ΔVt|eor is
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significant SILC is observed, indicating that bulk traps have been generated. This means that the
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R-D model in the past. But as revealed in recent studies on DNBTI, the transport
model is unable to explain the cyclical fluctuation and constant recovery of the Vt

shift. These observations are better described in terms of hole trapping/detrapping
at a group of preexisting oxide traps which consistently respond under a given
set of experimental conditions. Moreover, experimental evidence which challenges
a previous hypothesis that oxide trap generation is driven by hydrogen released
from the dissociation of Si–H bonds (at the interface) is presented. In particular,
no apparent bulk trap generation is observed in spite of significant interface
degradation. Instead, bulk trap generation is observed to correspond to the reduction
of Vt recovery or transient hole trapping, implying that the former stems from the
transformation of transient-to-permanent hole trapping.
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Chapter 12
Atomistic Modeling of Defects Implicated
in the Bias Temperature Instability

Al-Moatasem El-Sayed and Alexander L. Shluger

Abstract Capture and emission of carriers by point defects in gate dielectrics,
such as SiO2 and HfO2, and at their interfaces with the substrate are thought to
be responsible for performance and reliability issues in MOS devices, particularly
dielectric degradation and the bias temperature instability (BTI). Ultra-thin silicon
dioxide films are present at the interface between Si and high-κ oxides; thus it is
hoped that understanding the defects in silica which contribute to BTI will also aid
the reliability of devices containing high-κ oxides. This chapter reviews the state of
the art of modeling oxygen deficiency defects implicated in both electron and hole
trapping in amorphous silica (a-SiO2).

12.1 Introduction

Point defects in gate oxides have been implicated in many reliability problems
in electronic devices, including random telegraph noise (RTN), bias temperature
instability (BTI), stress-induced leakage current as well as in degrading the device
performance by reducing the channel mobility and increasing the static power
dissipation by enhancing the gate current [1]. In particular, electron and hole
trapping/de-trapping at point defects in amorphous silica (a-SiO2) gate oxide layers
has been observed under a variety of conditions. Although the electronics industry
is implementing more complex high-κ oxides for use as the gate dielectric, an
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ultra-thin SiO2 layer persists in stacks containing these oxides too. Therefore
it is imperative to understand how point defects in a-SiO2 may contribute to
BTI and device degradation. However, experimental identification of defects is
a significant challenge, even more so as the oxide layers become thinner. The
development of computational modeling tools allows one to create and characterize
atomistic models of defects in materials, aiding their experimental identification and
characterization.

Amorphous silica is a versatile material used not only in micro- and nano-
electronics but in optical fibers and other optical devices, where defects play a
crucial role in determining the properties of materials. Historically, the microelec-
tronics community has borrowed many of the models of radiation-induced point
defects in amorphous silica, which have been investigated by the glass community
for over 56 years, producing electron spin resonance (ESR) data [2–4] and optical
studies of pure and doped silica glass in bulk and fiber-optic forms. Many of the
radiation-induced defects intrinsic to pure and B-, Al-, Ge-, and P-doped silicas
have been reviewed in [5,6]. Spectroscopic properties of hydrogen-related radiation
defects in SiO2-based glasses have been recently studied in a series of papers [7,8].
The nanometer thickness of silica films in novel MOS devices and the presence
of interfaces makes the spectroscopic studies of defects in these films extremely
challenging, and a lot of our understanding is derived from electrical measurements
and theoretical models [1].

For example, ESR studies show that the positive charge generated in relatively
thick irradiated a-SiO2 films correlates with the E′ center creation [9–11]. The RTN
[12] and BTI effects have also been associated with electron and hole trapping at
oxygen vacancies in a-SiO2 [13, 14]. However, a definite connection between the
defects either identified or presumed to exist in silica films and the charge trapping,
stress-induced leakage current and BTI in real MOS devices is still missing.
Extracting atomistic information about electrically active defects is important for
optimizing the stack manufacturing process and device reliability.

In this chapter we present a brief overview of atomistic modeling techniques that
have been used over the past decade in SiO2 defect research and models of oxygen
deficient centers in a-SiO2 implicated in reliability problems of MOS devices.

12.2 Atomistic Modeling Techniques

Computational modeling of structural and functional materials across all scales
is a rapidly growing research area underpinning many applications and strongly
benefiting from the growth in computer power [15]. Until relatively recently
modeling a transistor mainly involved solving the Poisson and current continuity
equations; no knowledge of the atomic structure was needed. Due to the aggressive
scaling of transistors, the number of atoms in each device and hence the number of
defects in the gate oxide is being reduced dramatically and measuring single-carrier
discharges involving only a handful of defects is now a common practice [16]. This
has resulted in significant time-dependent variability of devices manifesting in BTI
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and reduced reliability of the device. The convergence of the ever reducing size of
devices with growing computational power means that it should become possible
to carry out atomistic modeling of real devices in the near future using quantum
mechanical methods. Below we discuss some basic features of such calculations.

A popular method for the calculation of the electronic structures of defects
is Density Functional Theory (DFT) along with periodic boundary conditions or
embedded cluster models of a solid material [17, 18]. These two models differ by
the boundary conditions imposed on a system’s wavefunction. Initially, the periodic
model was developed for calculations of the electronic structure and properties of
ideal periodic crystals, whereas the cluster model was introduced from molecular
calculations. Both models gradually developed to provide accurate description of
defect structures and processes.

The translational invariance of atoms in an ideal infinite crystal has been
exploited in calculations of their band structure with great success [19]. Using
large periodic cells one can also simulate a solid with periodically translated point
defects. Calculations in the periodic model allow one to determine the geometric
structures of defects, such as oxygen vacancies, in different charge states as well
as their energy levels in the gap of an oxide [20]. They have obvious limitations
as the size of periodic cell imposes constraints on the extent and character of lattice
deformation around a defect and the complexity of interfaces which can be modeled.
These limitations are gradually reduced as the size of periodic cells continues to
increase.

Modeling defects in disordered solids and at interfaces between crystallites in
polycrystalline systems often requires more flexibility than periodic models can
provide. Also, optical absorption and ESR properties of defects are more readily
calculated within molecular type models. For example, in many calculations of
defects in a-SiO2 the amorphous network has been represented by small molecular
fragments, including the local environment of a defect and terminated by hydrogen
atoms, e.g., [21, 22]. This molecular model is, however, too rough. It can be
improved by taking into account the interaction of the cluster including a defect
and neighboring ions with the rest of the host lattice as well as the perturbation of
the lattice by the defect, and the reciprocal effect of the lattice polarization on the
defect itself. This is achieved by constructing an external potential into which the
cluster is then embedded and by surrounding the cluster by an infinite polarisable
lattice treated using the classical force field method. Such a potential is called an
embedding potential, and the model—the embedded cluster model [23, 24]. Some
examples of the implementation of this approach and applications to defects in
amorphous and polycrystalline oxides are discussed in [25–29].

Understanding the origins of different defect configurations in amorphous and
polycrystalline materials and predicting their properties requires correlating the
local structural characteristics of oxygen sites in the material, such as bond lengths,
ring size, dihedral angles, with structural models and properties of defects created
at these sites. Using theoretical tools one can build a model of an amorphous
structure and then produce defects in a selection of sites and build a distribution of
defect parameters. Theory usually deals with some idealized models of amorphous
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structure, such as that of continuum random network [30]. These can be generated
by simulating a melt-quench procedure using classical or quantum mechanical
molecular dynamics (MD) techniques [31–33] and the periodic model with large
periodic cells. The DFT calculations are still computationally expensive so that one
can routinely model systems of up to 1,000 atoms and perform MD calculations
for a few picoseconds, dependent on available computational power. Many of the
existing DFT simulations of defects in amorphous silica use 72 or 192 atoms in a
periodic cell [34–36]. Using classical inter-atomic potentials one can model systems
containing millions of atoms and simulations can be run for up to a microsecond,
but no electronic structure information is then provided. The number of atoms in
a periodic cell is important for modeling rare defects or defect configurations in
amorphous structure. The length of MD simulation determines the rate of quenching
of silica melt and hence the quality of the amorphous structure produced. Using very
high rates one can create unrealistic structures and defects [32].

This approach has been used to study the distribution of properties of peroxy
linkage defects [37], oxygen diffusion [38] in a-SiO2, and more recently to analyze
the structures and characteristics of different types of E′ centers in silica [34,35,39–
41]. This has proved very illuminating but only allows one to build good statistics
of defect properties in thermal equilibrium and if a large number of sites in an
amorphous structure is used in the statistical sampling. In those cases where defects
are produced by irradiation and/or samples are only subjected to a partial anneal,
only representative defect configurations can be reliably predicted in a selection of
sites in the amorphous structure employed.

12.3 Oxygen Vacancy Defects in a-SiO2

As mentioned above, oxygen vacancies in a-SiO2 have been implicated in electron
trapping/de-trapping processes involved in RTN and BTI in MOS devices. Below
we discuss models of different charge states of oxygen vacancies in a-SiO2. We note
that the notation E′ center in this chapter is reserved for the paramagnetic centers
created by trapping a hole on a neutral oxygen vacancy. We use the notation Vq

for other charge states of the oxygen vacancy in a-SiO2. The models of four charge
states of oxygen vacancies in a-SiO2 are shown schematically in Fig 12.1.

12.3.1 Neutral Oxygen Vacancy

The neutral oxygen vacancy in SiO2 is implicated as the fundamental positive charge
trap [1]. It is formed when an oxygen atom is missing between two Si atoms in a
regular SiO2 network. Calculations of the oxygen vacancy in SiO2 demonstrate that
the two Si atoms displace toward the vacant oxygen site with the formation of a
Si–Si bond. This center is often referred to as the oxygen deficient center I (ODC I)
and is diamagnetic [6].
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Fig. 12.1 Schematic representation of different charge states of the oxygen vacancy in a-SiO2. Si
atoms represented by yellow spheres and O atoms represented by red spheres. A neutral vacancy
(a) can trap an electron and transform into a negatively charged vacancy (b) or trap a hole and
transform into a positively charged vacancy (c). Double ionization of a neutral oxygen vacancy
or trapping an extra hole by a positively charged vacancy induces strong distortion of the flexible
amorphous network and creation of a V2+ center (d). The singly positively charged vacancy shown
in (c) has several configurations discussed below. Trapping of an electron by the doubly positively
charged vacancy (d) can lead to formation of a back-projected configuration of E′ center, discussed
in Sect. 12.3.3

Calculations of the neutral oxygen vacancy using ab initio and semi-empirical
methods within molecular cluster, embedded cluster, and periodic models predict
the Si–Si bond length to be between 2.3 and 2.7 Å. This bond length is close to
the Si–Si distance in elemental silicon and strongly reduced with respect to the
initial Si–Si distance of ≈3.2 Å, reflecting the flexibility of the SiO2 network and
the strength of the Si–Si bond. The SiO2 network relaxation associated with the for-
mation of a neutral oxygen vacancy is known to be long-ranged. Embedded cluster
calculations in α-quartz by Sulimov et al. [18] and in a-SiO2 by Mukhopadhyay
et al. [40] show that the displacements of ions from their equilibrium positions
are still very significant up to 5 Å away from the defect and propagate as far as
13 Å from the vacancy site both in quartz and in a-SiO2 [18, 40]. The long-range
network relaxation has been shown to be asymmetric due to the absence of inversion
symmetry in quartz and strongly depends on the local environment of vacancies in
a-SiO2 [18], indicating that the local environment strongly affects the position of
the double occupied level of the vacancy, which is located at ≈1.0 eV above the top
of the valence band of SiO2.

12.3.2 Singly Positively Charged Oxygen Vacancies

The ab initio calculations used to explain the origins of 1/ f noise and thermally
stimulated current in MOS devices [1, 33, 39] suggested that it is caused by the
thermally activated capture and emission of carriers at O vacancy centers near the
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Si/SiO2 interface. A similar mechanism has been proposed for explaining NBTI;
however, the nature of electron/hole traps involved has not been fully understood
[9, 16, 42].

Both phenomena involve hole capture from the Si substrate by a neutral vacancy
in the oxide. The results of [1,33,39] identify these defects with at least two kinds of
the positive oxygen vacancy configurations in un-irradiated and irradiated devices.
The first is a “dimer” vacancy configuration (see Fig. 12.1a), often called the E′

δ
center [36, 43]. The second is a neutral or positively charged center, which has two
configurations. One is referred to in the literature as the E′

γ center (in which one
of the Si atoms relaxes through the plane of its oxygen neighbors) and forms a
dipole after the electron capture (see Fig. 12.1c). The other is shown to be a different
kind of configuration, which does not form a dipole after the electron capture (see
Fig. 12.1b).

The prevailing model of the E′ center in SiO2 first introduced by Rudra and
Fowler in α-quartz [44] is similar to the puckered configuration (PC) shown in
Fig. 12.2c. In this model one of the Si atoms accommodates an unpaired electron
on a dangling bond whereas the second Si traps a hole and relaxes through the plane
of its three neighboring oxygen atoms. Importantly this configuration is stabilized
in α-quartz because the puckering Si forms a bond with a so-called back-oxygen ion
(shown schematically in Fig. 12.1b). Allan and Teter were the first to demonstrate
that along with the PC there is the dimer configuration (DC) [see Fig. 12.2a],
wherein the two silicon atoms that face the vacancy relax very little away from
their ideal positions in the perfect quartz lattice [45]. Most calculations predict the
PC to be lower in energy than the DC and there is no clear experimental evidence
that the DC is significantly populated in α-quartz [39, 40, 46].

Contrary to α-quartz, several atomistic models have been proposed for the E′
center in a-SiO2 [39, 40, 47]. E′ center is now understood in a more general sense
as a Si dangling bond with an unpaired electron, which can exist on its own as a
neutral defect or as a part of a positively charged oxygen vacancy (as in Fig. 12.2
b–d), or as an even more complex defect associated with a proton or delocalized
by four or five Si atoms [48]. These defects are labeled by subscripts α , β , γ , δ
to distinguish species characterized by different EPR parameters (see, for example,
[49]). However, their structural models are still controversial. The barrier for the
transformation between PC and DC configurations of the E′ center in α-quartz are
shown to be small (0.1–0.5 eV) [33, 39]. However, in a-SiO2 the very existence
of such barrier depends on a local configuration of the defect. Moreover, the so-
called back-oxygen atom which helps to stabilize the PC in α-quartz is often
located much further away in a-SiO2. This means that there is no back oxygen
to facilitate puckering of the Si ion through the plane of its neighboring three O
ions in many locations in a-SiO2. Ab initio calculations reveal that the PC and
a range of intermediate configurations shown in Fig. 12.2b are the most probable
configurations of the E′ center in a-SiO2 [40]. The flexibility of the a-SiO2 network
gives rise to a range of such configurations characterized by different short- and
long-range network relaxation and wide distribution of positions of defect levels in
the gap. It also gives rise to a very different configuration, termed the back-projected
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Fig. 12.2 Different configurations of the singly positively charged oxygen vacancy, the E′ center,
showing the spin densities represented on wire-frames. The Si atoms are represented by the bigger
white spheres while the O atoms are the smaller dark spheres. (a) Dimer configuration where two
Si atoms form a weak bond. (b) Intermediate configuration, where an unpaired electron is mostly
localized on one Si atom. (c) Puckered configuration, where the unpaired electron is localized on a
three-coordinated Si while the other Si of the vacancy, trapping the hole, is displaced through the
plane of its three oxygen neighbors. (d) Back-projected configuration, where the spin density of
the unpaired electron localized on three-coordinated Si atom is directed away from the vacancy

configuration, comprising an unpaired electron in a positively charged oxygen
vacancy in a-SiO2 shown in Fig. 12.2d. Understanding the possible mechanism of
formation of this configuration requires first describing a doubly positively charged
vacancy.

12.3.3 Doubly Positively Charged Oxygen Vacancies

In addition to the singly charged defects, one may expect that further ionization
of (or hole trapping by) the positively charged E′ centers could produce transient
V2+ centers in SiO2. A doubly positively charged oxygen vacancy, V2+, has been
considered theoretically in [44,50,51]. The doubly ionized vacancy is characterized
by a significant local structural relaxation resulting in a 4 Å Si–Si distance where



312 A.-M. El-Sayed and A.L. Shluger

Fig. 12.3 Schematic of the doubly positively charged vacancies in SiO2. The vacancy is repre-
sented by the gray diamonds. (a) shows the configuration in which both Si atoms relax through the
planes of their oxygen neighbors. (b) shows the second configuration in which one Si atom bonds
with the Oforward atom which is the nearest neighbor of the other Si atom

the oxygen atom has been removed [44]. Chadi showed that the structures of the V+

and V2+ centers in α-quartz are similar and that the V2+ center has a puckered
configuration, where one of the three-coordinated Si atoms moves through the
plane of its three basal oxygens and forms a fourth bond with a distant oxygen
atom from the back-ring [50]. These calculations have demonstrated that the double
ionization of the oxygen vacancy in quartz induces a significant rearrangement of
nuclei extending into the lattice.

The final structure of the relaxed defect in a-SiO2 strongly depends on the local
environment as well as the initial Si–Si distance and positions of the, so called, back
oxygens. The most prominent feature of this relaxation corresponds to the puckering
of both Si atoms around the vacancy backwards through the plane of their basal
oxygens and creation of bonds with distant oxygen atoms from the back rings (see
Fig. 12.3a). The second type corresponds to the relaxation of only one of the Si
atoms back through the plane of its basal oxygen atoms, where it produces a bond
with the distant O atom (see Fig. 12.3b).

The V2+ centers create an unoccupied electronic level in the band gap. As
mentioned above, the actual position of this level strongly depends on the distance
between the two Si ions and the details of relaxation of the surrounding amorphous
network. For the 20 defect configurations considered in [52], the energies of the
one-electron defect levels with respect to the top of the valence band are situated
between 4.7 and 6.4 eV.

The diamagnetic nature of V2+ centers makes their experimental detection dif-
ficult, although they can participate in radiation and stress-induced transformations
of the E′ centers and other defects in SiO2. Calculations of their optical absorption
energies for different configurations predict the optical excitations from the states
in the valence band into the unoccupied defect state in the band gap [52]. Due to
the delocalized nature of the valence band states involved in the strongest optical
excitations, the transitions have relatively weak oscillator strengths, between 0.003
and 0.05. The calculated energies for the optical transitions are distributed in a wide
range between 4.5 and 6.5 eV.
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12.3.4 Back-Projected Configurations of the E′ Center

The doubly positively charged vacancies described above can take part in further
transformations by trapping electrons and converting into E′ centers. However, not
all of them will result in the familiar configurations shown in Fig. 12.2a–c. Injecting
an extra electron into the V2+ configurations produced defect configurations similar
to those of the E′

γ center only in about half of the configurations studied [52]. These
configurations are characterized by the relaxation of one of the Si atoms bearing
the hole toward the vacancy while the other one is located in the plane of its basal
oxygen atoms (Fig. 12.1c). The electronic structure of these centers corresponds to
full localization of an unpaired spin on a Si ion projected towards the vacant oxygen
site. They are characterized by the typical value of the isotropic hyperfine constant
of 42 mT and a slightly orthorhombic g-tensor.

Notably, in half of the configurations the Si atom becomes three-coordinated
while keeping its position inside the back ring. At the same time, the other Si atom
remains four-coordinated bonded with a distant oxygen atom from the back-ring.
The electronic structure of this defect corresponds to the localization of an unpaired
electron on a three-coordinated silicon with the spin density directed backwards
from the oxygen vacancy, hence it is termed a back-projected configuration (see
Figs. 12.2d and 12.4). The calculated hyperfine coupling constant for this defect is
equal to 42 mT, which is similar to that for the E′

γ center.
We note that the total energy of the back-projected E′ center is higher than that of

the corresponding E′
γ center [40]. Therefore, the system is in the local minimum and

can relax into the global minimum overcoming a barrier. The calculated barrier for
converting the back-projected E′ center into the E′

γ -center configuration is around

Fig. 12.4 The back-projected configuration of the E′ center. Si atoms represented by green spheres
and O atoms represented by red spheres. Si1 and Si2 are the Si atoms of the vacancy. Oback is the
back oxygen. The spin density of the localized electron is shown in blue
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1.2 eV [40]. This relatively high barrier hampers thermally activated conversion and
the center can be stable at room temperature.

These results demonstrate that different treatment of a-SiO2 samples and MOS
devices can lead to formation of different types of centers. In particular, V2+ centers
can be easily formed under irradiation and then filled by electrons. This occurs
either as a result of recombination of radiation-induced defects and/or carriers, or
by tunneling from Si. Experimental verification of these finding is difficult. We note
that the ESR properties of back-projected centers are consistent with those of the
recently observed E′

α center in bulk a-SiO2 [53]. The existence of back-projected
configurations of E′ center has been suggested first by Griscom et al. on the basis of
ESR measurements on silica glass samples [54].

12.3.5 Singly Negatively Charged Oxygen Vacancies

There have been suggestions that the neutral oxygen vacancy can serve as a
precursor to both positively and negatively charged vacancy states (see Fig. 12.1b, d)
in SiO2 (see, for example, [9,55]). The experimental observations suggest, however,
that the electron capture cross section of the neutral electron traps is 2–3 orders of
magnitude smaller than that of the hole [9]. Small capture cross-section values may
be one of the reasons why V− centers proved to be difficult to observe and identify
experimentally.

On the theoretical front, earlier molecular cluster calculations suggested that the
great flexibility of the SiO2 lattice could promote trapping of an extra electron by
a neutral vacancy [56, 57], which has recently been confirmed by more detailed
calculations for V− centers in α-quartz [43]. These calculations demonstrated that
the neutral vacancy forms a very shallow precursor site for an extra electron;
before relaxation this electron is predominantly localized in the vicinity of the
vacancy. This suggests a small cross-section for the electron trapping from the
conduction band. However, owing to the flexibility of the silica structure, the fully
relaxed structure is lower in energy by about 1.7 eV. The most prominent feature
of the lattice relaxation is the increase of the Si–Si distance in the vacancy by
approximately 0.2 Å. An unpaired electron is almost equally localized on the Si ions
neighboring the vacancy (see Fig. 12.5). The V− center has the isotropic hyperfine
coupling constant of 32 mT and an orthorhombic symmetry of the g-tensor.

Further calculations for four V− configurations in a-SiO2 confirmed these
conclusions [52]. Kimmel et al. have found that the values of the vertical electron
affinities of V0 vary from 0.5 to 1.6 eV, indicating that some of the vacancies may
have relatively large cross sections for electron trapping. The geometric relaxation
of the defect strongly depends on the local environment of the vacancy and leads to
a lowering of the total energy of the system by 0.8–2.1 eV.

The relaxed electron affinities (these are equal to thermal ionization energies
into the conduction band) vary between 2.0 and 3.3 eV, indicating that the V−
center is a deep electron trap. The unpaired electron of the V− center is delocalized
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Fig. 12.5 Spin density distribution in one of the negatively charged O vacancies in a-SiO2

in approximately equal manner over the two Si atoms neighboring the vacancy
(see Fig. 12.5). The negatively charged vacancy is characterized by the isotropic
hyperfine coupling which varies from 32.8 to 37.4 mT depending on the local
geometry of the defect and an orthorhombic g-tensor. It has been noted that there
are quite strong variations of the components of the g-tensor between different
configurations.

12.4 Role of Hydrogen

The role of hydrogen in the BTI-related processes is not fully understood with
several models having been proposed [58, 59]. It is well established that the
hydrogen atom and molecule interact only very weakly with the silica network and
can diffuse with very small barriers [60, 61]. Dependent on the chemical potential,
a hydrogen atom may adopt a positively or negatively charged state, forming strong
bonds with a bridging oxygen ion or a fully coordinated Si ion in the network,
respectively. The formation of these bonds is accompanied by a strong relaxation of
the surrounding network. These defects, as well as the interaction of a hydrogen
atom with the neutral oxygen vacancy, have been modeled in detail by Blöchl
in the attempt to understand the mechanism of trap-assisted leakage current [36].
These calculations have demonstrated that the hydrogen atom can incorporate into a
neutral oxygen vacancy in α-quartz in three charge states: positive, neutral, and
negative. It has been suggested that this, so-called hydrogen bridge defect (see
Fig. 12.6), can serve as a good candidate for relaying an electron from a metal
electrode into a silicon substrate and thus can be responsible for hot-electron
degradation in thin MOS oxides [62].
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Fig. 12.6 Model of the hydrogen bridging E′ center, identified as the E′
4 center in α-quartz. The Si

atoms are shown as yellow spheres, O atoms as red spheres and H atoms as white spheres

In Si/SiO2/Si systems with a buried oxide, it is known that the incorporation of
H2 molecules results in the formation of protons [60]. Calculations by Lopez et al.
show that E′ centers in SiO2 can act as active sites for the cracking of hydrogen
molecules and releasing protons into the oxide [63]. These calculations demonstrate
that a hydrogen molecule can break into two separate hydrogen atoms as a result
of interaction with an E′ center, causing the formation of two Si–H bonds. The
formation of Si–H bonds causes the E′ center to unpucker and both Si–H bonds to
face each other. A proton can then come off one of the Si atoms (the Si atom that
had originally puckered through the plane of its neighbors) and bind to the nearest
oxygen ion. This reduces the total energy of the system by 0.2 eV, resulting in a
more stable configuration. The proton can then diffuse away, the barrier to which is
measured experimentally as 0.81 eV [64].

Amorphous silica samples can contain three-coordinated Si atoms with a dan-
gling bond passivated by hydrogen. Afanas’ev et al. argued [65] that trapping of a
hole by the Si–H bond of O3 ≡Si–H can lead to the formation of a dangling bond
on O3 ≡Si and release a proton. If the proton diffuses away, the O3 ≡Si· entity with
the dangling bond is equivalent to a neutral E′ center.

Ling et al. carried out periodic DFT calculations of amorphous SiO2 to investi-
gate how Si–H bonds could serve as precursors to E′ centers [47]. They studied 20
models of bulk amorphous SiO2, each containing 216 atoms, and showed that the
energy required for breaking an Si–H bond with the H atom moving to an interstitial
position is ≈4.2 eV. However, if an hole is added to the system, the Si–H bond could
be broken if the hole becomes localized on the bond. This results in the formation
of a three-coordinated Si atom with an unpaired electron and a proton which is
bound initially to the nearest oxygen atom (see Fig. 12.7). The calculations in 20
a-SiO2 models showed that the barrier for dissociating the proton from the three-
coordinated Si and attaching it to one of the nearest oxygen ions (see Fig. 12.7)
ranges from 0 to 0.5 eV, dependent on the initial distance of the proton to the oxygen
to which it binds.
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Fig. 12.7 Neutral E′ center showing the unpaired electron localized on a three-coordinated
Si atom and a proton bound to an oxygen atom in a hydronium-like configuration. Si atoms
represented as yellow spheres and O atoms as red spheres

The calculated values of the isotropic hyperfine interaction between the 29Si
nucleus and the unpaired electron localized on the Si atom range from 40.0 to
47.8 mT. These values are close to those usually associated with the E′ center in
a-SiO2 [66]. The localization of the unpaired electron on a three-coordinated Si atom
renders the properties of this defect similar to those of the E′ center, although the
presence of a proton makes some difference on the defect’s properties. The isotropic
component of the hyperfine interaction between the proton bound in an hydronium-
like configuration (see Fig. 12.7) and the unpaired electron localized on the Si atom
was calculated to be 1.6 mT, similar to the 1.05 mT satellite signals that are seen in
the experiment [7]. The specific position of the proton affects the electron states of
the defect: at the shortest separation they move down by about 0.5 eV with respect
to the long separation exceeding 0.7 nm.

12.5 Conclusions

We outlined the wide range of geometric configurations associated with the oxygen
vacancy in a-SiO2 corresponding to four possible charge states. The positions of the
occupied defect levels in the band gap of a-SiO2 corresponding to different charge
states of oxygen vacancy as well as to the hydrogen bridge defect in a-SiO2 are
summarized in a schematic in Fig. 12.8. The levels are broadened to emphasize
the fact that the disorder in the a-SiO2 network strongly affects the geometric
and electronic structures of the defects. However, the real extent of this effect
is not well understood and the broadening in Fig. 12.8 should not be treated as
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Fig. 12.8 Schematic showing the defect levels of vacancy related defects in a-SiO2. Each defect
level is broadened by an arbitrarily chosen value of 1.0 eV. This broadening is a schematic
representation of the effect of the variable long-range order of the amorphous network

a true representation of how the energies of the electronic states are distributed.
For each particular defect this distribution is affected not only by the disorder
of the amorphous network, but also by the position of the defect with respect to
the interfaces with semiconductor and metal electrodes, confinement of the silica
layer, interaction with other defects and by the bias. In relation to BTI, these
factors also affect the defect diffusion barriers, optical absorption energies and ESR
parameters [41, 47, 52, 67].

The effect of disorder on defect levels has been studied by several groups [40,
46, 52]; however, due to high computational costs, systematic studies started to
appear only recently. In particular, Anderson et al. recently studied a variety of
defects in a-SiO2, including the neutral oxygen vacancy, five-coordinated Si, three-
coordinated Si, three-coordinated O, and two-coordinated Si [34]. To understand the
effects of the amorphous network on the variability of defect properties, 120 uncor-
related models of a-SiO2 were generated containing either 192 atoms or 191 atoms
(to study oxygen vacancies). The structures were obtained using classical MD with
all structures subsequently optimized at the DFT level. Statistical distributions of
defect energies and their switching levels have been calculated for a range of defects
demonstrating the width of distributions of about 1 eV as reflected in Fig. 12.8.

Even as the industry moves toward high-κ dielectrics, the question of the
microscopic origins of BTI in SiO2 devices persists. A thin SiO2 layer (on the
order of 1 nm) in high-κ devices has been shown to interact with high-κ dielectric,
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inducing a rather high density of oxygen vacancy-related defects in this SiO2 layer.
Although models of oxygen vacancies in these ultra-thin silica layers are expected
to remain the same as discussed above, the structure and electrical levels of these
defects will strongly depend on their position in the layer. Identifying these defects
and studying their properties remain a significant challenge for both experiment and
theory.
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Chapter 13
Statistical Study of Bias Temperature
Instabilities by Means of 3D “Atomistic”
Simulation
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Markov, and Asen Asenov

Abstract This chapter presents a comprehensive simulation study of the reliability
performance in contemporary bulk MOSFET devices. With the CMOS technology
entering in the nanoscale era, the statistical variability due to random dopant
fluctuations plays a critical role in determining the transistor reliability performance.
As a consequence, in contemporary devices, reliability and variability cannot be
considered anymore as separate concepts. The reliability has to be reinterpreted as
a time-dependent form of variability. In the first part of this chapter we introduce
computational models and methods for modelling the reliability phenomena in
presence of statistical variability. In particular we present both a frozen-time and a
dynamical approach, showing details of their implementation and verification. In the
second part of the chapter we report a broad set of simulation results highlighting the
importance of variability in reliability evaluation of nanoscale devices. In particular
we analyse the impact of variability on the single transistor and on many different
transistors in presence of a single trapped charge. Then we show the effects related
to multiple trapped charges. Finally the statistical results obtained using the frozen-
time and the dynamical methods are compared in terms of accuracy in predicting
the statistical dispersion in threshold voltage shifts.
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13.1 Introduction

One of the biggest challenges that reliability-aware design methodology has to face
today, in order to keep pace with the aggressive transistor scaling, is the statistical
variability associated with the discreteness of charge and granularity of matter
in nanometre scale CMOS transistors [1–4]. Several works in the last few years
have assessed the intrinsic connection between random fluctuations and reliability
performance, showing that reliability-related parameters, e.g. the device lifetime,
have to be reinterpreted as stochastic variables [5–14]. These aspects are addressed
in detail in [15, 16]. Corroborated by a surge of new experimental evidences, an
important paradigm shift has recently identified the oxide traps as the uniquely
responsible entity leading to phenomena like random telegraph noise (RTN) and bias
temperature instabilities (BTI) [1,17–22]. In contrast, BTI dynamics had previously
been attributed to reaction–diffusion phenomena in the oxide [23–30]. This aspect
is discussed in detail in [31].

The intrinsic interplay between reliability and variability can be understood
considering the percolative nature of the source-to-drain conduction in nanoscale
MOSFETs arising from the potential variations associated with the random dopant
fluctuations (RDF) in the channel [32, 33] and other statistical variability sources,
like line edge roughness (LER) [34] and metal grain granularity (MGG) [35–37].
The device reliability is related to the trap formation and the subsequent charge
trapping phenomena in the gate oxide: it is clear that a charge trapped over a
percolative conduction path will have a large impact on the device threshold voltage
shift, while the impact will be much less if the charge is trapped over a region
which already has low current density. This is clearly demonstrated in Fig. 13.1,
where the 3D simulated carrier density is shown highlighting the percolative nature
of conduction between source and drain and the impact of a trap located over the
preferential conduction path.

Fig. 13.1 (a) Example of percolative conduction path between source and drain in an atomistically
doped 25MOSFET device. (b) The effect of a trapped charge closing off the preferential conduction
path during the threshold voltage reading operation



13 Statistical Study of BTI by Means of 3D “Atomistic” Simulation 325

Therefore, the importance of developing three-dimensional (3D) physics-based
simulation tools to fully understand the phenomenology of reliability in presence
of statistical variability becomes evident. The overall drift-diffusion simulation
framework that we have developed for the reliability evaluation of nanoscale
MOSFETs in presence of statistical variability is reported in Fig. 13.2 and is
presented in greater detail in the rest of this chapter. Note that the oxide breakdown
will not be taken into account in the following, although it could be easily included
in our simulation framework once a physics-based model is provided. In the
next sections we will discuss the modifications of the 3D-atomistic drift-diffusion
simulator GARAND [38], in order to deal with the charge trapping in the gate
oxide. Next, we will introduce the Kinetic Monte Carlo (KMC) engine developed to
reproduce the stochastic nature of charge injection/emission from the channel to the
gate oxide during the BTI stress/relaxation. Finally we will show results obtained
using both frozen-time and dynamical simulation approaches.

13.2 Charge Trapping in a Drift-Diffusion Framework

In this section we report the drift-diffusion-based simulation framework developed
to study the reliability in presence of RDF-induced variability in decananometer
MOSFET devices. We first explain how the discrete traps have been introduced in
the existing University of Glasgow/GSS quantum-corrected drift-diffusion simula-
tor GARAND [38]: this allows us to perform frozen-time simulations, as reported
in Sect. 13.3. Then, we introduce a dynamical simulation approach based on a KMC
engine: this allows us to perform time-dependent reliability evaluations, as reported
in Sect. 13.4.

13.2.1 Introduction of Discrete Oxide Traps in GARAND

In our approach, a discrete trap is described by means of three spatial coordinates
(xT ,yT ,zT ), one energy level (ET ), a capture cross section (σT ) and an occupancy
status (OccT ), as reported in Table 13.1. At this stage, we are considering only
one kind of traps featuring an amphoteric (tri-state) behaviour with neutral status
when unoccupied. Moreover the cross section is approximated as a constant and
independent from the trap occupancy. In the rest of the chapter σT = 10−14 cm2 is
adopted [39,40]. This description can be refined and generalized once experimental
data and ab initio simulations are available for the conception of more elaborate and
accurate mesoscopic models.

In order to model the electrostatic effect of the trapped charge when a trap is
occupied, the charge is assigned to the surrounding nodes of the device discretisation
grid using the Cloud-In-Cell (CIC) technique, in the way that ionized impurities in
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Fig. 13.2 General drift-diffusion computational framework for the reliability evaluation of
nanoscale MOSFETs



13 Statistical Study of BTI by Means of 3D “Atomistic” Simulation 327

Table 13.1 Discrete oxide
trap definition in GARAND
simulator

Trap parameter Description

Kind Amphoteric
xT , yT , zT (nm) Positional coordinates
ET (eV) Energy level
σT (cm2) Capture cross section
OccT (−1,0,+1) Trap occupancy
τc (cm2) Capture time constant
τe (cm2) Emission time constant

Fig. 13.3 (a) Schematic representation of Cloud-In-Cell charge assignment; (b) threshold shift
ΔVT versus charge density, with the position of the sheet charge (relative to the Si-oxide interface)
as a parameter. The results from the analytical expression for uniform sheet charge (line) are
overlapped by the numerical solution for fractional charges distributed uniformly on the device
grid (dash)

Si are treated [33]. In this approach, the charge associated with a single trap is
spread over the eight surrounding mesh points using a weight function inversely
proportional to the distance between the trap and the mesh point positions, as:

wxm =

{
1−|xi− xm|, if |xi − xm|< 1.

0, otherwise
(13.1)

where xm is the coordinate of the mesh node and xi the trap position. Figure 13.3a
schematically illustrates this method of charge assignment.

Figure 13.3b verifies the implementation of the scheme, by showing that a
collection of fractional point-charges placed in a plane above the Si-oxide interface
induce the same threshold shift VT as predicted by the analytical expression
ΔVT = −QS/Cox, for the equivalent sheet density of charge QS, considering the
ideal oxide sheet-capacitance Cox.

Two other important parameters associated with a single trap are its capture time
constant (τc) and emission time constant (τe): these variables depend on the trap
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Fig. 13.4 Schematic representation of capture time constants calculation using WKB tunnelling
approximation

spatial position, on the trap energy level, on the trap capture cross section and
on the applied bias conditions according to the physics-based model presented in
[11, 41–44]:

τc = exp

(
EA

kT

)
q

∫
J(x,y)dxdy

(13.2)

τe = τcexp

(
−ET −EF

kT

)
(13.3)

In Eq. (13.2) the capture time constant is computed by evaluating, under the
Wentzel–Kramer–Brillouin (WKB) approximation, the tunnel current density J(x,y)
that reaches the trap from the channel, and integrating it over an area equal to
the trap cross section, as sketched in Fig. 13.4. Please note that the integration in
energy starts from the maximum between the trap level and the silicon conduction
band bottom. The exponential pre-factor in Eq. (13.2) models a multi-phonon
assisted capture, as done in [45]: in this context EA represents the activation
energy of the capture process. This correction is necessary to take into account
the experimentally observed temperature dependence of the capture time [45–50].
However, the dependence of EA from the electric field is neglected in our model.
This dependence is necessary to carefully model the time constants behaviour,
especially at high gate voltages [51]. A quadratic field correction to this term can
be straightforwardly implemented as in [48], or a more refined correction can be
introduced following [51]. The emission time constant is obtained from the capture
time constant through Eq. (13.3) in order to respect a detailed balance [52, 53]:
to this aim the local difference between the trap energy level in the oxide and
the quasi-Fermi level in the channel has to be calculated. Because of the non-
negligible trap energy level shift following a trapping event in nanoscale devices,
the SRH statistics may not be fully appropriate for modelling the capture/emission
balance and corrective terms due to Coulomb blockade [46] or lattice relaxation
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Fig. 13.5 (a) Capture and emission time constants as a function of applied gate voltage (ET =
3.0 eV below SiO2 conduction band, EA = 0.5 eV, T= 300 K); (b) capture and emission time
constants as a function of trap energy depth below the SiO2 conduction band (VG = 0.4 V,
EA = 0.5 eV, T= 300 K); (c) capture and emission time constants as a function of temperature
(VG = 0.4, ET = 3.2 eV, EA = 0.5)

effects [48, 51] have been proposed in literature. However, the aim of this work
is to stress the importance of variability in reliability simulation of decananometer
MOSFETs and not to present an ultimate model for the capture and emission time
constants ruling the BTI behaviour. Figure 13.5a shows the dependence of capture
and emission time constants on the applied gate voltage. Both capture and emission
time constants strongly depend on the applied gate bias, with capture (emission)
time constant decreasing (increasing) when the gate bias increases for the case of
the analysed n-channel MOSFET (this dependence is even stronger, above threshold
voltage, when the field dependence of EA is introduced [48]). Further, Fig. 13.5b
shows that the emission strongly depends on the traps energy position ET , while
the capture time remains practically constant if the trap level in the oxide is below
the quasi-Fermi in the channel; if the trap level is above the Fermi level, then
the capture time constant start to increase because the energy integration used in
WKB tunnelling starts from the energy level and not from the silicon conduction
band bottom (see Fig. 13.4 and relative comments). As a consequence of Eq. (13.3),
when the capture time increases, the emission time departs from its pure exponential
behaviour with respect to energy level. Finally, Fig. 13.5c shows that both capture
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time and emission time decrease with the increase of temperature. Note that while
the capture time has an activation energy EA = 0.5 eV, assigned as a model parameter
(see Eq. (13.2)), the emission time exhibits a larger activation energy (0.7 eV)
because of the additional contribution given by the difference between the trap
energy level and the Fermi level in the channel (see Eq. (13.3)). This computational
framework allows the simulation of frozen-time reliability in presence of variability,
as reported in Sect. 13.3.

13.2.2 Dynamic Charge Trapping and Traps Generation:
KMC Approach

In the previous paragraph we have introduced a computational framework that
allows the frozen-time simulation of reliability: this means that for a given time
we can assume that our devices have an average number of filled traps with a
Poissonian statistical dispersion and study the device performance for that given
level of degradation. The previous approach neglects two important aspects related
to the temporal evolution of the device degradation:

1. The existing traps are not instantaneously filled at a given time, but the charge
trapping/detrapping is ruled by stochastic processes having time constants that
depend on the electrostatic conditions (and in turn on the occupancy status of the
available traps at a given time).

2. The number of traps in the gate oxide does not remain constant but increases with
time according to dynamics that are accelerated by the stress bias conditions, or
decreases due to annealing phenomena.

We start considering the first point, assuming a fixed number of traps (constant in
time) is present in the device. Figure 13.6 shows the simulation procedure developed
for the statistical dynamical analysis of device reliability. An outer Monte Carlo
loop is used to gather results on thousands of microscopically different devices:
after defining the stochastic configuration of atomistic dopants and oxide traps,
the 3D electrostatics and the drift-diffusion (DD) equations are solved to obtain
the threshold voltage (VT ) of the fresh device. An inner KMC loop is then used
to simulate the stochastic charge-injection process from substrate to oxide traps:
once the cell electrostatics is solved for typical stress bias conditions, the tunnelling
current density J(x,y) reaching each trap is calculated over the channel area in the
WKB approximation and the average capture time constant 〈τc〉 is computed for
each trap through Eq. (13.2). The average emission time constant 〈τe〉 is derived
for each trap by Eq. (13.3). Then, for each trap, the stochastic capture times τc and
τe are drawn from two exponential distributions with average value 〈τc〉 and 〈τe〉,
respectively. Based on these random times, the KMC engine chooses the lucky trap
and the corresponding trapping or detrapping event. After each event the device VT

is calculated again and, if the failure limit (e.g. ΔVT = 30 mV) is not reached, the
internal Monte Carlo loop is repeated.
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Fig. 13.6 Simulation procedure for dynamical reliability simulation including the Kinetic Monte
Carlo loop

The KMC engine is implemented in a way that a general number of traps and
a general number of events can be handled. With this flexibility in mind, we can
introduce in the list of possible events also the trap formation event in addition to
the trapping and detrapping events. The algorithm consists of the following steps:
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Fig. 13.7 (a) Random sequence of four events as obtained from the KMC algorithm. Each event
is represented by a symbol (1= “ˆ”, 2= “.”, 3= “*”, 4= “0”); (b) frequency distribution of the
inter-event time steps

1. Set the time to zero
2. Calculate 〈τc〉 and 〈τe〉 for each possible trap (event) from Eqs. (13.2) to (13.3)
3. Calculate the cumulative distribution function (total rate):

Ri =
i

∑
j=1

(
1
τ j

)
i = 1,2,3, . . .N

4. Generate random number r and decide which trap (event) to fill by

Ri−1 < rRN ≤ Ri

5. Fill or empty trap i
6. Update the time: get another random number r and compute capture time

τ (i) = τ (i− 1)+Δτ

where

Δτ =
1

RN
ln
(
1/r′
)

7. Is the process complete?

NO =⇒ go to step 2 YES =⇒ Finish

Figure 13.7a shows a graphical example of a random sequence of four types of
events (that we can imagine to be, for example, capture, emission, trap formation
and trap annealing), with assigned average rates of 200 (symbol ˆ), 270 (symbol .),
30 (symbol *) and 8 (symbol 0) Hz. The picture reports a fragment of the output of
the simulation illustrating the random order in which the different events appear.
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Fig. 13.8 (a) RTN trace for the analysed 25 nm MOSFET device for VG = 0.15 V; (b) RTN traces
for the case a multiple traps in the device

This order is associated with the random numbers used in the KMC engine.
Simulated time was 33 ms. The total counts of events of each type (505,104,
680,379, 75,292, 20,131) reflects the proportions between the scattering rates in
the KMC algorithm.

In order to verify the accuracy of the method used for implementing the KMC
algorithm, we report in Fig. 13.7b the simulated inter-event time step obtained in the
computational experiment of Fig. 13.7a. The distribution of inter-event time steps is
confirmed to be exponential, as expected from the step 6 of the algorithm which
drawn each event time from exponential distributions. Note that the stochasticity of
the time steps is governed by the second random number (r) used in the algorithm,
which is carefully derived in a manner that ensures it is uncorrelated with the random
number governing the order of events (r).

This computational framework allows the time-dependent simulation of reli-
ability in presence of variability. Please note that a similar approach has been
already used in [54], albeit neglecting the impact of 3D electrostatic and atomistic
variability. In the remaining of this section we report just some example of
dynamical simulation results to show the capability of this tool, while a detailed
statistical analysis will be presented in Sect. 13.4. The simplest situation illustrates
a process related to a single trap that can capture or emit a charge: this is the typical
situation describing the RTN phenomenon affecting the drain current of MOSFET
over time. Figure 13.8a shows a simulated RTN trace on our 25 nm MOSFET
template described in Sect. 13.3: the drain current continues to oscillate between
a high state (empty trap) and a low state (filled trap) with random time intervals
obtained by our KMC procedure. In the same way, this methodology can be used to
simulate the dynamic behaviour of more than one trap, as shown in Fig. 13.8b where
we report the threshold voltage shifts in time for the same device in presence of 3,
5 and 7 traps in the gate oxide, as indicated.

Furthermore, the same procedure reported in Fig. 13.6 can be used to simulate
BTI. In fact, if we consider the case with more than one trap and apply stress bias
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Fig. 13.9 (a) BTI stress simulation: charging traces are stochastic based on RDF and number of
traps; (b) BTI relaxation: discharging traces are stochastic based on RDF and number of traps

conditions (e.g. VG = VDD) instead of VT -reading conditions, we obtain the BTI
stress traces reported in Fig. 13.9a. Note that even maintaining fixed the number of
traps (i.e. ignoring trap creation/annealing) a large variation in the time to failure
(e.g. reaching a predetermined ΔVT ) is obtained due to the RDF-induced statistical
variability and to the fluctuation in the number of traps from device to device.
In the same way, after the BTI charging, we can recover part of the degradation
by applying relaxation bias conditions (e.g. VG = VT ). The result is shown in
Fig. 13.9b, where once again the role of statistical variability in reliability evaluation
of nanoscale MOSFET devices clearly appears.

The generality of the KMC procedure allows us to deal with the second problem
mentioned at the beginning of this paragraph: the number of traps in the gate
oxide tends to increase during stress. The trap formation can be straightforwardly
introduced in the KMC routine, treating it as a new event, the rate of which
may depend on the applied gate voltage, current flux, temperature, etc. [55–58]:
the KMC engine then will choose the sequence of events taking into account
charge capture, charge emission, and new trap formation. In similar way, the trap
annealing event can be introduced in the class of possible events [59]. However, in
the rest of the chapter we will focus our attention on the variability affecting the
trapping/detrapping events, neglecting, in first approximation, the trap formation
and annealing.

13.3 Frozen-Time Simulation of Reliability in Presence
of Variability

In this section we present frozen-time simulation results of reliability using a 25 nm
bulk n-channel MOSFET as a test structure. After a brief description of the template
transistor, we will show the frozen-time statistical results analysing the impact
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Fig. 13.10 Net doping
profile for the template
n-channel 25 nm bulk
MOSFET

of variability in a single transistor and on many transistors, highlighting also the
effects related to many trapped charges in the gate oxide. In the following we will
consider RDF [4, 32, 33, 60–62] as main source of variability, neglecting the impact
of LER [34, 63] and MGG [35, 37].

It is also important to mention that the impact of trapped charge on mobility
is not taken into account in this analysis, as a drift-diffusion approximation is
adopted to solve the continuity equation. A refined evaluation of the impact of
charge trapping on carriers mobility may require a Monte Carlo approach to the
charge transport [64], that is beyond the scope of this work. As a final remark, note
that the density-gradient quantum corrections adopted in GARAND allow to obtain
simulation results that show very low sensitivity to the mesh-size [33, 65].

Our simulation study has been carried on using an n-channel bulk MOSFET with
a physical gate length of 25 nm, representative for the 22/20 nm CMOS technology
generation. This device has been created using the Gold Standard Simulations
process simulator, ION [38]. This process simulator has been designed in order to
allow the generation of realistic doping profiles that closely match those obtained
from full process simulation. ION uses published data for the stopping distances
of ions in matter, and associated projected range and straggle parameters to create
complex doping profiles. It also simulates the doping activation/annealing process.
The 25 nm bulk MOSFET has been designed following the prescriptions of the
ITRS-2010 update and subject to realistic physical constraints. The device features
a high-dielectric gate stack with 0.85 nm EOT and has metal gate. The device
structures and doping profile are shown in Fig. 13.10, while the main geometric
and electrical parameters are summarized in Table 13.2.

13.3.1 Single Transistor Variability

In order to study the reliability in presence of RDF-induced statistical variability,
we first analyse how the capture/emission time constants and the threshold voltage
shift associated with a single trap are stochastically dispersed over the channel area
of a single atomistically doped device (chosen to be representative of the average
behaviour). Figure 13.11a shows that the threshold voltage shift (ΔVT ) is largely
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Table 13.2 Geometrical and
doping parameters for the
template n-channel 25 nm
bulk MOSFET

Parameter Value Description

Lg (nm) 25 Physical gate length
EOT (nm) 0.85 Equivalent oxide thickness
x j (nm) 15 S/D extensions
NA (× 1018 cm−3) 4.5 Channel doping
Vdd (V) 1 Supply voltage
Io f f (nA) 100 Off current
Ion (μA) 1,351 Drive current
Spacer (nm) 24 Spacer length
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Fig. 13.11 (a) VT shift as a function of the trap position along the channel length; (b) capture time
constant along the channel length for three different zT and Vg =VT ; (c) emission time constant
along the channel length for three different zT and Vg =VT

dispersed over the channel area (zT fixed at 0.3 nm from channel interface). The
dispersion reaches its maximum at the centre of the channel and then decreases
towards the source and drain regions, where the electrostatic screening coming from
the high charge density in the S/D extension overlap-regions lowers the fluctuation
amplitudes due to random dopants. Similar considerations hold for the capture
time constants (Fig. 13.11b), while the emission time constants are less affected by
variability for a fixed vertical position zT (Fig. 13.11c). However, it should be noted
that still a large dispersion of both capture and emission time constants is present if
we take into account also the zT variations.
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Fig. 13.12 (a) Carrier concentration in the channel area at threshold of a given device;
(b) corresponding current density in the channel area, at threshold; (c) capture time constant over
the channel area; (d) threshold voltage shift over the channel area

It is also interesting to analyse if any correlation exists between the capture
time constants and the ΔVT . For the discussion so far, one could expect some
kind of correlation between the two variables, given the envelope-shapes of the
dispersions of the two variables with the lateral position. Indeed we stated that the
most effective traps in terms of ΔVT are that having position over a percolative
conduction path, i.e. over regions of the channel with high carrier concentration.
Because of Eq. (13.2), the same regions with high carrier concentration give rise
also to fast capture events, as shown in [8, 12] (and also visible in the 2D maps
of Fig. 13.12a, c). However, it is worth noting that high carrier concentration is
only a necessary condition (and not sufficient) to have a continuous percolative
path between source and drain: this is clearly demonstrated comparing Fig. 13.12a
with b, where we report the simulated carried density and current density over the
channel area at threshold bias conditions. This clearly means that ΔVT is correlated
with the presence of a percolative path (compare 2D maps in Fig. 13.12b and d), but
completely uncorrelated with the carrier concentration in the channel, as confirmed
by the results reported in Fig. 13.13a. As a consequence, ΔVT and the capture time
constants are uncorrelated variables, as shown in Fig. 13.13b.

13.3.2 Many Transistors Variability

In this paragraph we will analyse the variability in the reliability figures of merit
from transistor to transistor. To this aim, we have carried out simulations of an
ensemble of 1,000 microscopically different devices, considering in each of them
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Fig. 13.13 (a) Threshold voltage shift as a function of the carrier concentration in the channel;
(b) threshold voltage shift as a function of the trap capture time constant
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the presence of a single trap. In this case, both the trap position (xT ,yT , zT ) and
its energy level ET are chosen from uniform random distribution, in such a way to
evaluate the impact on the variability of ΔVT and capture/emission time constants.
The ET range is chosen to be 3.15± 0.15 eV below the oxide conduction band.
Figure 13.14 shows that the single-trap-induced ΔVT along the channel length
obtained on many devices exhibits a similar behaviour of that obtained within a
single device. This also highlights that the variability of the (xT ,yT ) position is
dominant over the variability in the vertical zT position. It is worth reminding that
the variability on the energy position has no impact on ΔVT .

In Fig. 13.15a we report the cumulative distribution of the ΔVT (solid line). The
exponential behaviour of the distribution is evident and is a clear fingerprint of the
percolative conduction regime in the channel (Fig. 13.15b). It is worth mentioning
that whenever the conduction loses its percolative behaviour (i.e. at high gate bias,
when the conduction is quite uniform because of screening effects on the discrete
dopants) the cumulative distribution is not anymore a pure exponential, as already
experimentally shown in [7] and as evident from our simulation results obtained on
a uniformly doped device (Fig. 13.15a, dashed lines).

Figure 13.16a shows that the capture/emission time constants are also statistically
dispersed from device to device. The shape of the distribution is similar to that
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Fig. 13.15 (a) Cumulative probability distribution of threshold voltage shifts for 1,000 atomistic
devices (solid) and for 1,000 continuously doped devices (dashed); (b) simulated potential
fluctuation in the channel: the plane helps to visualize the presence of percolation paths
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obtained with the analysis on single device reported in Fig. 13.11b. However in this
case the variability is much larger because both the zT and ET variation are taken
into account. In fact Fig. 13.16b shows that both capture and emission time constants
increase with increasing zT : the former is due to the increase in the tunnelling barrier
width, the latter is due to the proportionality of τe to τc imposed by Eq. (13.3) in
our model, and because the increase in zT also leads to an increase in the average
difference between ET and EF . Additionally, Fig. 13.16c shows that the capture time
is not correlated with ET , while the emission time constants are positively correlated
with ET .

Finally, in Fig. 13.16d we show the cumulative distribution of capture and
emission time constants for the 1,000 analysed atomistic devices. It is evident that
considering the fluctuations of zT and ET , in addition to that of xT and yT , has a
dramatic impact on the variability of time constants. The impact is especially strong
on the emission times that span a range of values of 11 orders of magnitude. It is
obvious that if the traps involved in the BTI phenomenon are only interfacial traps
(zT = 0), then the variability due to zT is suppressed and the overall variability in
the time constants is reduced, as shown in Fig. 13.16d. Please note that the extreme
reduction in emission time variability is due to the fact that fixing zT we are reducing
also the variability in the absolute energy of the traps.

13.3.3 Many Traps Effects

We now consider the case in which more than one charge is trapped in the gate
oxide. The aim of this paragraph is to analyse how the properties of the single
trap change under the influence of neighbouring occupied traps. This point is of
utmost importance for the BTI dynamic behaviour analysis: the same identical trap
can give a completely different response depending on the influence of the other
traps. Figure 13.17 shows the cumulative distribution of ΔVT due to one single trap
in presence of seven other traps. Note that a single atomistic device is employed
in this simulation experiment, and that there are 2N−1 possible configurations of
the remaining traps (leading to 128 data-points per trap). It is clear that the ΔVT
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value given by each trap is influenced by the occupancy status of the other traps
and that this influence largely depends on the position of the given trap. Please
note the influence of neighbour traps can give either a positive or a negative
contribution to the ΔVT expressed by the single trap in absence of perturbation.
Additionally, Fig. 13.18 shows that the average capture time constant of each trap
is even more strongly influenced by the occupancy status of the neighbouring traps.
The difference in the ΔVT and capture time behaviours is due to the fact that the
capture time is calculated during the stress operation (that is at fixed gate bias,
so that a filled trap has an effective impact on channel electrostatics), while ΔVT

is calculated during the reading operation (that is at fixed drain current, so that
the conduction profile is reorganized at each trapping event in order to sustain the
reading current).

13.4 Dynamical Simulation of Reliability in Presence
of Variability

The results presented in the previous section are obtained with a frozen-time
technique, i.e. neglecting the dynamics of charge trapping detrapping and assuming
that at a certain time a certain number of charges (Poissonianly distributed) are
trapped in the oxide. In order to study the charge trapping/detrapping dynamics, the
full KMC procedure presented in Sect. 13.2.2 has to be used.

Figure 13.19 shows the dynamical simulation results for 200 atomistic devices
(featuring 24 Poissonianly distributed traps) under BTI stress conditions (VG = 1 V).
It clearly demonstrates how reliability performance is strongly affected by statistical
variability. The time-to-device failure (defined as the time necessary to reach a limit
ΔVT ) becomes a stochastic variable for nanoscale devices. In other words, reliability
has to be reinterpreted as a time-dependent form of variability in contemporary
CMOS technology. In this picture it is highlighted how devices with the same
number of traps can show completely different reliability performance, depending
on the relative location of traps with respect to the substrate dopants. From the
analysis of the data of Fig. 13.19 we can better understand the stochastic behaviour
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Fig. 13.20 (a) Normal probability plot of the threshold voltage at three different BTI stressing
times (VD = 50 mV, VG = 1.0 V; (b) cumulative distribution of the threshold voltage shift at three
different BTI stressing times; (c) scatter plot of ΔVT (after 10 s stress) as a function of the initial
device VT ; (d) scatter plot of ΔVT (after 0.01 s stress) as a function of ΔVT (after 10 s stress)

of these devices under BTI stress conditions. Figure 13.20a shows the threshold
voltage distribution at three different stress times: the average of the distribution
increases as a consequence of the charge trapping, but the standard deviation is
barely modified. To further investigate the effects of the charge trapping we report
in Fig. 13.20b the cumulative distribution of the threshold voltage shifts obtained at
the same stressing times of Fig. 13.20a. It appears that the dispersion of threshold
voltage shifts increases with the stressing time, with extreme transistors able to reach
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nearly 100 mV of shift after 1 s of stress. It is also interesting to show that the ΔVT

reached at a certain stress time is completely uncorrelated with the initial device
threshold voltage (Fig. 13.20c). Moreover, Fig. 13.20d shows that the ΔVT reached
after a stress time t1 and the ΔVT reached after a subsequent stress time t2 are also
uncorrelated, demonstrating that the reliability performance evolves in a stochastic
way for the same device: a device that starts with bad reliability performance can
show a better behaviour later and, vice versa, a device that starts with good reliability
performance can show a worse behaviour later. This also suggests that RTN and BTI
performance are not correlated, as already demonstrated in [20, 21].

Another important information we can extract from the dynamical simulations
in Fig. 13.19 is the time-to-device-failure defined as the time necessary for a
given device to reach the maximum tolerable threshold voltage shift (e.g. 30 mV):
Fig. 13.21 shows that this reliability figure of merit is statistically dispersed over
5 order of magnitudes, demonstrating that any reliability projection based on the
average device is completely useless for the sake of a reliability-robust design.
Further, Fig. 13.21 shows that the time-to-device-failure does not follow a Gaussian
distribution. This is a caveat to take into account when compact analytical model is
used to estimate the reliability figure of merit distributions of nanoscale devices.

The same KMC algorithm can easily be used to simulate the BTI relaxation after
stress. The relaxation phase has received, in the last few years, a great experimental
and modelling attention [1, 48, 66–68], mainly because the very long relaxation
tails—of almost logarithmic nature [69–71]—cannot be successfully described by
the reaction–diffusion model [71] and could hold the key to unravel the underlying
NBTI mechanism.

Figure 13.22 shows an example of stochastic BTI relaxation obtained from
1,000 simulations of one randomly selected device. Starting from this curves it is
possible to build the so-called Time-Dependent Defect Spectroscopy (TDDS) maps,
introduced for the first time in [72, 73] and successfully used to characterize the
properties of the discrete traps underlying the BTI [72, 73]. Figure 13.23 shows an
example of TDDS map obtained from the relaxation curves of Fig. 13.22. This map
allows to identify and characterize the defects involved in BTI over a very large
relaxation time range. In this way both fast and slow traps can be studied in detail.
Each trap appears with an emission time constant distributed over several orders of
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magnitude, as a result of the stochastic nature of discrete charge emission. Further,
also the ΔVT associated with each trap may show slightly different values depending
on the interaction with other traps (Fig. 13.17). A detailed review of TDDS theory
and application is given in [74].

In order to conclude this chapter, it may be very useful to compare the
frozen-time and the dynamical simulation results. It is obvious that the frozen-
time approach presented in Sect. 13.2 cannot provide information regarding the
charge trapping dynamics as, for example, the time-to-device-failure value and
its dispersion. However, we can at least compare the frozen-time and the KMC
dynamical methods in terms of accuracy in providing results of the ΔVT amplitude
dispersion. It has been shown in [42, 75] that the charge trapping dynamics can
lead to sub-Poissonian dispersion of the ΔVT amplitude. If this is the case, the
frozen-time approach will lead to an over-estimation of the ΔVT dispersion, because
in this method the charges are always distributed according to the Poissonian
statistics governing the distribution of number of traps in the ensemble of devices,
hence neglecting any deviation in the number of trapped charge due to charge
injection dynamics. However, Fig. 13.24 shows that, in the range of interest of
BTI phenomenon (i.e. ΔVT < 30 mV), the ΔVT dispersion predicted by the KMC
approach follows a Poissonian behaviour. This means that the electrostatic feedback
provided by the trapped charges is not strong enough to give rise to a reduction
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of the dispersion of the injected carriers and, in turn, a reduction of the ΔVT

dispersion. This result is fundamental for the development of analytical and practical
models that account for the time-dependent statistical variability in devices and
circuits [10, 76, 77].

13.5 Conclusions

We have presented a thorough simulation study of the reliability performance
in contemporary bulk MOSFET devices. Because gate length has reached the
decananometer region, the statistical variability due to RDF plays a role of utmost
importance in determining the device reliability performance. Indeed, in nanoscale
devices, reliability and variability cannot be seen anymore as separate concepts, but
reliability has to be reinterpreted as a time-dependent form of variability. In the first
part of the chapter we have shown the computational models and methods devel-
oped and implemented at the University of Glasgow for modelling the reliability
phenomena in presence of statistical variability. In particular we have presented a
frozen-time and dynamical KMC approach, showing details of their implementation
and verification. In the second part of the chapter we have shown a broad set of
simulation results highlighting the importance of variability in reliability evaluation
of nanoscale devices. In particular we have analysed the impact of the variability on
the single transistor and on many different transistors in presence of a single trapped
charge. Then we have shown the effects related to multiple trapped charges. Finally
the statistical results offered by the frozen-time and the KMC methods have been
compared in terms of accuracy in predicting the statistical dispersion in threshold
voltage shifts. The drift-diffusion-based computational tools and methodologies
presented in this chapter represent a valuable instrument to shine light on the
intricate phenomenology of reliability in contemporary devices.
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71. H. Reisinger, O. Blank, W. Heinrigs, A. Mühlhoff, W. Gustin and C. Schlünder. Proc. IRPS

2006, 448–453 (2006).
72. T. Grasser, H. Reisinger, P.-J. Wagner, W. Goes, F. Schanovsky and B. Kaczer. Proc. IRPS

2010, 16–25 (2010).
73. M. Toledano-Luque, B. Kaczer, E. Simoen, P. J. Roussel, A. Veloso, T. Grasser and

G. Groeseneken. Microelectronic Eng. 1243–1246 (2011).
74. H. Reisinger (2013) The time dependent defect spectroscopy. In: T. Grasser (eds) Bias

temperature instability for devices and circuits. Springer, New York
75. C. M. Compagnoni, A. S. Spinelli, R. Gusmeroli, S. Beltrami, A. Ghetti and A. Visconti. IEEE

Trans. Elec. Dev. 55, 2695–2702 (2008).
76. B. Kaczer, P. J. Roussel, T. Grasser and G. Groeseneken. IEEE Elec. Dev. Lett. 411–413 (2010).
77. B. Cheng, A. R. Brown and A. Asenov. IEEE Elec. Dev. Lett. 32, 740–742 (2011).



Chapter 14
A Comprehensive Modeling Framework
for DC and AC NBTI

Souvik Mahapatra

Abstract This chapter presents a comprehensive modeling framework to explain
DC and AC NBTI experiments. The framework consists of uncorrelated contri-
bution from interface trap generation, along with hole trapping in process-related
preexisting and stress-induced generated bulk insulator traps. A wide range of
experimental data, such as time evolution of degradation during and after DC stress,
very long-time stress experiments, AC degradation as a function of pulse duty cycle
and frequency, and measurement speed dependence of DC and AC NBTI, can be
successfully explained for devices having wide range of gate insulator processes.
Model equations and parameters have been listed.

14.1 Introduction

In this chapter, DC and AC Negative Bias Temperature Instability (NBTI) measure-
ments are explained by using a comprehensive modeling framework of uncorrelated
contributions from interface trap generation (ΔNIT), together with hole trapping in
preexisting (ΔNHT) and generated (ΔNOT) bulk insulator traps [1]. Generation and
recovery of interface traps are modeled using the H/H2 Reaction–Diffusion (RD)
model [2, 3]. Hole trapping and detrapping are modeled using the 2-energy level
model [4, 5]. Generation of bulk insulator traps is modeled using an empirical
formula, although its contribution has been found to be negligible in thin gate
insulator devices under use condition [1, 6]. It will be shown that the proposed
comprehensive modeling framework can explain the following NBTI features with
consistent set of model parameters: (1) time evolution of threshold voltage shift
(ΔVT) during DC stress and (2) recovery of ΔVT after DC stress, (3) time evolution
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of ΔVT at long stress time (t-stress) obtained from High Temperature Operating
Life (HTOL) measurements, dependence of ΔVT during AC stress on (4) pulse
frequency and (5) pulse duty cycle, (6) impact of measurement speed on DC and
AC measurements, as well as (7) gate insulator process dependence of DC and AC
experiments.

It is important to note that several alternative models have been proposed to
explain NBTI experiments and are reviewed in [1]. Some reports propose only ΔNHT

to be responsible for NBTI [7–9] and are inconsistent with direct experimental
evidence of ΔNIT obtained using Charge Pumping (CP) and DCIV measurements1

[1, 5, 6, 11–16]. On the other hand, only ΔNIT-based models [3, 12, 17] can
explain data from relatively slower measurements but are inconsistent with ultrafast
measurements [18, 19] and gate insulator process dependence of NBTI [1, 5, 6, 13,
15, 16, 19, 20]. Therefore, models that consider both ΔNIT and ΔNHT have gained
prominence [1, 5, 6, 13, 15, 16, 21, 22].

Of these models, the 2-stage or 4-energy well model involving switching hole
traps [21] relies on strong coupling between ΔNIT and ΔNHT and has been recently
found to be incapable of simultaneously predicting DC stress and recovery, process
dependence, as well as AC experiments [1, 5, 15, 23]. The model relying on
uncorrelated ΔNIT and ΔNHT but suggests no recovery of ΔNIT as proposed in
[22] is inconsistent with direct experimental evidence of ΔNIT recovery [1, 5,
6]. As mentioned, the proposed comprehensive model framework [1] assumes
generation and recovery of both ΔNIT and ΔNHT during and after NBTI stress,
and these underlying components are assumed to be completely uncorrelated.
Furthermore, uncorrelated contribution due to ΔNOT is added to take care of Time-
Dependent Dielectric Breakdown (TDDB) like situations [24] for larger gate stress
bias (VG,STR) in devices having thicker gate insulators [1, 15].

The comprehensive NBTI modeling framework will be discussed first. Prediction
of ΔVT time evolution during DC stress and recovery on p-MOSFETs having
different gate insulator processes will be shown next. This will be followed by the
description of a simple NBTI model for prediction of long-time DC stress data for
different gate insulator processes. The impact of gate insulator process on long-
time NBTI parameters will be modeled. The validity of underlying ΔNIT and ΔNHT

components and their gate insulator process dependence will be verified by using

1During CP measurement [10], the gate of the MOSFET is repetitively pulsed from inversion to
accumulation, source and drain are grounded, and the DC current due to electron–hole recombi-
nation in traps at or near the Si/SiO2 interface is measured at the substrate. CP measurements are
done before and after NBTI stress in the conventional measure-stress-measure (MSM) mode and
increase in CP current after stress indicates trap generation. In DCIV measurement [11], the source
and drain junctions of the MOSFET are forward biased, the gate is swept from accumulation to
inversion, and the DC current due to electron–hole recombination in traps at or near the Si/SiO2
interface is measured at the substrate. Increase in DCIV current after NBTI stress indicates trap
generation. Like CP, DCIV measurement is also done in the MSM mode. Both measurements
suffer from recovery issues [12] and scan traps at a particular portion of the energy bandgap, and
corrections due to measurement delay and bandgap differences are needed before obtained ΔNIT
can be compared to ΔVT obtained from fast or ultrafast IV measurements [1, 5, 13].
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independent experiments. This will be followed by a discussion on AC frequency
and duty cycle dependence of NBTI. Finally, the chapter will be concluded by
summarizing key results.

14.2 Description of the Comprehensive Modeling
Framework

In this section, the H/H2 RD model for ΔNIT will be discussed first, which will
be followed by a description of the 2-energy well model for ΔNHT. The empirical
model for ΔNOT will be shown next. Model parameters used for prediction of
different DC and AC experimental results will be listed. The total ΔVT is calculated
by summing individual subcomponents as ΔVT =ΔVIT +ΔVHT +ΔVOT, where
ΔVIT = q ΔNIT/COX, ΔVHT = q ΔNHT/COX, and ΔVOT = q ΔNOT/COX; q is the
electronic charge and COX is the gate capacitance.

14.2.1 H/H2 Reaction–Diffusion (RD) Model
for Interface Traps

Figure 14.1 illustrates the H/H2 RD model [2, 3] for NIT generation and recovery
during and after NBTI stress. During stress at a gate bias of VG,STR, inversion layer
hole tunnels into and is captured by interfacial Si–H bond; the weakened bond then
gets broken by thermal excitation [25, 26]. The released H diffuses out and reacts
with another available H to form molecular H2, which eventually diffuses out. The
broken Si- bond forms NIT at the Si/SiO2 interface. Two versions of RD model have
been proposed in the literature. In the conventional H/H2 RD model [2, 26], the
“other” H is commonly ascribed to that coming from another broken Si–H bond at
the Si/SiO2 interface, as shown in Fig. 14.1, although it can as well come from
a broken bond at the SiO2/poly-Si interface or from poly-Si grain boundary. In
poly H/H2 RD model [3], released H from Si/SiO2 interface reacts with another
Si–H bond at SiO2/poly-Si interface to form H2, as shown in Fig. 14.1. During
recovery at a reduced gate bias of VG,REC, H2 diffuses back towards the Si/SiO2

interface, monomerizes into H, and reacts with the broken Si- bond to passivate
NIT. Alternatively, the returning H2 can react with broken Si- at the SiO2/poly-Si
interface, and the resulting H can passivate the broken Si- at the Si/SiO2 interface.

As illustrated in Table 14.1 [1, 6, 26], a set of coupled partial differential
equations can be solved to model the breaking and passivation of Si–H bonds at the
Si/SiO2 interface (1); H to H2 dimerization and monomer formation for the conven-
tional model (2), or creation and dissociation of H2 at the SiO2/poly-Si interface for
the poly model (3); and diffusion of H and H2 (4). The fixed and adjustable model
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parameters along with their voltage dependence2 and Arrhenius temperature (T)
activation are also described in Table 14.1. Only two device-dependent adjustable
parameters (kF0(S) and ΓIT) are needed to predict ΔNIT contribution during DC and
AC experiments across different gate insulator processes, and these are listed in
Table 14.2. Figure 14.2 shows the time evolution of NIT during stress and recovery
simulated using the conventional and poly H/H2 models [1, 27]. For the model
parameters listed in Table 14.1, both models produce similar time evolution of ΔNIT

during stress and recovery3 as shown in Fig. 14.2. A detailed comparison of the
conventional and poly H/H2 RD models including the impact of model parameters
have been discussed in [27].

Note that a full solution of the time evolution of NIT generation and recovery
requires solving the RD model equations, as done in Fig. 14.2, and is used in the
next section to predict experimental data. However, meaningful insight about the
predictive capability of the H/H2 RD model can be obtained by noting the long-
time analytic solution during stress that yields [26]

ΔNIT = (kFN0/ kR)
2/3(kH/ kH2)

1/3(DH2t− stress)1/6Z

and suggests power law time evolution of NIT with time exponent n= 1/6, where
t-stress is stress time and other model parameters are listed in Table 14.1. To
verify trap generation during NBTI, Fig. 14.3 shows time evolution of ΔNIT

measured directly using the CP method [13]. A power law time evolution has
been observed, however with much larger n (than 1/6), which increases with

2It is well known that NBTI degradation depends on gate oxide field (EOX) and not stress gate
bias (VG,STR) [14]. For simplicity and without loss of generality, power law gate voltage (VG)
dependence has been used [6].
3Both conventional and poly H/H2 RD models show similar results when implemented in
1D. However, differences appear when simulations are performed at higher (>1D) dimensions.
Reasons for these differences have been discussed in detail elsewhere [27]. All simulated ΔNIT
results shown in this chapter are calculated by using the poly H/H2 RD model.
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Table 14.1 Equations and device-independent model parameters for conventional H/H2 RD and
poly H/H2 RD models

(1)
dNIT(s)

dt = kF(s)
(
N0(s)−NIT(s)

)−kR(s)NIT(s)N
(s)
H

(2a) δ
2

dN(s)
H

dt = DH
dN(s)

H
dx +

dNIT(s)
dt −δkH

[
N(s)

H

]2
+δkH2N(s)

H2

(2b) δ
2

dN(s)
H2

dt = DH2
dN(s)

H2
dx + δ

2 kH

[
N(s)

H

]2 − δ
2 kH2N(s)

H2

(3)
dNIT(p)

dt = kF(p)
(
N0(p)−NIT(p)

)
N(p)

H −kR(p)NIT(p)N
(p)
H2

(4a) dNH
dt = DH

d2NH
dx2 −kHN2

H +kH2NH2

(4b) dNH2
dt = DH2

d2NH2
dx2 + 1

2 kHN2
H − 1

2 kH2NH2

kF(s) = kF0(s)(VG −VT0)
3
2 ΓIT e−

EA kf
kT kR(s) = kR0(s) e−

EA kr
kT

kH = kH0 e−
EA kH

kT kH2 = kH20 e−
EA kH2

kT

DH = DH0 e−
EA DH

kT DH2 = DH20 e−
EA DH2

kT

kF(p) = kF0(p)(VG −VT0)
3
2 ΓIT e−

EA kf
kT kR(p) = kR0(p) e−

EA kr
kT

Subscript (s) and (p) denotes Si/SiO2 and SiO2/p-Si interface respectively.
Equations (1), (2) and (4) are for conventional H/H2 RD model.
While (1), (2), (3) and (4) represents poly H/H2 RD model.
kF(s), kF(p) is Si–H bond breaking reaction rate constants;
kR(s), kR(p) is Si–H bond annealing reaction rate constants;
NIT(s), NIT(p) is interface trap density; N0(s), N0(p) is initial Si–H bond density;
NH

(s) , NH
(p) is atomic hydrogen density near the interface;

NH2
(s), NH2

(p) is molecular hydrogen density;
NH and NH2 are concentration of atomic and molecular hydrogen respectively;
DH and DH2 are diffusivities of atomic and molecular hydrogen respectively;
kH and kH2 are generation and dissociation rates of H2 respectively;
δ is interfacial thickness (∼1.5 Å)

Parameters
EA kf = 0.175 eV; EA kr = 0.2 eV; kH0 = 8.56 cm3/s; EA kH = 0.3 eV; kH20 = 507e5s−1;
EA kH2 = 0.3 eV; EA DH = 0.2 eV; EaDH2 = 0.58 eV; kF0(p) ≈ 3/5*kF0(s) .
kF0(s) and ΓIT are device dependent parameters (see Table 14.2).

H/H2RD model
kR0(s) = 9.9e−7; DH0 = 9.56e−8 cm2/s and DH20 = 3.5e−5 cm2/s.

Poly H/H2RD model
kR0(s) = 9.9e−5; kR0(p) = 8e−4; DH0 = 1.5e−5 cm2/s and DH20 = 9.5e−5 cm2/s.

Table 14.2 SiON
p-MOSFET device details
and device-dependent RD
model parameters used for
model prediction of
experimental results

Device D1 D2 D3

N% 17 23 43
EOT (Å) 23.5 14 14.5

Variable parameters
kF0(S) 1.1 13 320
ΓNIT 4.3 4.3 3.1
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from [12]

increase in measurement delay. Figure 14.3 also plots measured n as a function
of stress T for different measurement delay, which shows higher n for higher T
and larger measurement delay [12]. It is now well known that CP method suffers
from measurement delay artifacts (higher NIT recovery at higher T and for larger
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measurement delay increases n) as it is implemented in the MSM mode, which needs
to be corrected [12]. Once corrected, time evolution of ΔNIT shows n∼ 1/6 power
law dependence, as shown in Fig. 14.3, consistent with RD model prediction4 [13].

As a further validation, Fig. 14.4 shows (a) time evolution of NBTI during HTOL
test and (b) extracted exponent n for very long stress time, obtained from production
quality devices [25, 28, 29]. The use of production quality devices ensures well-
optimized gate stacks, with negligible ΔNHT contribution arising out of trapping in
preexisting defects [13, 30], and the use of relatively lower VG,STR ensures ΔNOT

is negligible [14, 15]. Therefore, data shown in Fig. 14.4 are dominated by NIT

generation. Indeed, consistent with the prediction of the RD model, n∼ 1/6 time
exponent has been observed in broad range of experiments. It is important to realize
that the prediction of n∼ 1/6 time exponent is an intrinsic feature of the H/H2 RD
model and is obtained with no (zero) adjustable parameter. The ability to predict a
key feature of NBTI experiment, relevant for lifetime prediction at long stress time
and technology qualification, clearly establishes the validity and robustness of the
H/H2 RD model.

The long-time analytical solution of RD model also suggests that t-stress to
obtain a particular ΔNIT at different stress T is inversely proportional to DH2,
provided T activation of kF equals kR and that of kH equals kH2, which can be
justified by invoking detailed balance. Figure 14.5 shows measured ΔNIT using
DCIV method as a function of t-stress for different stress T. Measured ΔNIT data
are plotted after delay correction and show identical time exponent (n∼ 1/6) at

4As CP method scans traps only at the central portion of the energy bandgap, further corrections
are needed before ΔVIT (obtained from ΔNIT) can be compared to ΔVT from fast IV measurements
[13].
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different T. The invariance of n across stress T suggests Arrhenius T activation of
the NIT generation process [12]. Measured data is scaled along t-stress (X-axis) to
universal relation, as shown, and the scaling factor (tSCALE) is obtained for each
stress T. Figure 14.5 also plots the T activation of 1/tSCALE obtained by performing
the above exercise in different devices [13, 27]. Time evolution of ΔNIT at different
stress T has been obtained directly from DCIV and CP measurements and also
indirectly from ΔVT measurements using suitable devices with low preexisting
defects and suitable stress condition with low VG,STR that, respectively, ensures
negligible contribution from ΔNHT and ΔNOT [13–15, 30]. Note that such diverse
set of devices shows universal T activation energy of EA ∼ 0.6 eV and suggests
molecular H2 diffusion [31], which is consistent with long-time power law time
exponent of n= 1/6 shown in Fig. 14.4. Therefore, measured time and T dependence
of ΔNIT at long stress time is consistent with H/H2 RD model prediction.

Figure 14.6 demonstrates the impact of gate insulator processes on NIT genera-
tion measured using CP and DCIV methods [15]. ΔNIT is measured in plasma and
thermal nitrided SiON p-MOSFETs, stressed for identical time but under different
stress EOX. Note that thermal SiON shows higher ΔNIT than the plasma SiON
device, and both methods show similar results. Therefore, Figs. 14.3, 14.4, 14.5,
and 14.6 unequivocally establish the presence of NIT generation during NBTI stress,
which gets impacted by gate insulator processes, and, once recovery artifacts are
corrected, shows power law time evolution as per H/H2 RD model solution. As will
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Two Well Model Solution for Single Trap

Fig. 14.7 Schematic of 2-energy well model and model equations

be discussed in the next section, ΔNIT contribution must be taken into account for
modeling ΔVT during NBTI stress. However, a full solution of ΔVT time evolution
under different devices and experimental conditions needs additional contribution
from ΔNHT and ΔNOT and is discussed below.

14.2.2 Two-Energy Well Model for Trapped Holes

Figure 14.7 shows the schematic of the 2-energy well model [1, 4, 5]. The energy
levels of the trap before and after hole trapping are, respectively, represented by two
energy wells E1 and E2, where the energy of the ground state E1 is chosen as a
reference at E1 = 0. An energy barrier of height EB is seen by the holes between the
two energy states. The present implementation neglects tunneling between the wells
and only considers thermionic emission over the barrier EB. The barrier height EB

and the energy of the trapped state E2 change with respect to the reference E1 when
a negative gate bias (VG) is applied. EB is reduced by “γ EOX” and E2 by “2 γ EOX,”
where EOX is the oxide field and γ is the difference in “q x” between the two wells,
x being the generalized coordinate [5].
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tions of the energy barrier (EB). Data from [5]

The rate constants for transition from well 1 to 2 (k12) and back (k21) and
corresponding rate equations are also shown in Fig. 14.7 [5], where β= 1/(kBT),
kB is the Boltzmann constant, and ν is the attempt to escape frequency having a
typical value of the order of 1012–1013 s−1 [4]. The rate equations are solved to
get the occupancies of the wells S1 and S2 during stress and recovery, S2 being
the charged state that contributes to ΔVHT. Note that Fig. 14.7 shows the well 2
occupancy S2 for a single hole trap having a fixed barrier height EB during stress
and recovery. In reality, the gate insulator of a device has multiple traps distributed
in position and energy, and a 2-well system has to be solved for each of these traps.
The trap distribution can be modeled using a distribution g(EB) of the barrier height
EB. Hence, ΔVHT can be calculated by integrating [q N0/COX]*[S2 g(EB)] over the
entire range of EB, where COX is the gate capacitance [4, 5].

Figure 14.8 shows the time evolution of ΔVHT during stress and recovery,
calculated using the 2-well model with Gaussian, Pearson, and uniform distributions
of the barrier EB [5]. The time evolution of ΔVHT has been found to be a strong
function of the range and shape of the EB barrier distribution for both stress
and recovery. Note that the trapping and detrapping time constants of the traps,
proportional to the inverse of k12 and k21, respectively, are dependent on the EB

value. Slow traps having large time constants are associated with large EB, while
those associated with small EB have small time constants and can be defined as
fast traps. Therefore, a chosen EB distribution skewed towards high values of EB

would show slow stress and recovery, whereas the trends would be opposite for a
distribution having greater number of traps with low EB values. Both the Gaussian
and Pearson distributions with the range of EB as given in Fig. 14.8 are able to
provide ΔVHT time evolution needed for predicting measured time evolution of
ΔVT as discussed in the next section. The uniform distribution has been used to
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illustrate the effect of the range of EB [minima, maxima] on time evolution of ΔVHT

during stress and recovery. Uniform distribution with the range [0.55 eV, 1.45 eV]
shows faster saturation and recovery compared to the distribution with range [1 eV,
1.45 eV], as the former consists of more fast traps with small EB values compared
to the latter.

Gate insulator processes have a strong influence on preexisting hole traps in
the gate insulator bulk, which can be independently estimated by using flicker
noise measurement in prestress. Figure 14.9 shows input-referred noise (SVG) as a
function of frequency, measured in plasma and thermal SiON p-MOSFETs [15]. The
gate voltage during measurements has been carefully chosen to achieve identical
inversion layer charges. Thermal SiON shows higher SVG, suggesting higher density
of preexisting bulk hole traps compared to the plasma SiON device. As discussed
in detail in [32] and also later in this section, thermal SiON and other Type-B SiON
devices, having larger preexisting hole traps in the gate insulator, show fast hole
trapping-dominated NBTI when compared to plasma SiON and other Type-A SiON
devices. Fast hole trapping results in substantial degradation in the sub 1 ms time
scale that shows negligible T dependence for Type-B devices and also higher long-
time degradation that shows lower time exponent n and T activation EA for Type-B
compared to Type-A devices.

Table 14.3 lists the 2-well model parameters used to calculate the ΔVHT

component of ΔVT for prediction of stress and recovery experiments across various
gate insulator devices as shown in the next section [5]. A Gaussian EB distribution
has been used. The parameters N0, γ, ν, and E2, although different for different
gate stacks, are fixed for a given device as stress VG or T is varied. Only the EB

distribution parameters (μ and σ) are varied with T, and their T activation energy
values are also listed in Table 14.3. Moreover, the value of N0 is consistent with
the atomic N2 content (N%) in the oxide as N0 increases with increase in N%,
which is consistent with independent flicker noise measurements [30]. The model
with calibrated parameters suggests fast hole trapping and detrapping as shown in
the next section, with trapping being much faster than detrapping, and largest time
constant of∼10 s has been observed in the case of detrapping during NBTI recovery.
Note that predicted time constants are consistent with independent verification from
Random Telegraph Noise (RTN) measurements [33].
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Table 14.3 Parameters for 2-energy well model, used for prediction of
experimental results

Model parameters D1 D2 D3

γ (C m) 7.58× 10−11 6.21× 10−11 3.17× 10−11

ν (s−1) 1013 1013 5× 1013

N0 (cm−2) 5.24× 1011 5.62× 1012 2.86× 1012

E2 (eV) 0.216 0.209 0.122

EB Distribution parameters: Mean: μ = μ0e−
EA1
kT ; Sigma: σ = σ0e−

EA2
kT

μ0 (eV) 1.82 1.92 1.93
EA1 (eV) 0.0206 0.0224 0.0221
σ0 (eV) 0.521 0.644 0.432
EA2 (eV) 0.0427 0.0497 0.0248

Table 14.4 Empirical equations and model parameters for bulk trap
generation during stress and hole detrapping from generated bulk traps
during recovery

For stress

ΔVOT = q
cOX

C

(
1− e

(
−( t

n )
βOT
))

;n = η(VG −VT 0 −ΔVT )
ΓOT
βOT e

(
EAOT

kTβOT

)

Where
η = 5×1012, βOT = 0.36eV, ΓOT = 9, EAOT = 0.15eV
C is the device dependent parameter

For recovery

ΔVOT = q
COX

B∗
(

e(−(
t

τr )βr)
)

Where βr = 0.13 & τr = 1×10−3s
Value of B* is adjusted to match the start of recovery with end of stress

14.2.3 Empirical Model for Bulk Oxide Traps

Table 14.4 lists the equations and parameters governing ΔNOT during NBTI stress
and recovery. Although negligible for thin gate insulators and at use condition,
contribution due to ΔNOT needs to be accounted for completeness, especially to
model TDDB-like situations [24] involving NBTI stress using high VG,STR in
relatively thicker gate insulators [1, 6, 15]. Note that ΔNOT during NBTI stress can
be independently accessed by measuring stress-induced leakage current [34], and it
is desirable to suitably choose VG,STR during stress to minimize its contribution
to prevent power law time exponent contamination at long stress time [14].
Nevertheless, for accurate modeling, contribution due to ΔNOT must be included,
when needed, for complete prediction of ΔVT time evolution during and after NBTI
stress, as shown in the next section.
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14.3 Prediction of DC Stress and Recovery Experiments

In this section, the comprehensive modeling framework of the previous section
will be used to predict the time evolution of ΔVT during and after NBTI stress.
Experiments have been performed in silicon oxynitride (SiON) p-MOSFETs having
different gate insulators [20], shown in Table 14.2 of the previous section, by using
the ultrafast on-the-fly (UF-OTF) IDLIN method [19, 20]. The devices have different
equivalent oxide thickness (EOT) and N2-related preexisting bulk trap density in
the gate insulator. The density of preexisting bulk traps have been independently
verified by flicker noise measurements [30]. Compared to device D1, device D2 has
thicker EOT and slightly lower N% while device D3 has much larger N% and similar
EOT. D1 and D2 are defined as Type-A devices, while D3 as Type-B device. The
impact of gate insulator nitridation on NBTI has been discussed in [32]. It has been
shown that Type-A SiON devices have lower N2 density at the Si/SiON interface
compared to Type-B devices. The use of an ultrafast method ensures measured
degradation is free from recovery-related artifacts [12]. Although described in detail
in [32], the UF-OTF IDLIN technique [19] is briefly described hereinafter to help
understand measured results.

During stress, IDLIN is recorded “on the fly” as the gate of the p-MOSFET
remains at VG,STR, and the first IDLIN measurement, defined as IDLIN(t0), is usually
done within t0 = 1 ms (for conventional method [35]) or t0 = 1 μs (for ultrafast
method [19]) of the application of VG,STR, where t0 is defined as the time-zero delay.
IDLIN degradation (ΔIDLIN(t)= IDLIN(t0)− IDLIN(t)) is converted to ΔVT by mobility
correction as explained in [36]. The following points are to be noted for OTF IDLIN

measurements as used in stress. First, as VG,STR is not removed during measurement,
the difference between ultrafast (t0 = 1 μs) and conventional (t0 = 1 ms) OTF data
is due to the capture (for t0 = 1 μs) or non-capture (for t0 = 1 ms) of degradation
in the sub 1 ms time scale, and not due to any recovery issues. Furthermore, as the
degradation is calculated by assuming t0 data as being unstressed, resultant ΔVT at
shorter t-stress is found to be lower than actual due to this t0 subtraction artifact,
the effect being more for Type-B devices having larger degradation in the sub 1 ms
time scale. During recovery, the gate is dropped to VG,REC after stress for a certain
duration at VG,STR, and IDLIN is sampled for the required duration. ΔVT is calculated
as discussed above, where IDLIN(t0) is obtained from prestress measurements at
VG =VG,REC. Time evolution of ΔVT during stress will be modeled first and will be
followed by modeling of ΔVT recovery after NBTI stress.

14.3.1 Prediction of Stress

Figure 14.10 shows measured ΔVT in different devices as a function of t-stress,
obtained using OTF method with t0 delay of 1 μs and 1 ms [20]. All devices were
stressed at identical T and EOX, obtained by adjusting VG,STR. Figure 14.11 shows
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Fig. 14.10 Time evolution of measured ΔVT during stress for different SiON devices listed in
Table 14.2. Overall model prediction and contributions due to ΔNIT, ΔNHT, and ΔNOT are also
shown. Data from [5]

ΔVT time evolution measured by t0 = 1 μs OTF in these devices, stressed at different
VG,STR (resulting in different EOX) and T [20]. Although discussed in [32], the
following observations are made regarding the impact of gate oxide nitridation on
NBTI. For a particular choice of t0 delay, as well as stress EOX and T, Type-B D3
device shows higher ΔVT than Type-A D1 and D2 devices. For all devices, larger
ΔVT is captured by t0 = 1 μs OTF, and the difference between 1 μs and 1 ms t0
delay data is more prominent for Type-B device especially at short, sub 1 ms t-stress.
For t0 = 1 μs OTF, Type-B device shows large ΔVT at sub 1 ms t-stress, which has
negligible T dependence. Finally when compared to Type-A devices, Type-B device
shows lower power law time exponent (n), T activation (EA), and EOX acceleration
factor (ΓE) at long stress time.

Calculated ΔVIT, ΔVHT, and ΔVOT components and overall ΔVT for different
devices are shown in Fig. 14.10. As mentioned before, ΔNIT is calculated using the
H/H2 RD model, ΔNHT by the 2-energy well model, and ΔNOT using an empirical
expression [1]. The prediction of VG,STR and T-dependent data for different devices
is shown in Fig. 14.11. The following points can be noted about model prediction.
Compared to device D1, device D2 has higher contribution from ΔNOT due to
thicker EOT and larger VG,STR, while device D3 has higher contribution from ΔNHT

due to larger density of preexisting hole traps, which has been independently verified
by flicker noise [30]. For all devices, measured 1 μs and 1 ms data can be predicted
by identical ΔNIT and ΔNOT but different ΔNHT that saturates at long time. The only
difference in ΔNHT between t0 = 1 μs and 1 ms measurements confirms that short
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Fig. 14.11 Time evolution of measured ΔVT during stress at different VG,STR and T for different
SiON devices listed in Table 14.2, and prediction by the comprehensive model. Data from [5]

time NBTI is dominated by fast hole trapping in preexisting bulk insulator traps.
Larger ΔNHT for Type-B D3 device explains larger difference between 1 μs and
1 ms t0 delay data at sub 1 ms t-stress. Note that the difference between model
prediction and measurement at shorter t-stress, especially for t0 = 1 ms data for
Type-B device, can be attributed to lower measured ΔVT due to t0 subtraction
artifact as mentioned before. As ΔNHT saturates at longer t-stress (n∼ 0 in a log–
log plot), higher ΔNHT captured for t0 = 1 μs OTF results in lower time exponent
n when compared to t0 = 1 ms OTF for all devices. Similarly, larger ΔNHT for
Type-B D3 device results in lower n at longer t-stress compared to Type-A D1
and D2 devices. Since ΔNHT is a fast process having weak T activation, Type-B
device shows large but weak T activated ΔVT at sub 1 ms t-stress when ΔVT is
dominated by ΔNHT. At longer t-stress, ΔNHT with lower T activation gets added
to ΔNIT having higher T activation and reduces T activation of overall ΔVT. Since
Type-B D3 has larger ΔNHT contribution, it results in lower T activation for ΔVT

at longer t-stress compared to Type-A D1 and D2 devices. Therefore, the proposed
framework can explain NBTI degradation for different stress VG and T, different
measurement speed, and on devices having different gate insulator processes.
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Fig. 14.12 Time evolution of measured ΔVT during recovery following stress for different SiON
devices listed in Table 14.2. Overall model prediction and contributions due to ΔNIT, ΔNHT, and
ΔNOT are also shown. Data from [5]

14.3.2 Prediction of Recovery

Figure 14.12 shows the time evolution of ΔVT in Type-A D1, D2, and Type-B
D3 SiON devices, listed in Table 14.2, measured using the t0 = 1 μs OTF method
during recovery at VG,REC, following NBTI stress at VG,STR for duration t-stress.
Calculated ΔVT recovery is also shown together with ΔNHT and ΔNOT recovery
contributions due to fast hole detrapping from preexisting and generated traps,
obtained, respectively, by 2-energy well model and empirical expression. Recovery
of ΔNIT calculated by the RD model solution is also shown. The magnitudes of
ΔNIT, ΔNHT, and ΔNOT at the beginning of recovery are equal to those calculated
at the end of stress. For all devices, short time recovery has been accurately
predicted by ΔNHT and ΔNOT contributions. The long-term part of recovery is
accurately predicted by RD model solution for ΔNIT, with suitable modification in
H2 diffusivity to take into account geometrical effects [15] as discussed hereinafter.

During stress, H2 diffuses out from Si/SiON interface towards the gate insulator
and beyond with a particular diffusivity, and during recovery, it diffuses back
towards Si/SiON interface with the same diffusivity. However, while returning,
H2 must “find” a broken Si- bond to passivate and hence has to spend some
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Fig. 14.13 Time evolution of measured ΔVT during recovery following stress at different stress
time and T, for different SiON devices listed in Table 14.2, and prediction by the comprehensive
model. Data from [5]

time hopping near the Si/SiON interface. This hopping-induced delay would be
larger at longer recovery time when only fewer broken Si- bonds remain available
for passivation. Accurate prediction of this phenomenon requires 3D stochastic
simulation of large area device, which has a high computational overhead. However,
in an approximate 1D implementation, this hopping-induced delay can be effectively
captured by simulating ΔNIT recovery with a reduction in H2 diffusivity only during
recovery5 as shown in Fig. 14.12 [1, 5, 15].

To demonstrate the universality of this scheme, Fig. 14.13 shows ΔVT recovery
measured using t0 = 1 μs OTF for different Type-A and Type-B SiON devices,

5In [15], ΔNIT recovery is simulated by using conventional H/H2 RD model with different reduced
diffusivity of H2, and the net solution is arrived at by taking a weighted average of these solutions.
A somewhat different approach is used in [5], where poly H/H2 RD model is used, and the H2
diffusivity is reduced by the expression DH2 =DH20/(1+ 10 (t/t-stress)) during recovery, where
DH20 is the diffusivity value used during stress, t-stress is total stress time, and t is recovery
time. The later scheme has been used in this chapter to simulate ΔNIT recovery for devices having
different gate insulator processes.
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described in Table 14.2 of the previous section, stressed at different t-stress and
T, and model prediction by the comprehensive framework. It can be clearly seen
that the framework can predict ΔVT recovery for different experimental conditions
and on devices having different gate insulator processes.

14.4 Model for Long-Time DC Stress

At longer t-stress, ΔNIT shows power law time dependence with time exponent
n= 1/6, while ΔNHT saturates (n∼ 0 in a log–log plot). Therefore, time evolution
of ΔVT at longer t-stress can be modeled using simpler analytical equations listed
in Table 14.5 [6]. Once again, ΔVT is modeled by using uncorrelated contribution
from ΔNIT, ΔNHT, and, when applicable, ΔNOT. The framework will be used to
predict NBTI data in both SiON and high-k metal gate (HKMG) p-MOSFETs. The
relative contribution of ΔNIT and ΔNHT used to model ΔVT for different devices will
be verified using independent measurements, and their impact on long-time NBTI
parameters (n and EA) will also be discussed.

14.4.1 SiON Device Results

Figure 14.14 shows measured ΔVT using t0 = 1 μs and 1 ms OTF in different devices
stressed at different VG,STR and T. Device details, fixed parameters, and device-
dependent adjustable parameters are listed in Table 14.6 [27]. Compared to Type-A
device D1, Type-A device D2 has thicker EOT and larger ΔNOT contribution due to
the higher VG,STR, while Type-B device D3 has higher N% and hence larger ΔNHT

contribution. Once again, for a given device and stress condition, t0 = 1 μs and 1 ms
OTF data can be modeled using identical ΔNIT and ΔNOT but different ΔNHT, with

Table 14.5 Empirical equations and model parameters for prediction of long-time
NBTI degradation during stress

Simplified model for stress

ΔVIT = q
COX

A(VG −VT 0)
ΓIT e−

EAIT
kT t

1
6

Where: EAIT =
(

2
3

(
EA k f −EA kr

)
+ EADH2

6

)

ΔVHT = q
COX

B(VG −VT 0)
ΓHT e−

EAHT
kT

ΔVOT = q
COX

C
(

1− e(−(
t
n )βOT )

)

Where: n = η(VG −VT 0)
ΓOT
βOT e−

EAOT
kT

A, B, C andΓIT (= ΓHT )are device dependent parameters.
EA kf = 0.175 eV EA kr = 0.2 eV EA DH2 = 0.58 eV EA HT = 0.03 eV
ΓOT = 9 EA OT = 0.15 eV βOT = 0.36 η= 5× 1012
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Fig. 14.14 Time evolution of measured ΔVT during long-time stress at different T and VG,STR for
different SiON devices listed in Table 14.6, and prediction by the simplified model described in
Table 14.5. Data from [27]

Table 14.6 SiON
p-MOSFET device details,
universal and
device-dependent model
parameters used for model
prediction of long-time stress
data

Device D1 D2 D3

N% 17 23 43
EOT(Å) 23.5 14 14.5

Variable parameters (device dependent parameters)
A (×1010) 2.5 12 110
B (×1010) (t0 = 1 μs) 0.8 2.6 60
B (×1010) (t0 = 1 ms) 0.4 1.5 25
C(×1013) 2.4 15 130
ΓIT =ΓHT 4.3 4.3 2.2

higher ΔNHT obtained for t0 = 1 μs OTF measurements. For a given measurement
speed, ΔVT obtained in wide variety of devices can be modeled using only four
device-dependent adjustable parameters as shown in Table 14.6 [27].

Figure 14.15 shows (a) time exponent n and (b) T activation EA measured using
t0 = 1 μs OTF at longer t-stress in SiON devices having different atomic N% in
the gate stack [20]. Note that n and EA show very similar N% dependence; their
values remain constant for N∼ 30% and reduce for higher N%. Figure 14.15c shows
flicker noise measured in prestress as a function of N% [30]. The magnitude of
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Fig. 14.15 (a) Measured time exponent (n) and (b) T activation energy (EA) as a function of
atomic N% in the gate insulator for different plasma-nitrided SiON p-MOSFETs. Data from
[20]. (c) Measured flicker noise data in prestress as a function of N% for these devices [30].
(d) Correlation of measured n versus calculated fractional hole trap contribution. Data from [5].
Lines are guide to eye

input-referred noise increases with increase in N% and suggests larger density of
process-related hole traps. As ΔNHT saturates at longer t-stress and the saturated
ΔNHT has smaller EA (∼0.03 eV, refer to Table 14.6), larger relative contribution
of ΔNHT, when added to ΔNIT (which has long-time n∼ 1/6 and EA ∼ 0.1 V, refer
to Table 14.6), reduces the n and EA of overall ΔVT as shown in Fig. 14.15a, b.
Figure 14.15d shows long-time n measured using t0 = 1 μs and 1 ms OTF as a
function of saturated ΔVHT for different devices. Note that ΔVHT (normalized to
ΔVT) has been obtained from modeling long-time ΔVT data for different devices,
similar to that shown in Fig. 14.14. A universal correlation has been obtained for
all devices and across different measurement speed. This is consistent with hole
trapping being a fast process, and faster OTF captures larger ΔNHT and therefore
reduces long-time n, more so for devices having higher N% and when measured
using a faster OTF method which captures early part of the degradation. Note that
the reduction of n and EA with higher N% can only be modeled using uncorrelated
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Fig. 14.16 Time evolution of measured ΔVT during long-time stress at different T and VG,STR for
different HKMG devices listed in Table 14.7, and prediction by the simplified model described in
Table 14.5. Data from [16]

ΔNIT and ΔNHT, with larger relative increase in ΔNHT with increase in N%.
Note that the 2-stage model assumes strongly correlated ΔNIT and ΔNHT [21] and
therefore cannot explain such process dependence of NBTI parameters.

14.4.2 HKMG Device Results

The framework of uncorrelated ΔNIT and ΔNHT can also predict measured ΔVT data
in HKMG devices. Figure 14.16 shows time evolution of ΔVT at longer t-stress for
different devices and different stress VG and T, measured using single-point drop-
down method with 1 ms delay [16]. The model described in Table 14.5 has been
used to predict measured data as also shown in Fig. 14.16. Table 14.7 describes
the device details and fixed and device-dependent model parameters. The HKMG
gate stacks have (A) chemical oxide (Chem-Ox) [37] and (B) Rapid Thermal
Process (RTP)-based Thermal Oxide (TO) [38] as the interlayer (IL), Atomic Layer
Deposition (ALD)-based HfO2 HK and TiN MG. The stacks were subjected to
post HK nitridation (PHKN) [39] that results in (C) nitrided Chem-Ox IL and (D)
nitrided TO IL stacks. Note that NBTI in HKMG devices is governed by the SiO(N)
interlayer (IL) and the HK layer simply acts as a voltage divider [40]. Due to low-
voltage drop across IL as VG,STR gets divided between IL and HK layers, and due
to large voltage de-acceleration factor for ΔNOT [15], the contribution due to ΔNOT
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Table 14.7 HKMG p-MOSFET device details, universal and device-dependent
model parameters used for model prediction of long-time stress data

Chem-OX Thermal-IL
Chem-Ox
+ PHKN

Thermal-IL
+ PHKN

EOT (Å) 10.3 9.1 8.6 8
A 3e13 4.5e13 4.5e13 9.5e13
ΓIT =ΓHT 2.6 3 1.9 2.5
B 5e12 7e12 2e13 3.8e13
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Fig. 14.17 (a) Measured prestress hole trap density using flicker noise and calculated ΔNHT
contribution, as well as (b) measured time exponent n and T activation EA, for different HKMG
devices listed in Table 14.7. Data from [16]

has been found to be negligible in these HKMG stacks. Therefore, long-time ΔVT

for different stress VG and T can be modeled using only three device-dependent
parameters as shown in Table 14.7.

Figure 14.17a shows process-induced IL hole trap density measured using flicker
noise in prestress in stacks A through D [16]. Calculated saturated ΔNHT contribu-
tion for these stacks, using the model described in Table 14.5, and parameters in
Table 14.7 are also shown, extracted at a fixed EOX of 7 MV/cm for all devices.
Note that higher trap density is observed for Chem-Ox IL stack A compared to
TO IL stack B and is consistent with higher ΔNHT contribution calculated for these
stacks. Larger trap density is measured and larger ΔNHT is calculated for nitrided
stacks C and D compared to their non-nitrided counterparts A and B, respectively,
and is consistent with SiON results [30]. However, nitrided Chem-Ox IL stack C
shows higher trap density compared to TO IL stack D, which is also consistent with
calculated relative ΔNHT contribution in these stacks.
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Figure 14.17b shows measured n and EA at long t-stress for these stacks. As
mentioned before, ΔNHT saturates at long t-stress and has weak T activation.
Therefore, devices having larger ΔNHT contribution would show lower n and EA

of overall ΔVT measured at long t-stress. Note that Chem-Ox stacks A and C show
lower n and EA compared to TO stacks B and D, respectively, while nitrided stacks
C and D show lower n and EA compared to their non-nitrided counterparts A and
B, and these relative trends are consistent with relative magnitude of ΔNHT shown
in Fig. 14.17a. Therefore, impact of gate insulator processes on NBTI parameters,
especially the role of ΔNHT contribution, is independently verified.

Figure 14.18a shows time evolution of ΔVIT, obtained from direct measurement
of ΔNIT using the DCIV method [5]. DCIV measurements probe ΔNIT only
since ΔNOT is negligible in HKMG stacks as discussed above. Note that DCIV
measurement [11] is done in the conventional MSM mode and hence suffers from
recovery artifacts due to measurement delay [12]. As shown in Fig. 14.18a, ΔVIT

recovery results in lower magnitude and higher time exponent n when measured
using DCIV with larger delay. Therefore, measured ΔVIT should be corrected for
delay, which has been done by using the universality of ΔNIT recovery [41]. Delay
correction results in increase in ΔVIT magnitude and reduction in the time exponent
to n∼ 1/6, the latter being consistent with RD model prediction. Moreover, DCIV
scans interface traps at a part of the bandgap centered around the midgap [11], which
also needs to be corrected and is shown in Fig. 14.18a. The final corrected ΔVIT
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from DCIV measurements is quite close to the ΔVIT contribution of overall ΔVT

obtained by the model of Table 14.5 and parameters listed in Table 14.7, as also
shown in Fig. 14.18a. Similar exercise has been done on different HKMG devices
A through D, described Table 14.7. Figure 14.18b correlates ΔVIT from DCIV
measurements (after correction) to ΔVIT used in the ΔVT model for different VG,STR.
Close correlation of predicted ΔVIT to measured values justifies the correctness
of the ΔVIT model and model parameters. Therefore, underlying ΔNIT and ΔNHT

contributions of overall ΔVT have been verified by other independent measurements
and justify the validity of the proposed framework.

14.5 Prediction of AC Degradation

In the previous section, DC NBTI has been modeled by using uncorrelated
contribution from trap generation and trapping. It has been shown that degradation
during NBTI stress and recovery of degradation after the stress is removed are
due to fast trapping and detrapping of holes and relatively slower generation and
passivation of interface traps. As degradation during the on phase of the AC pulse
would recover during the off phase, both factors influence AC NBTI degradation as
discussed below.

Figure 14.19 shows ΔNIT measured using the DCIV method and plotted as a
function of AC pulse duty cycle (PDC) [1, 5]. Both DC and AC data are measured
for identical t-stress, which implies that the effective t-stress for AC stress is lower
than DC and depends on PDC of the gate pulse. Note that measured data from
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Fig. 14.19 AC pulse duty cycle dependence of ΔNIT, measured using DCIV method in different
HKMG devices, and also for different pulse low-level conditions. RD model solution is also shown.
Data from [5]
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Fig. 14.20 AC pulse duty cycle dependence of ΔVT, normalized to (top) DC and (bottom)
50% AC data for each dataset, obtained from different sources (see text)

different HKMG devices and pulse low bias conditions, when normalized to their
respective DC values, demonstrate a universal PDC dependence as shown. The solid
line represents the prediction of PDC dependence of ΔNIT as obtained using RD
model simulation, with equations and parameters shown in Table 14.1. Note that
RD model can accurately predict the PDC dependence of interface trap generation
during AC stress.

Figure 14.20a shows measured ΔVT for AC stress versus PDC and normalized
to DC, obtained from different devices, for different pulse low conditions, and also
from different sources [1, 5, 6, 15, 17, 22, 42–44]. Unlike the universality observed
in the PDC dependence of ΔNIT as shown in Fig. 14.16, PDC-dependent ΔVT

data from various sources demonstrate a large scatter. Interestingly, as shown in
Fig. 14.20b, same data when re-normalized to the 50% PDC value for each device
[15] demonstrate universality up to ∼80% PDC and large scatter for higher PDC
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Fig. 14.21 Measured (a) AC pulse duty cycle dependence of ΔVT for different devices obtained
at pulse minima (end of last full cycle) and AC pulse frequency dependence of ΔVT for (b) slow
measurements on different devices obtained at pulse minima and (c) fast measurements obtained
at pulse maxima (end of last half cycle) and minima. Model predictions are shown using lines

close to DC. The universality of the re-normalized data up to ∼80% PDC can be
predicted by RD model solution as shown by the solid line. Since ΔNIT shows
universality for all values of PDC and ΔVT shows universality up to ∼80% PDC,
and since this universal behavior can be predicted by RD model solution for ΔNIT,
it can be concluded that the spread in ΔVT for higher PDC close to DC, as shown
in Fig. 14.20b, or the large scatter in the entire PDC-dependent data as shown in
Fig. 14.20a, is due to difference in ΔNHT between different devices. As discussed
in detail in [1, 15], the spread in data from different sources can be ascribed to
differences in device quality, mostly preexisting bulk trap density, and differences
in measurement speed between DC and AC experiments, which result in different
relative contributions of ΔNIT and ΔNHT. Since hole trapping and detrapping are
fast processes, trapped holes during the pulse on phase get detrapped during the
pulse off phase, unless PDC is very large and hole detrapping gets suppressed due
to insufficient time. Therefore, the impact of ΔNHT becomes appreciable only for
large PDC close to DC.

Figure 14.21a shows AC PDC dependence of ΔVT measured in devices having
different N% in the gate stack and normalized to the DC value [17, 42]. ΔVT shows
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a typical “S”-shaped dependence with PDC, although with different AC/DC ratio
for different devices. Also shown in Fig. 14.21a is the overall model prediction
consisting of RD model solution for ΔNIT and 2-energy well model solution for
ΔNHT recorded at the minima of the AC gate pulse (end of last full cycle). Model
parameters are identical to those used to predict DC stress and recovery data, and
ΔNOT is assumed to be negligible due to the use of relatively lower VG,STR as
discussed before. The model can predict experimental data with relatively different
ΔNIT and ΔNHT for different devices, where the relative magnitudes of ΔNIT and
ΔNHT have been adjusted only at DC, and verifies the validity of the proposed
framework of uncorrelated ΔNIT and ΔNHT.

Figure 14.21b, c shows ΔVT as a function of AC pulse frequency (f) for different
devices and measurement conditions. Data in [22] and [42] are measured using
slower measurement method and show f independence but with different AC/DC
ratio, as shown in Fig. 14.21b. Data in [18] are measured using faster method and
show f dependence for data recorded at maximum of gate pulse (end of last half
cycle), while f dependence is negligible for data recorded at the pulse minima (end
of last full cycle), as shown in Fig. 14.21c. As hole trapping and detrapping are
fast processes as discussed above, ΔVT at 50% PDC obtained at pulse minima is
dominated by ΔNIT. Therefore, the difference in AC/DC ratio between [22] and [42]
is due to difference in ΔNHT measured at DC stress. Also note that AC f independent
degradation is a natural prediction of the RD model for interface traps, as discussed
in [45]. Indeed, as shown in Fig. 14.21b, the f independence can be captured by
AC RD model solution for ΔNIT, with relatively different ΔNHT added only to DC
data to account for process-dependent preexisting hole traps in the gate insulator
bulk [1, 5].

However, as shown in Fig. 14.21c, some amount of ΔNHT would be captured
during AC stress, especially at lower f and when measured at the pulse maxima
using a faster method [18]. ΔVT measured at the maximum and minimum of the
AC pulse, respectively, show strong and weak f dependence, which can be predicted
by RD model solution for ΔNIT combined with 2-energy well model solution for
ΔNHT, now applied for both DC and AC data, with identical model parameters
used for prediction of DC stress and recovery [1, 5]. Therefore in addition to PDC
dependence, the framework of uncorrelated trapping and trap generation can explain
f dependence of AC NBTI for different measurement conditions and on devices
having different gate insulator processes.

Note that the proposed framework assumes completely uncorrelated ΔNIT and
ΔNHT to explain AC NBTI experiments, with model equations and parameters
that are fully consistent with DC NBTI. Although not explicitly discussed in this
chapter, it has been described in detail in [1, 5] that the 2-stage model [21], which
assumes strongly coupled ΔNIT and ΔNHT, cannot explain the AC pulse duty cycle
and frequency-dependent NBTI data with consistent set of model parameters. As
mentioned earlier in this chapter and explained elsewhere [1, 5], the 2-stage model
also cannot explain DC stress and recovery with consistent set of model parameters.
Finally, the recently proposed multistate-model framework [46, 47] exclusively
relies on hole trapping-detrapping to explain AC NBTI, which is not consistent with
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strong and direct experimental evidence of generation and recovery of interface traps
during DC as well as AC NBTI. Therefore, the multistate-model framework of [46,
47] is not physically justifiable and needs modification to become consistent with
NBTI experimental features.

14.6 Summary

NBTI degradation and recovery during DC and AC experiments are modeled
using uncorrelated contribution from interface trap generation and hole trapping
in preexisting and generated bulk insulator traps. Interface trap generation and
recovery are relatively slower processes and have been modeled using the poly H/H2

Reaction–Diffusion (RD) model. Hole trapping and detrapping are relatively faster
processes and have been modeled using the 2-energy well model. Generation of bulk
traps has been found to be negligible for thinner gate insulators and lower stress
gate bias and is modeled by empirical equations. Model equations are described in
detail and calibrated model parameters have been listed. The framework can predict
NBTI degradation and recovery during and after DC stress, NBTI degradation for
very long stress time, dependence of NBTI on AC pulse duty cycle and frequency,
impact of measurement speed on DC and AC degradation, as well as the impact
of gate insulator processes on DC and AC NBTI with consistent set of model
parameters. It is important to note that the RD model can predict interface trap
generation and recovery under such wide range of experimental conditions and
devices with only two adjustable parameters. The proposed framework has been
successfully demonstrated to explain NBTI in both SiON and HKMG devices,
and the validity of underlying trap generation and trapping components have been
verified by independent experiments.

The author would like to acknowledge contribution by Nilesh Goel, Kaustubh
Joshi, and Subhadeep Mukhopadhyay towards preparation of this chapter. Special
thanks to M. A. Alam, Sujay Desai, and A. E. Islam for useful discussions.
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Chapter 15
On the Microscopic Limit of the RD Model

Franz Schanovsky and Tibor Grasser

Abstract The popular reaction–diffusion model for the negative bias temperature
instability is discussed from the viewpoint of stochastic chemical kinetics. We
present a microscopic formulation of the reaction–diffusion model based on the
reaction–diffusion master equation and solve it using the stochastic simulation
algorithm. The calculations are compared to the macroscopic version as well
as established experimental data. The degradation predicted by the microscopic
reaction–diffusion model strongly deviates from the macroscopic version and the
experimentally observed behavior. Those deviations are explained as necessary
consequences of the physical processes involved. The presented results show the
impact of the unphysical assumptions in the reaction–diffusion model. Further, we
generally question the suitability of the mathematical framework of reaction rate
equations for a reactive-diffusive system at the given particle densities.

15.1 Introduction

The first model for NBTI was put forward by Jeppson and Svensson in 1977 [1].
This model was based on the following ideas, which are illustrated in Fig. 15.1.
Due to the lattice mismatch between silicon and silicon dioxide, some of the silicon
atoms do not have an oxygen neighbor. A silicon atom in this situation has one
unpaired valence electron, which is called a dangling bond. This dangling bond
is visible in electronic measurements as it gives rise to states within the band-
gap [2]. During the manufacturing process the wafer is exposed to a hydrogen-rich
atmosphere so that hydrogen atoms can penetrate through the oxide and passivate
the silicon dangling bonds, leading to a removal of the band-gap states.
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a

b

c

. . . silicon . . . oxygen
. . . hydrogen

Fig. 15.1 The basic concept behind the reaction–diffusion model for NBTI. (a) Silicon dangling
bonds at the Si–SiO2 interface are initially passivated by hydrogen atoms. (b) During stress,
hydrogen atoms are liberated leaving behind the unpassivated silicon dangling bonds which
degrade the device properties. (c) The time evolution is determined by the depopulation of the
interface due to the flux of hydrogen into the oxide

During stress, the presence of holes at the interface and the increased temperature
leads to a liberation of the hydrogen atoms. The remaining silicon dangling bonds
become electrically active carrier traps. According to the model, the depassivation
and repassivation of dangling bonds at the interface reach an equilibrium in a very
short time [3, 4], and it is the constant flux of hydrogen atoms (or some hydrogenic
species) away from the interface that determines the temporal evolution of the
degradation. Because of the two proposed stages—the electrochemical reaction at
the interface and the subsequent diffusion of the hydrogenic species—this model
bears the name reaction–diffusion (RD) model.

The mathematical framework of the model is based on a macroscopic description
using a rate equation for the interface reaction and a Fickian diffusion equation
for the motion of the hydrogen in the oxide. Central actors are the density of
depassivated silicon dangling bonds at the interface Nit = [Si∗], and the concen-
tration of hydrogen in the oxide H = [H](x, t) and at the interface Hit = [H](0, t).
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Fig. 15.2 Basic features of the degradation predicted by the RD model for NBTI. In the initial
phase, the depassivation reaction with rate kf dominates, giving rise to a degradation that increases
linearly with time. After the depassivation and repassivation reactions have reached an equilibrium,
the degradation is determined by the flux of hydrogen, which gives rise to a power-law with an
exponent of 1/4

During degradation, a fraction Nit of the initially passivated silicon dangling bonds
N0 = [SiH]0 is depassivated according to

∂Nit

∂ t
= kf(N0 −Nit)− krNitHit, (15.1)

with the depassivation (forward) rate kf and the repassivation (reverse) rate kr. The
hydrogen liberated at the interface then diffuses into the oxide as

∂H
∂ t

=−D
∂ 2H
∂x2 (15.2)

with the diffusion coefficient D. The RD model became popular among reliability
engineers as it features a simple mathematical description and a small set of
parameters which have a sound physical interpretation. Most importantly, as shown
in Fig. 15.2, this model predicts a constant-stress degradation that initially grows
linearly with time and then follows a power-law of the form [3, 4]

Nit(t) =

√
kfN0

2kr
(Dt)1/4. (15.3)

This power-law degradation corresponded well with experimental results of the
1970s.
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Fig. 15.3 Typical recovery trace as predicted by the RD model for NBTI using (15.4)–(15.6),
which is similar for all variants of the RD mechanism. The comparison with experimental data [7]
shows that the RD predicted recovery occurs much too late and proceeds much too fast

In later experiments, power-law exponents were found that differed from the 1/4
prediction of the model. These findings led to a modification of the original RD
model to account for different diffusing species such as H2 [5]. For almost four
decades, the reaction–diffusion idea was the unquestioned standard interpretation
for NBTI until around 2005 NBT recovery moved into the focus of the scientific
attention. The experiments showed that NBTI recovery starts immediately (even
before a microsecond) after the removal of stress and extended over several
decades, continuing even after more than 105 s [6, 7]. This behavior stands in
strong contrast to the predictions of the RD model, which predicts a recovery
that proceeds within four decades, centering around the duration of the preceding
stress phase [8, 9]. A comparison of a typical experimental NBT recovery trace
and the corresponding prediction of the RD model is shown in Fig. 15.3. Several
extensions to the RD model have been put forward, such as dispersive transport
of the hydrogenic species [4, 6], but none could give the observed experimental
behavior. The current state-of-the-art RD-based modeling supplements the RD
theory with empirical hole-trapping expressions. It is assumed that short-time (1s)
degradation and recovery is dominated by hole trapping into oxide and interface
defects, while the long-term degradation and recovery are determined by the RD
mechanism [10–13]. The RD theory employed in these modeling efforts is the
modified RD model [14–16] that has been developed as an extension of the classical
RD models and explicitly considers diffusion of H and H2 and their interconversion
reactions. Classical models assume an instantaneous transition between the liberated
interfacial hydrogen and the diffusing species, usually H2 [5]. The reactions present
in the modified RD model are the interface reaction SiH � Si∗+H, the dimerization
reaction 2H � H2, and the diffusion of both species. The mathematical framework
is an extension of (15.1) and (15.2) [15, 16],
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Fig. 15.4 (Left) According to Mahapatra et al. [11], the inability of the macroscopic reaction–
diffusion model (15.4)–(15.6) to predict the experimentally observed NBTI recovery is due to the
one-dimensional description of the diffusive motion which makes it too easy for the hydrogen to
find its dangling bond. (Right) A correct description of the three-dimensional atomic motion, so
the argument, leads to much richer repassivation kinetics and thus to a distribution of repassivation
times

∂Nit

∂ t
= kf(N0 −Nit)− krNitHit, (15.4)

∂H
∂ t

=−D
∂ 2H
∂x2 − kHH2 + kH2H2, (15.5)

∂H2

∂ t
=−D2

∂ 2H2

∂x2 +
kH

2
H2 − kH2

2
H2, (15.6)

with the additional parameters kH and kH2 which are the reaction rates for dimeriza-
tion and atomization, respectively. Again the motion of H and H2 is described by a
simple diffusion law with the corresponding diffusion coefficients D and D2 [17].
The combination of this modified reaction–diffusion model with empirical hole-
trapping somewhat improves the match with experimental DC and AC stress data.
The failure of the RD model to properly describe NBT recovery is shifted out of the
time window of some experiments, but essentially remains.

Quite recently it was claimed that the misprediction of recovery is due to the one-
dimensional description of the diffusing species in the macroscopic model (15.5)
and (15.6) [11]. As illustrated in Fig. 15.4, it was suggested that this formulation
makes it too easy for the hydrogen atom to find a dangling bond to passivate because
the one-dimensional diffusion considers only two options of motion: forward and
backward jumping. In a higher-dimensional description the diffusion and reaction
kinetics are much richer:

1. The atoms can move in all three dimensions equally likely, leading to a
distribution of arrival times at the interface during recovery.

2. H2-molecules dissociate at a dangling bond, creating a passivated dangling bond
and a free hydrogen atom that does not immediately find another dangling bond
to passivate.

3. Hydrogen atoms arriving later have to hover along the interface to find an
unoccupied dangling bond.
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Fig. 15.5 Numerically calculated recovery traces for different diffusion coefficients during recov-
ery and the average of these traces. In accord with [11], this average trace shows a recovery that
proceeds over more time-scales than the individual traces

A simple estimate of the recovery in this hypothetical three-dimensional model is
given in [11]. This estimate tries to mimic the different repassivation kinetics arising
in the atomic description within the framework of the usual macroscopic RD model.
To account for the longer “effective” recovery paths, the diffusion coefficients in
the macroscopic model are reduced by different factors during recovery and the
resulting recovery traces are averaged. Although this approach gives a recovery
that proceeds over more time scales, as shown in Fig. 15.5, no derivation for the
quasi-three-dimensional description is given and its physical validity is at least
questionable. One of our targets is to test the claims of [11] within a firm theoretical
framework.

We have derived and implemented a microscopic formulation of the RD model
[18, 19], in order to study the behavior of the RD mechanism on the atomic scale.
This effort was made not only to test the claims of [11], but also to investigate
general issues of the rate-equation-based description in the context of MOS relia-
bility. As a literature study reveals, reaction–diffusion systems have been studied
in numerous scientific communities from both the theoretical and the experimental
side for more than a century [22–28]. Although the mathematical framework of the
RD model (15.4)–(15.6) seems physically sound and the description using densities
and rate equations is commonly considered adequate, it is a well-known and
experimentally confirmed result of theoretical chemistry that the partial differential
equation-based description of chemical kinetics breaks down for low concentrations
[22]. Additionally, in reaction–diffusion systems bimolecular reactions, such as the
passivation and the dimerization reaction, require a certain proximity of the reactant
species, termed reaction radius [23, 28]. Usually the elementary bimolecular
reactions happen almost instantaneously and it is the required collision, i.e., the
reduction of the distance between two reactants below the reaction radius, which is
the rate-limiting step [22]. In chemical kinetics, these reactions are called diffusion-
limited or diffusion-controlled reactions [24].
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Fig. 15.6 A random
distribution of ten dangling
bonds on a silicon (100)
surface corresponding to a
dangling bond density of
5×1012 cm−2, which is a
common assumption for the
number of bonding defects at
the Si–SiO2 interface
[15, 20, 21]. The surface
silicon atoms are shown in
blue, the dangling bonds in
red. At this density the
average distance between two
dangling bonds is ∼4.5 nm
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Fig. 15.7 An idealized atomic model of an MOS structure and the average dangling bond distance
of 4.5nm, which spans several interstitial positions. It is intuitively clear that an elementary
reaction between particles separated by this distance is strongly influenced by diffusion

It is easy to show that diffusion must play a dominant role in the bimolecular
reactions in the RD model for NBTI. The density of bonding defects on oxidized
silicon (100) surfaces is about 1×1012 cm−2 [20]. Figure 15.6 schematically shows
a uniform random distribution of dangling bonds on a silicon (100) surface that
corresponds to a density of 5× 1012 cm−2, which is a usual assumption for N0 [15,
21] in the RD model (15.1) or (15.4). The average distance between two nearest
neighbors at this density is d = N0

−1/2 ≈ 4.5nm. An atomic model of the Si–SiO2

interface as in Fig. 15.7 shows that two points separated by this distance have a large
number of atoms in between. The assumption of an elementary reaction over this
distance is clearly inappropriate, so any reaction between particles of this separation
must involve a diffusive step.
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Once established by the atomic viewpoint above, the diffusive influence on the
bimolecular reactions leads to contradictions in the RD model and its physical
interpretation. The predicted degradation of the RD model that is compatible with
experimental data is only obtained if the hydrogen atoms that are liberated during
stress compete for the available dangling bonds and dimerize at a certain rate. Both
requirements involve diffusion over distances much larger than the nearest neighbor
distance, which takes about 2 s at a commonly assumed diffusion coefficient of
D = 10−13 cm2/s [15, 21]. The reaction radius ρH of the dimerization reaction can
be estimated from the Smoluchowski theory for irreversible bimolecular reactions
[23, 25, 26]

ρH =
kH

4πD
. (15.7)

While a reasonable reaction radius is in the regime of the average radius of the
oxide interstitials, which is about 4Å [29], the application of (15.7) to published
dimerization rates gives values ranging from 70μm for the parametrization of [21]
to thousands of kilometers for other parametrizations [15]. Although both values
for ρH seem quite unreasonable, they only indicate a limited physical validity of
the selected parametrization. An evaluation of the physical validity of the reaction–
diffusion model itself requires a more detailed study using a computational model
that properly treats the stochastic chemical kinetics involved. For the present study
of the microscopic properties of the RD mechanism we have developed an atomistic
reaction–diffusion simulator, which is described in the following.

15.2 Stochastic Description of Reaction–Diffusion Systems

Our microscopic RD model attempts to mimic the proposed mechanisms of the
reaction–diffusion model at a microscopic level. The basic actors are H atoms, H2

molecules, and the silicon dangling bonds at the interface. The investigations are
carried out at the stochastic chemistry level. Several approaches have been used in
the chemical literature for the stochastic simulation of reaction–diffusion systems
[25, 26]. These approaches can roughly be categorized as grid-based methods or
grid-less methods [26], owing to the description of the diffusion of the reactants,
see Fig. 15.8. Grid-less methods propagate the coordinates of the diffusing species
through Newton’s equations of motion, quite similarly to molecular dynamics
methods. Instead of explicitly treating all atoms of the solvent and their effect on
the trajectory of the diffusors, the motion of the diffusing particles is perturbed by
an empirical random force to generate a Brownian motion. Bimolecular reactions
happen at a certain rate as soon as two reaction partners approach closer than a
given radius. Although this technique suffers from its sensitivity to the time-step
and the specific choice of the random force, it is a popular choice for the simulation
of reaction–diffusion processes in liquid solutions where real molecular-dynamics
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Fig. 15.8 Schematic illustration of the stochastic modeling approaches to reaction–diffusion
systems. (Left) In grid-less methods, a molecular trajectory is generated from the transient solution
of Newton’s equations of motion as in molecular dynamics simulation. The interaction with the
solvent is modeled by a random force that acts on the diffusors. Bimolecular reactions occur when
two particles approach closer than the reaction radius (indicated as circles around the particles)
(Right) In grid-based methods diffusion proceeds as jumps between the sub-domains defined by
the grid. Bimolecular reactions occur when two particles occupy the same grid-point

simulations are not feasible [25, 26]. In grid-based methods the simulated volume
is divided into small domains and each diffusing particle is assigned to a specific
domain. The motion of the diffusors proceeds as hopping between the grid-points.
In these models the bimolecular reactions happen at a certain rate as soon as two
reactants occupy the same sub-volume. The advantage of this approach is that it
can be formulated on top of the chemical master equation. This equation can be
solved without artificial time-stepping, as explained in the following section. A
problem of the grid-based method that is repeatedly discussed in chemical literature
is the choice of the spatial grid as it induces a more or less unphysical motion in
liquid solutions. Additionally, the probability to find two particles on the same grid
point and in consequence the rate of bimolecular reactions are quite sensitive to the
volume of the sub-domains [26].

In the reaction–diffusion model for NBTI, the diffusion of the particles proceeds
inside a solid-state solvent. Contrary to diffusion in gases or liquids, the motion of
an impurity in a solid-state host material proceeds via jumps between metastable
states as illustrated in Fig. 15.9. This hopping diffusion is understood as a hopping
process over energetic barriers. In the case of H or H2, which do not react with the
host atoms, these barriers arise from the repelling Coulomb interaction between the
electron clouds of the host lattice and the diffusor. The minima of the potential
energy surface are thus the interstitial positions of the host lattice [30, 31]. In
between the jumps, the motion of the atom is randomly vibrational rather than
diffusive. This discreteness of motion not only strongly suggests the use of a grid-
based method, where the grid points are interstitial positions of the host lattice,
but also induces a natural discretization into the reaction–diffusion equations. As a
consequence, the description based on macroscopic diffusion equations in the RD
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Fig. 15.9 Schematic trajectory of an inert interstitial atom diffusing in a solid-state host material.
The potential energy barriers of the host material are indicated as black grid. The diffusion itself
proceeds via jumps between the interstitial positions. In between the jumps, the atom vibrates
randomly around an energetic minimum

model (15.5) and (15.6) are only valid at distances that are much larger than the
interstitial radius and it has to be assumed that at very short distances a description
using hopping diffusion is more accurate.

15.3 The Chemical Master Equation

From the considerations of the previous section we conclude that the most appro-
priate description of the physics considered in the present work is obtained from the
reaction–diffusion master equation approach [25–28]. Within the natural lattice of
interstitial positions the actors of our RD system exist in well-defined and discrete
states. Once the chemical states and reactions that comprise the chemical system
under consideration are defined, their dynamics can be described as a random
process that switches between the states [32, 33]. Mathematically, the state of the
chemical system is described as a vector �x. In addition, a set of reaction channels
is established, which cause the transitions between the discrete states of this vector.
Due to the unpredictable nature of the dynamics of the microstates, the time at which
a reaction takes place is not a deterministic quantity. Instead, if the chemical system
is in a given state �xα at time t, for every reaction channel γ a reaction rate cγ can
be defined, so that cγ dt is the probability of the reaction taking place between t and
t + dt [33]. Different chemical states have different reaction rate constants for their
reaction channels. These reaction rate constants depend only on the current state of
the chemical system irrespective of the previous states of the system. In this case a
function can be defined for every reaction channel that assigns a specific rate to a
specific state cγ = aγ(�xα). These functions are called the propensity functions [33].
The change induced by the reaction channel γ is described using the state change
vector �vγ . The thus formulated model describes a memory-less random process
with discrete states, which is usually called a Markov process [34]. The removal
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Fig. 15.10 Illustration of the
example system discussed in
the text. The system exists in
one of the two states�x1 and
�x2. Transitions between these
states are caused by two
reaction channels with the
state-change vectors�v1 and
�v2, and the associated rates
k12 and k21

of memory from the system occurs through the thermal equilibration, which is
assumed to happen much faster than the chemical reactions. According to the theory
of stochastic chemical kinetics [32, 33], the evolution of this system over time can
then be described by a chemical master equation

∂P(�x, t)
∂ t

=
Γ

∑
γ=1

[aγ(�x−�vγ)P(�x−�vγ , t)− aγ(�x)P(�x, t)], (15.8)

where P(�x, t) = P(�X =�x, t|�x0, t0) is the probability that the stochastic process �X(t)
equals�x at time t, given that �X(t0) =�x0.

The master equation approach can be illustrated using the simple example of a
system with two states �x1 and �x2 [34], see Fig. 15.10. The system has two reaction
channels 1 and 2, which connect the two states through the state change vectors�v1

and�v2 as

�x1 +�v1 =�x2 and �x2 +�v2 =�x1 (15.9)

The propensity functions a1 and a2 assume the form

a1(�x1) = k12, a1(�x2) = 0, (15.10)

a2(�x1) = 0,and a2(�x2) = k21. (15.11)

The master equation for this system consequently reads

∂P(�x1, t)
∂ t

= k21P(�x2, t)− k12P(�x1, t) (15.12)

∂P(�x2, t)
∂ t

= k12P(�x1, t)− k21P(�x2, t) (15.13)

As the system can only exist in one of the two states at a time, it follows that

P(�x1, t) = 1−P(�x2, t) = p(t), (15.14)
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which reduces the master equation of the two-state system to

∂ p(t)
∂ t

= k21(1− p(t))− k12p(t). (15.15)

This is the rate-equation of the two-state system, which is equivalent to the master
equation for this simple example.

Within the theoretical framework of the chemical master equation, all the
microphysical details elaborated in the previous section are now contained in the
propensity functions aγ and the state-change vectors�vγ for the Γ reaction channels.

15.4 States and Reactions in the Microscopic RD Model

The main actors of the microscopic RD model are the H atoms and the H2

molecules. The state vector �x of the system consequently contains the interstitial
positions and bonding states of all actors. The reactions employed in our simulations
are the hopping transport between interstitial sites, the passivation/depassivation
reaction, and the dimerization/atomization reaction. These reactions are treated as
elementary reactions and are formalized in the reaction channels given in Fig. 15.11.
The stochastic chemical model is solved using the stochastic simulation algorithm
(SSA) explained in Sect. 15.5.

In the microscopic RD model employed in this work the interstitial sites form
a regular and orthogonal three-dimensional grid and the hopping rates for the
diffusors are assumed to be constant in accord with the isotropic and non-dispersive
diffusion underlying the conventional macroscopic RD model [4]. In a real SiO2

of a MOS transistor the amorphous structure will of course lead to a random
network of interstitial sites [29] with a variety of hopping rates and a more complex
topology. However, as the power-law degradation predicted by the macroscopic RD
model requires a constant diffusion coefficient, these variations must be assumed
unimportant [17] in order to obtain agreement with the established model. As
illustrated in Fig. 15.12, the simulation region in our calculations is a rectangular
box which extends to infinity normal to the Si–SiO2 interface and has closed lateral
boundaries. The Si–SiO2 interface itself is represented by a special region at the
bottom of the simulation box where selected interface sites have the ability to bond
or release a diffusing hydrogen atom, see Figs. 15.11 and 15.12. The positions of the
dangling bond sites in the interface region are picked randomly, similar to Fig. 15.6.

As mentioned above, the choice of the grid size requires special attention as
it determines the probability of the bimolecular reactions. The interstitial size of
amorphous silica has been calculated for molecular dynamics generated atomic
structures and is about 4Å [29]. We take this value as the physically most reasonable
grid size.

Once the microscopic model is defined, the relation to the macroscopic RD
model (15.4)–(15.6) has to be established. Using the number of dangling bonds in
the simulation box nDB, the number of hydrogen atoms passivating a dangling bond
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Reaction Macroscopic Microscopic Illustration

a. Si∗ + H→ SiH krNitHit
kr

h3 nDBinHi

b. SiH →Si∗ + H kf(N0 − Nit) kfnp i

c. H: I1 → I2 −D
∂ 2H
∂ x2

D
h2 nHi

d. H2 : I1 → I2 −D2
∂ 2H2

∂ x2

D2

h2 nH2 i

e. 2H → H2 kH H2 2
kH

h3 nHi(nHi − 1)

f. H2 → 2H kH2 H2 kH2 nH2 i

. . . Dangling bond . . . H . . . H2

Fig. 15.11 Reaction channels and propensities in the microscopic RD model along with their
macroscopic counterpart. (a) The dangling bonds are represented by special sites at the bottom
of the simulation box. Empty dangling bond sites can be passivated by a free hydrogen atom.
(b) Occupied dangling bond sites do not offer a bonding reaction channel, they can only emit their
hydrogen atom. (c, d) Within the bulk SiO2, the atoms or molecules are allowed to jump from an
interstitial I1 to any neighboring site I2. (e) When two hydrogen atoms occupy the same interstitial
position, they can undergo a dimerization at rate kH and form H2. (f) Each hydrogen molecule
dissociates at a rate kH2 back into two hydrogen atoms. For interstitial site i, nDBi is the number of
(depassivated) dangling bonds, np,i is the number of passivating hydrogen atoms, nHi is the number
of free hydrogen atoms, and nH2i is the number of hydrogen molecules. h denotes the step size of
the spatial grid
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W

L

h

Fig. 15.12 The simulation
structure for the microscopic
RD model employed in this
work is a bounded region of
width W and length L and
infinite extension in
z-direction, i.e., normal to the
interface. The silicon
dangling bonds are connected
to special interstitial positions
in the Si–SiO2 interface
region at the bottom of the
simulation box (blue/gray).
The interstitial positions are
assumed to form an
orthogonal lattice with
constant jump-width and
constant diffusion coefficients

np and the numbers nHi of H and nH2i of H2 at interstitial i, this relation is obtained
from the discretization induced by the grid [21] as

N0 =
nDB

WL
, (15.16)

Nit =
nDB − np

WL
, (15.17)

H(xi) =
nHi

Vi
, (15.18)

H2(xi) =
nH2i

Vi
, (15.19)

where W , L and h are illustrated in Fig. 15.12 and Vi is the volume of interstitial i
which is Vi = h3 in this work. The relation between the rates of the macroscopic
model and the microscopic propensity functions are given in Fig. 15.11. Initially, all
hydrogen atoms are passivating silicon dangling bonds

np(t = 0) = nDB, (15.20)

in accordance with the assumptions of the macroscopic RD model.

15.5 Solution of the Master Equation

Now that the chemical states and reactions are defined we can calculate the time
evolution of the chemical system from the chemical master equation (15.8). As
explained above, this equation is a stochastic differential equation which assigns a
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Set up initial state x of the system
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a (x) → a0
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obtain the next state x → x + v

Advance time by 1
a0

log( 1
r2

)

Simulation time
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Calculation finished.

yes
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m

Fig. 15.13 Sketch of the
stochastic simulation
algorithm (SSA) [32]. The
algorithm generates a
realization of the stochastic
process described by the
chemical master
equation (15.8)

probability at time t to any state vector�x, given that �X =�x0 at t = t0. As in the simple
example above, for a system with a small set of states {�x1, . . . ,�xΩ}, a direct solution
can be attempted, which results in a coupled system of Ω differential equations
[34]. However, in many situations the number of states will be large or even infinite,
rendering a direct solution of the master equation unfeasible or even impossible. A
feasible alternative is the SSA [32] explained in Fig. 15.13, which is also known as
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the kinetic Monte Carlo method. Instead of solving the differential equation (15.8),
a realization of the stochastic process �X is generated using pseudo-random numbers.
The SSA does not have any algorithmic parameters and is a mathematically exact
description of the system defined by the states and reaction channels [32]. Averages
of the probability distribution P(�x, t) are trivially calculated over several simulation
runs, although care has to be taken to ensure the randomness of the pseudo-random
numbers between two runs to avoid correlation effects.

15.6 Results and Discussion

Two different systems have been studied in detail: a model system and a “real-world-
example.” The model system is used to study the general features of the microscopic
reaction–diffusion process. It is parametrized in order to clearly show all relevant
features at a moderate computational effort. The parametrization of the real-world
system is based on a published parametrization of the modified reaction–diffusion
model. This system is used to relate our microscopic model to published data.

15.6.1 General Behavior of the Microscopic RD Model

The parametrization that is used to study the general behavior is given in Table 15.1.
As the time evolution in the SSA proceeds reaction by reaction, the channels with
the fastest rates determine the execution time. The computational effort scales
linearly with the number of particles in the system, which is determined by the
lateral extent of the simulation box. As the dangling bonds and in consequence
also the diffusing particles are uniformly distributed along the interface at any
time in our calculations, the reflecting boundary conditions in our calculations are
equivalent to periodic boundary conditions. Thus, our calculations correspond to an
infinitely extended Si–SiO2 interface and the lateral box size only determines the

Table 15.1 Parameters of
the model system

Reaction Propensity (s−1)

Depassivation 0.5
Passivation 4×104

Dimerization 2×105

Atomization 5
H-hopping 100
H2-hopping 100

The parameters have been selected to enable
a study of the different regimes of the micro-
scopic RD model at moderate computational
expense. The rates are given in terms of the
microscopic model as in Fig. 15.11
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resolution, i.e., the noise level, of the degradation curves. The computational effort
scales roughly linearly with the simulated time, which means exponential scaling for
the logarithmic abscissa that is used for BTI degradation curves. The choice of the
lateral extent of the simulation box is thus based on a trade-off between accuracy and
computational speed and has to be adapted for the study of the different degradation
regimes.

At early degradation times the low degradation level requires a high resolution,
i.e., a large number of particles is required to obtain smooth results. Fortunately, as
reactions between the hydrogen atoms or between hydrogen atoms and neighboring
dangling bonds do not happen in this regime, a good parallelization can be obtained
by averaging over separate simulation runs, see Fig. 15.14.

The earliest degradation times are dominated by the depassivation of the silicon
dangling bonds leading to a linear increase of the degradation, which is equivalent
to the initial “reaction limited” degradation of the macroscopic RD model [3].
However, the degradation predicted by the microscopic RD model quickly saturates
as an equilibrium forms between depassivation and repassivation for each dangling
bond separately. In the absence of any diffusion the time evolution of the number
of hydrogen atoms passivating a silicon dangling bond is given by

∂np

∂ t
(t) =−kfnp(t)+

kr

h3 (nDB − np(t)) (15.21)

np(t = 0) = nDB (15.22)
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Fig. 15.15 Comparison of the microscopic RD model with 25,000 particles averaged over 50,000
runs to its macroscopic counterpart, the single-particle expressions (15.24) and (15.25) and the
isolated dangling-bond equilibration (15.23). The earliest degradation times are dominated by the
equilibration between the depassivation and passivation reaction at every dangling bond. Around
1ms, the departure of the hydrogen atoms from the dangling bond site begins but the interaction
between the diffusors is still negligible

with the solution

np(t) = nDB − nDBkf

kf +
kr
h3

(
1− e

−
(

kf+
kr
h3

)
t
)
. (15.23)

A comparison of the microscopic RD model and (15.23) is shown in Fig. 15.15.
The initial behavior of the microscopic RD model stands in stark contrast to the
degradation in the macroscopic model where the linear regime continues until a
global equilibrium has formed at the interface.

As this initial behavior takes a central position in our further discussion, it
requires a deeper analysis. The microscopic single-particle regime can be accurately
described using rate equations as it does not contain any second-order reactions. The
required equations are basically those of the RD model, but as every hydrogen atom
can be assumed to act independently, the expressions for the hydrogen bonding as
well as the competition for dangling bonds are neglected. As the kinetic behavior in
this regime is strongly determined by the first diffusive steps of the hydrogen atoms,
the diffusion part of this approximation must have the same interstitial topology as
the microscopic model. As all hydrogen atoms act independently, only one atom and
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one dangling bond need to be considered. The interface reaction and the diffusion
of the hydrogen atom is thus described as

∂np

∂ t
=−kfnp +

kr

h3 nDBnH0 and (15.24)

∂nHi

∂ t
= ∑

j∈N (i)

D
h2 (nH j − nHi), (15.25)

respectively, where N denotes the set of neighboring interstitials to i. Figure 15.15
compares the microscopic RD calculation with the approximations for the different
regimes at early degradation times, which shows that the single-particle approxima-
tion perfectly matches the behavior of the full model in the initial phase.

After the atoms have traveled sufficiently long distances, the interaction between
the particles becomes relevant and the single-particle approximation becomes
invalid. In Fig. 15.16 this is visible as a transition away from the single-particle
behavior toward the macroscopic solution between 1s and 1ks. As the fraction
of depassivated dangling bonds in this regime is much higher than during early
degradation times, the results are not as strongly influenced by the noise of the
SSA calculation. Consequently the number of particles can be reduced for longer
simulation times, which makes the prediction of long-term degradation possible.

Finally, Fig. 15.17 compares the microscopic RD model to the macroscopic
version over the course of one complete stress cycle, where the microscopic curve
was obtained by combining calculations of different accuracy, as explained above.
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Fig. 15.17 Comparison of all regimes of the microscopic RD model to the degradation predicted
by the macroscopic RD model. Obviously there is a large discrepancy between the two descriptions
and the behavior of the physically more reasonable microscopic model is not experimentally
observed

Instead of the three regions which arise from the macroscopic RD model—reaction-
limited, equilibration, and diffusion-limited—the H–H2 microscopic description has
four to five regimes depending on the particular parametrization:

• The earliest degradation times (t < 20μs in this case) are dominated by the
depassivation of dangling bonds. In this regime, the microscopic and the
macroscopic model give identical degradation behavior.

• After the passivation and depassivation have reached an equilibrium between kf

and kr separately for each Si–H bond, the fraction of depassivated dangling bonds
remains constant until the diffusion of the hydrogen atoms becomes dominant.
This regime only shows when the individual hydrogen atoms are considered and
consequently is not obtained from any model based on rate equations.

• As more and more hydrogen atoms leave their initial position, the degradation is
determined by the buildup of a diffusion front along the Si–SiO2 interface and the
equilibration between the dangling bonds. This regime has a very large power-
law exponent of almost one1 that is not experimentally observed. The stress time

1In our earlier studies on two-dimensional systems this exponent was around 0.8 [19], owing to
the topology dependence of this regime.
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range in which this regime is observed depends on the average distance between
two dangling bonds, the diffusion coefficient, and the interstitial size.

• As the bimolecular reactions become relevant, the macroscopic diffusion-limited
regime begins to emerge. For some parametrizations we have observed a time
window in which the initial diffusion-limited regime has the typical t1/4-form
that arises from the classical RD model without H2 [19]. In this case the
dimerization rate is reduced by the diffusive step and the H diffusion dominates
the degradation until a sufficient amount of H2 has formed.

The initial single-particle phase of the degradation is a remarkable feature of the
microscopic model. As it is incompatible with experimental data and very sensitive
to the parametrization, its relevance for real-world reliability projections has to
be investigated. For this purpose we have run calculations based on a published
parametrization of the reaction–diffusion model for NBTI, see Sect. 15.6.4.

15.6.2 Recovery

In agreement with our investigations on two-dimensional systems [18, 19], the
three-dimensional stochastic motion of the hydrogen atoms does not influence
the recovery behavior of the system after long-term stress, which contradicts the
suggestions of [11]. As shown in Fig. 15.18, a longer relaxation transient is only
obtained if the preceding stress phase does not show a power-law regime. As the
system comes closer to the macroscopic degradation behavior, the recovery in the
microscopic model also approaches the macroscopic version, which is incompatible
with experimental data [7, 8, 35]. This behavior is to be expected as the t1/6

degradation regime requires an equilibration and thus a quasi-one-dimensional
behavior. The recovery proceeds on a timescale that is at least two orders of
magnitude longer than the stress time. The lateral search of hydrogen atoms for
unoccupied dangling bonds was suggested to dominate at the end of the recovery.
However, due to the logarithmic time scale on which recovery is monitored, the
equilibration along the interface has negligible impact at the end of the recovery
trace if this equilibration proceeds about two orders of magnitude faster. Thus, the
hovering of hydrogen atoms along the interface does not influence the shape of the
recovery transient.

15.6.3 Approximations in the Macroscopic Model

After the microscopic RD theory Fig. 15.11 has been established and its general
behavior has been investigated, one can use this framework to analyze the assump-
tions that are implicit to the macroscopic RD model (15.4)–(15.6), which is still
widely considered to be an adequate approximation.
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recovery, leading to a perfect match as soon as the degradation assumes the experimentally relevant
t1/6 form

The most obvious approximation in the macroscopic RD model is the one-
dimensional description of diffusion. While this may seem to be appropriate as
boundary effects in the diffusion of both H and H2 are negligible, it tacitly introduces
the assumption of lateral homogeneity along the interface. This homogeneity
includes the following assumptions:

• All the liberated hydrogen atoms at the interface (Hit in (15.1) and (15.4))
compete instantaneously with all the other free interfacial hydrogen atoms for
all the available dangling bonds.

• All the pairs of hydrogen atoms at a certain distance from the Si–SiO2 interface
are equally likely to undergo dimerization and form H2, independently of their
spatial separation.

As was shown above, a hydrogen atom liberated during stress initially stays in the
vicinity of its original dangling bond and thus the lateral homogeneity has to be
considered a long-term approximation. It is accurate when the diffusion of hydrogen
has led to enough intermixing so that there is no significant variability in the
concentration of free hydrogen along the interface. Following [33], this condition
can be called “lateral well-stirredness” of the system.

The second and more delicate approximation in the macroscopic RD model is the
mathematical description using rate- and diffusion-equations. In the microscopic
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Table 15.2 The parameters
employed in the real-world
simulations

kf 3 s−1

kr 6×10−13 cm3 s−1

kH 5.6×10−11 cm3 s−1

kH2 95.4 s−1

D 10−13 cm2 s−1

D2 1.8126×10−14 cm2 s−1

N0 5×1012 cm−2

The parameter set is based on the values pub-
lished in [15] but was slightly modified to give
the same degradation behavior with physically
more reasonable kr and kH

RD model, the rate at which an atom at the interface passivates a dangling bond
depends not only on the rate kr but also on the probability of finding this atom at
the position of the dangling bond. In the macroscopic model the precondition of
having an unoccupied dangling bond at the interface is described multiplicatively
as krNitHit. At early times during degradation, when each hydrogen atom still
resides near its dangling bond, this term introduces an unphysical self-interaction
where each hydrogen atom competes with itself for its dangling bond. As the root
of this problem lies in the assumptions implicit to a formulation based on rate-
equations, the error is also present in a macroscopic model with three-dimensional
diffusion. As explained in [19], this means that a rate-equation-based RD model will
not accurately describe the degradation at early times even if higher-dimensional
diffusion and discrete dangling bonds are considered.

Similar to the passivation rate, the rate at which H2 is formed in the microscopic
RD model depends on both the dimerization rate kH and the probability of finding
two hydrogen atoms which occupy the same interstitial position. In the macroscopic
RD model, this dimerization reaction is modeled as kHH2. As thoroughly explained
in [22], this approximation is only valid for large numbers of particles, as the number
of pairs of hydrogen atoms in an interstitial goes as N(N − 1) which can only be
approximated as N2 if N is sufficiently large.

All in all, the macroscopic RD model can only be considered a valid approxima-
tion of the microscopic RD model for very long stress times and a sufficient amount
of liberated hydrogen atoms. The time it takes for the macroscopic approximation
to become valid, however, may exceed the time range in which it is usually applied,
depending on the parametrization.

15.6.4 A Real-World Example

To study the behavior of the atomistic model for a real-world example, we compare
to the measurements of Reisinger et al. [7] using the parametrization of Islam et al.
[15] in a modified form, see Table 15.2. Figure 15.19 shows the results of our



402 F. Schanovsky and T. Grasser

10−10

10−8

10−6

10−4

10−2

100

10−6 10−4 10−2 100 102 104 106 108

N
it 

/ N
0

Stress time / s

Experimental window

Si
ng

le
−p

ar
tic

le
 re

gi
m

e

Experiment
1D RD model

microscopic h=4Å
microscopic h=20Å
microscopic h=40Å

Fig. 15.19 The degradation transient predicted by the microscopic RD model for four interstitial
sizes compared to the macroscopic one-dimensional model and experimental data. Using the
parameters in Table 15.2, the prediction of the microscopic RD model is completely incompatible
with the experimental data as the onset of the t1/6 regime is delayed beyond 108 s (about 3 years) for
a reasonable interstitial size of 4Å. Increasing the interstitial size reduces the effect as it increases
the effective reaction radius for the bimolecular reactions. However, even for unphysically large
interstitial sizes, the onset of the t1/6 regime is delayed to 104 s (h = 40Å) or 105 s (h = 20Å)

calculations for several interstitial sizes. While the macroscopic one-dimensional
RD model fits the data very well, the kinetic Monte Carlo data shows a completely
different behavior. Again, the single-particle regime is clearly present. However,
due to the low density of dangling bonds at the interface, the single-particle regime
dominates the degradation for a large part of the stress time. For a realistic interstitial
size of 4Å [29, 36], the onset of the t1/6 regime lies far beyond the experimental
window of 105 s. When the interstitial size is increased, the onset of the t1/6 regime
moves to earlier times, which is due to the increase of the reaction radius for the
bimolecular reactions as explained above. For the given parameter set, an interstitial
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size of h = 2nm, which is the total thickness of the oxide of the device under
consideration [7], is required to at least have the t1/6 regime touch the experimental
window.

A shift of the onset of the experimentally observed regime to earlier times at a
realistic interstitial size requires a dramatic increase of either the hydrogen diffusion
coefficient or the availability of free hydrogen near the interface. An increase of
the hydrogen diffusion coefficient, however, breaks the dominance of H2 flux over
the flux of atomic hydrogen and changes the predicted degradation away from the
experimentally observed t1/6 towards t1/4. Increasing the availability of hydrogen at
the interface by adjusting the ratio kf/kr causes similar problems, as the H2 diffusion
coefficient has to be lowered in order to give the same overall degradation.

This indicates that in the given microscopic model it is impossible to obtain
the experimentally observed t1/6 degradation within the experimental window at
a reasonable interstitial size.

15.6.5 Increased Interface Diffusion

The behavior predicted by the microscopic model is completely incompatible
with any experimental data, while the description is much closer to the physical
reality than the macroscopic RD model. Only two interpretations are possible
to resolve this dilemma. Either the ability of the macroscopic RD model to fit
degradation measurements has to be regarded as a mathematical artifact without
physical meaning, or the structure of the Si/SiO2 interface somehow accelerates the
lateral equilibration considerably. We investigated the second option more closely
by considering first-principles calculations that have shown a lowering of diffusion
barriers for hydrogen (molecules) along the Si/SiO2-interface as compared to the
bulk SiO2 [37]. These findings indicate that the motion of hydrogen might proceed
at a much higher rate along the interface. As a higher diffusivity at the interface
aids the lateral equilibration, it might be the sought process that makes the one-
dimensional RD model physically meaningful. To account for it in our microscopic
model, we applied different diffusion coefficients DI and DB in the interface region
and in the bulk, respectively.

As can be seen in Fig. 15.20, the increase of the interface diffusion coefficient
accelerates the degradation during the initial phase as it increases the transport of
hydrogen atoms away from their dangling bonds. Interestingly, even if the interface
diffusion coefficient is increased by four orders of magnitude there is no t1/6

behavior visible, but instead the degradation takes on the typical t1/4 behavior
of a hydrogen-only reaction–diffusion model. While the competition for dangling
bonds sets in earlier for increased interface diffusion coefficients, the formation
of H2 is not accelerated in the same way. Inspection of the atomic diffusion
shows that the acceleration of the dimerization is much less pronounced as the
liberated hydrogen atoms constantly leave the interface region into the bulk where
the diffusion proceeds slower and the collision rate is reduced. Only in the limit
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Fig. 15.20 For increasing DI, the departure of hydrogen atoms from their dangling bond sites
starts earlier, leading to an increased degradation at earlier times. Comparison to the classical RD
model without H2 formation shows that competition for dangling bonds sets in after about 100s,
leading to a t1/4 degradation. The formation of H2 is slowly accelerated by the increased DI and
only for DI → ∞, the macroscopic behavior is obtained

of DI → ∞ will the microscopic RD model match the experimentally observed
behavior. Although these extremely high interface diffusion coefficients lack any
physical justification, this is still closer to the physical reality than the assumption
of immediate equilibration along the Si–SiO2-interface at any depth that is inherent
to the usually employed one-dimensional macroscopic RD model.

As a side note we remark that in a real wafer, a nearly infinite diffusion coefficient
along the Si/SiO2-interface would make the hydrogen spread out through the waver
during stress. This would again alter the degradation slope and give rise to cross-talk
between neighboring devices that would be measurable, but has never been reported.

15.7 Related Work

Four other scientific groups have put forward microscopic RD models recently [21,
38, 39] and interestingly those investigations find a reasonable agreement between
their microscopic description and the macroscopic RD model. In the work of
Islam et al. [21] the atomic description is basically equivalent to the work presented
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here but is built upon a one-dimensional foundation which carries the same implicit
assumptions as the macroscopic model. Clearly this model cannot capture the effects
discussed in this chapter as those are solely due to higher-dimensional effects.
From a physical point of view, however, the one-dimensional approximation lacks
justification considering the results presented above.

The work of Choi et al. [39] considers the three-dimensional diffusion of the
particles based on a grid-less stochastic formulation. Although the degradation in
that work seems to match the macroscopic RD model quite well at first sight, also
strong discrepancies arise between the two for longer stress times. Interestingly,
for situations where the approach presented above predicts a degradation far below
the prediction of the macroscopic model, the degradation predicted by Choi et al.
overshoots the macroscopic model considerably. Only for an enormous density of
dangling bonds or a very large reaction radius the macroscopic behavior is obtained,
in accord with our results. The degradation behavior in [39] initially follows Nit(t) =
kft, which suggests that the depassivated hydrogen atoms instantly leave the reaction
radius of their respective dangling bond. The following excessively high power-law
exponent suggests that the repassivation of the silicon dangling bonds is somehow
inhibited in this formulation. The most likely explanation for this behavior is a too
low resolution of the time-stepping, in combination with the physically unjustifiable
description of the diffusive motion.

The work of Panagopoulos and Roy [38] uses a grid-based stochastic RD model
that seems to be compatible with our description. The surprisingly good agreement
between their results and the macroscopic RD model may be an artifact of the
employed method which is based on an adaptive time-stepping. Also, the paper
states that the passivation reaction occurs if a hydrogen atom is “close” to a dangling
bond. This indicates an artificial capture radius, but this is not explicitly stated. Also,
the grid spacing is not given in the paper and its physical relevance is not discussed.
However, as shown by our calculations, an unphysically large grid spacing strongly
promotes bimolecular reactions and thus induces a degradation behavior that is
(falsely) compatible with the macroscopic RD model.

Finally, Naphade et al. [40] recently presented a stochastic version of the poly
H/H2 RD model. In this approach it is assumed that the diffusion of H is restricted
to the oxide, while the diffusion of H2 happens in the gate contact and beyond.
The large H diffusion coefficient in these calculations in combination with the large
grid size of 1nm reduces the effect of the diffusion limitation on the bimolecular
reactions. Although this model is formulated on a stochastic description, and
is in better agreement with the experimental data, its physical validity is again
questionable due to the assumed H diffusion coefficient of 10−5 cm2/s. At this
diffusion coefficient, the hydrogen diffusion front would extend to 1cm after 100ks
of stress. Even if the assumption that hydrogen is unable to penetrate into the gate
contact holds, the isotropic nature of the diffusion process would lead to a lateral
diffusion whose front quickly exceeded the dimensions of the MOS device. This
would lead to a considerable out-diffusion of hydrogen from the gate area, resulting
in a sharp increase of Nit and again a destruction of the t1/6 power-law degradation.
In the calculations of Naphade et al., however, this effect is not present due to the
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reflecting lateral boundary conditions which in this case are not justifiable anymore.
Apart from these issues, the poly H/H2 RD model shares the shortcomings of all
RD-based models with respect to the prediction of NBTI recovery. Based on our
calculations with increased interfacial diffusion coefficients, which corresponds to
the increased oxide diffusion coefficient in the model of Naphade et al., we expect
this problem to be also present in the stochastic version.

15.8 Conclusion

Our work shows that the reaction–diffusion model for the negative bias temperature
instability, which has been used for nearly 40 years to interpret experimental data,
has a number of inherent assumptions on the underlying physics that lack any
physical justification. Those are:

1. Continuous diffusion in the sub-nm regime. Diffusion of neutral hydrogen atoms
and H2 proceeds via jumps between the interstitial sites of the host material.
Positional changes that are smaller than about 4Å are atomic vibrations around
an equilibrium position and thus not diffusive in nature. This is especially
relevant as in the macroscopic modified H–H2 RD model, the onset of the power-
law regime is quite discretization dependent.

2. Instantaneous well-stirredness along the interface. The one-dimensional macro-
scopic RD model, which gives the experimentally relevant t1/6 behavior, inher-
ently assumes that all hydrogen atoms that are liberated during stress instan-
taneously compete with all other hydrogen atoms at the interface for available
dangling bonds or dimerize with each other. However, at typically assumed
dangling bond densities of 5× 1012 cm−2, the distance between two dangling
bonds will be about 4.5nm. At a depassivation level of 1% this means that
the average initial distance between two hydrogen atoms is even in the range
of 45nm. The reduction of this distance to the typical H2 bonding distance of
0.7Å [30] needs to be overcome by a diffusion step, which takes about 200s at a
diffusion coefficient of 10−13 cm2/s.

3. Rate-equation-based description. It is well established in chemical literature that
bimolecular reactions are not sufficiently described by reaction rate equations if
the particle numbers are small. In a reaction rate equation system it is for instance
possible for 0.5 H atoms to form 0.25 H2, which is physically meaningless. An
accurate description in the limit of small particle numbers is only obtained from
an atomistic description.

We have implemented a stochastic three-dimensional modified reaction–diffusion
model for NBTI to study the degree to which a more realistic description changes
the predicted behavior. The model is theoretically well founded on the theory of
stochastic chemical kinetics and is understood as a consequent realization of the
physical picture behind the reaction–diffusion theory.
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The degradation predicted by the microscopic model features a unique new initial
regime in which the motion of each hydrogen atom is completely independent from
the others. This regime features a strongly increased power-law exponent that is
not observed experimentally, yet it is a necessary consequence of the liberation of
hydrogen during stress. Application of the atomic RD model to a real-world example
shows that for a realistic jump width it is impossible to obtain the experimentally
observed behavior due to the apparent diffusion limitation of the dimerization and
passivation rates. The match of the microscopic model with the macroscopic version
and experimental data can be improved by using an increased diffusion coefficient
at the interface. However, the required diffusion coefficients are many orders of
magnitude above 10−9 cm2/s, which corresponds to a diffusion length of 100μm
after 100ks. The lateral diffusion of the hydrogen in this case would reach way
beyond the dimensions of individual microelectronic devices, leading to cross talk
and a dramatically increased degradation due to the loss of hydrogen.

The recovery predicted by the microscopic model matches the macroscopic
counterpart as soon as the previous degradation has entered the classical diffusion-
limited regime. This behavior is due to the prerequisite that the system has to be
equilibrated along the interface before the t1/6 regime can emerge. As the recovery
happens on much larger time-scales than the stress duration, lateral equilibration
effects are invisible in recovery traces. A distribution of arrival times as predicted
by the simple estimate using different diffusion coefficients during recovery as in
[11] could not be found.

In summary, our study of the microscopic limit reveals a number of serious
problems in the traditional mathematical formulation of the reaction diffusion model
for NBTI, rendering all variants that are based on partial differential equations
physically meaningless. In a physically meaningful microscopic version of the
model, no experimental feature remains that can be accurately predicted. The
apparent match of the RD models with experimental data must therefore be
considered a mathematical artifact without any physical background.
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Chapter 16
Advanced Modeling of Oxide Defects

Wolfgang Goes, Franz Schanovsky, and Tibor Grasser

Abstract During the last couple of years, there is growing experimental evidence
which confirms charge trapping as the recoverable component of BTI. The trapping
process is believed to be a non-radiative multiphonon (NMP) process, which is also
encountered in numerous physically related problems. Therefore, the underlying
NMP theory is frequently found as an important ingredient in the youngest BTI
reliability models. While several different descriptions of the NMP transitions are
available in literature, most of them are not suitable for the application to device
simulation. In this chapter, we will present a rigorous derivation that starts out
from the microscopic Franck–Condon theory and yields generalized trapping rates
accounting for all possible NMP transitions with the conduction and the valence
band in the substrate as well as in the poly-gate. Most importantly, this derivation
considers the more general quadratic electron–phonon coupling contrary to several
previous charge trapping models. However, the pure NMP transitions do not suffice
to describe the charge trapping behavior seen in time-dependent defect spectroscopy
(TDDS). Inspired by these measurements, we introduced metastable states, which
have a strong impact on the trapping dynamics of the investigated defect. It is found
that these states provide an explanation for plenty of experimental features observed
in TDDS measurements. In particular, they can explain the behavior of fixed as well
as switching oxide hole traps, both regularly observed in TDDS measurements.

16.1 Introduction

For a long time, the research in bias temperature instability (BTI) was dominated
by variants of the reaction–diffusion (RD) model [1–8], discussed in [9]. In the
course of the last decade it was realized that the concept of the RD model cannot
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explain BTI [8, 10, 11]. At the same time, a new measurement technique called
time-dependent defect spectroscopy (TDDS) emerged, which indicated that some
sort of charge trapping is involved in BTI. This method is capable of detecting
single charge emission events from individual defects [12–18] in recovery traces
that last up to a few hundred seconds. Thus TDDS allows for the analysis of the
recoverable component of BTI and opened the doors toward in-depth investigations
of the physical trapping mechanism underlying BTI. For a detailed description of
this measurement method see [19].

First variants of charge trapping models relied on elastic hole tunneling of
holes between the substrate and oxide defects [20–24]. However, these models
show a negligible temperature dependence, which is in contrast to what has been
observed experimentally. Other variants were based on the famous Shockley–Read–
Hall (SRH) model [25] and modified to account for the tunneling effect [26]
and the thermal activation of BTI [27, 28]. For the latter, transition barriers were
phenomenologically introduced to reproduce the observed temperature dependence.
They were reasoned by non-radiative multiphonon (NMP) transitions but were
not rigorously derived from a microscopic theory [29–39]. The underlying theory
provides a rigorous framework for the description of the charge transfer process
between the substrate and the oxide defects in BTI. Hence, this theory forms the
basis of our multi-state model and will be discussed in detail at first. Subsequently
they will be simplified to make them applicable for analytical calculations.

Furthermore, TDDS studies demonstrated that the trapping dynamics must
involve metastable states as well as thermal but field-insensitive transitions. This
observation suggested a bistable BTI defect, which features quite complicated
trapping dynamics including two-step capture and emission processes. This kind
of defect also allows for different transition paths, which can explain the dual trap
behavior seen in TDDS. For validation of this new model, we will evaluate the
simulation results to the experimental data obtained from TDDS.

16.2 Benchmarks for a BTI Model

As a result of the continuous downscaling of the device geometries, single charge
detrapping events have become visible as discrete steps in the BTI recovery
curves. These steps came into the focus of scientific interest so that measurement
techniques, such as TDDS, have become frequently employed. The TDDS relates
these steps to several single charging or discharging events [12, 13, 18] of defects
and therefore allows for the analysis of individual oxide defects and their trapping
behavior. As such, the findings from TDDS [14–17] are used as criteria for the
development of an atomistic BTI model and are listed in the following:

(i) The plot in Fig. 16.1 reveals that the defects exhibit a strong, nearly exponential
stress voltage dependence of τc. Empirically, this dependence can be described
by exp(−c1Fox + c2F2

ox). However, it differs from defect to defect, implying
that it is related to certain defect properties.
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Fig. 16.1 Left: The capture time constants τc as a function of Vg for two defects at different
temperatures extracted from a single device. Open and closed symbols mark measurements
carried out at 125◦C and 175◦C, respectively. The τc curves show a strong field acceleration and
temperature activation. However, the observed field acceleration does not follow the 1/Id ≈ 1/p
dependence (dot-dashed line) as predicted by the conventional SRH model. Right: The emission
time constants τe for single defects gathered from the TDDS for varying recovery gate voltages.
The two distinct field dependences (upper and lower panel) suggest the existence of two types of
defects present in the oxide. The defect #1 shows different field behaviors depending on whether
the device is operated in the linear or the saturation regime during the measurement (not shown
here). This suggests that the electrostatics within the device are responsible for the two distinct
field dependences. It is noteworthy that the drop in τe goes hand in hand with the decrease in the
interfacial hole concentration p (dot-dashed line)

(ii) The time constant plots show a marked temperature dependence, which be-
comes obvious by the downward shift of the τc curves at higher temperatures.
The activation energies extracted from Arrhenius plots are about 0.6eV.

(iii) One type of the oxide defects (“fixed oxide hole traps”) has a τe that remains
unaffected by changes in Vg [40, 41].

(iv) The other type (“switching oxide hole traps”) shows a drop in τe toward lower
Vg [40–42].

(v) The τe of both types shows a temperature activation with a large spread
(0.6–1.4 eV).

Furthermore, it was found that several TDDS recovery traces display random
telegraph noise (RTN) when studying a device at certain bias conditions [14].
After a while, this RTN signal vanishes and does not reoccur during the remaining
measurement time. The termination of the noise signal is ascribed to hole traps
which change to their neutral charge state and remain therein. This kind of noise
is termed temporary RTN [14] (tRTN) since it occurs only for a limited amount of
time. A similar phenomenon called anomalous RTN (aRTN) was discovered earlier
by Kirton and Uren [27]. Therein, electron traps were observed, which repeatedly
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produce noise for random time intervals. During the interruptions of this RTN
signal, the defects dwell in their negative charge state generating no RTN noise
signal. The behavior of these traps was interpreted by the existence of a metastable
defect state. Unfortunately, there exist only a quite limited amount of noise data so
that no reliable statistics can be generated. Nevertheless, it is viewed as a stringent
requirement that the sought BTI model can also capture these noise phenomena in
principle.

16.3 Previous Modeling Attempts

Early BTI modeling attempts relied on the classical reaction–diffusion model [1,
2, 5–7] or variants thereof [3, 5, 8] accounting for dispersive diffusion [3, 8] and
three-dimensional effects [10,11]. Even though these models are still popular, it has
been demonstrated that the underlying concept cannot describe the basic feature of
BTI (see [9]). As an alternative explanation for BTI, charge trapping based on elastic
electron tunneling was previously suggested. However, this process exhibits a far too
weak temperature dependence as compared to measurements. The next evolution of
trapping models rested upon SRH theory combined with elastic tunneling, thereby
mimicking an inelastic and thus temperature-activated trapping process. To its
disadvantage, the underlying trapping process is not specified within the general
SRH framework and can therefore not be linked to simulations based on well-
founded atomistic theories. A prototype version of this SRH model was proposed
by McWhorter [26], who extended the SRH equations by the factor exp(xt/x0)
in order to account for the effect of electron tunneling. Since this model suffers
from a weak temperature dependence of τc and small time constants, Kirton and
Uren [27] incorporated a term with field-independent energy barriers ΔEb. This
“ad hoc” introduction of barriers has been motivated by the theory of non-radiative
multi-phonon transitions (NMP) process [38]. However, Kirton and Uren did not
provide a detailed theoretical derivation based on NMP theory. Nevertheless, their
work must be regarded as a substantial improvement in the interpretation of charge
trapping at semiconductor–oxide interfaces. In this variant, the capture and emission
time constants read

τc = τ0 exp

(
xt

x0

)
exp(β ΔEb)

Nv

p

{
1, Et > Ev

exp(−β ΔEt) exp(β q0Foxxt),Et < Ev
(16.1)

τe = τ0 exp

(
xt

x0

)
exp(β ΔEb)

{
exp(β ΔEt) exp(−β q0Foxxt), Et > Ev

1, Et < Ev
(16.2)
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Fig. 16.2 Two fits of the Kirton model to the TDDS data. The symbols stand for the measurement
data and the lines represent the simulated time constants. Left: When the Kirton model is optimized
to the hole capture times τc, reasonable fits can be achieved but τe is predicted three orders of
magnitudes too low. Right: Alternatively, a good agreement can be obtained for the hole emission
times τe but with a strong mismatch of the capture times τc for Et > Ev. From this it is concluded
that the Kirton model is not capable of fitting τc and τe at the same time

where the trap level Et is defined as

Et(xt) = Ev +Et,0 −Ev,0︸ ︷︷ ︸
=ΔEt

−q0xtFox (16.3)

with Et,0 and Ev,0 denoting the trap level and the valence band edge in the absence
of an electric field.

The behavior of the model with respect to the temperature and the oxide field
is illustrated in the left plot of Fig. 16.2 (left). When the trap level lies below the
valence band edge (Et < Ev), τc shows an exponential field dependence. At low
gate biases, the breakdown of the inversion layer gives rise to a drop in the hole
concentration and in consequence to a strong increase in τc. Comparing the model to
the experimental TDDS data, this exponential behavior allows for reasonably good,
approximative fits of τc but is still incompatible with the observed curvature in τc

(see the left fit in Fig. 16.2). τe is experimentally observed to be field insensitive,
which goes hand in hand with (16.2) based on Boltzmann statistics. However, when
accurate Fermi–Dirac statistics (as implemented in device simulators) are employed,
the emission times exhibit a weak field dependence that agrees reasonably well with
the behavior of fixed oxide hole traps (constant emission times) but is incompatible
with the behavior of switching oxide hole traps (a drop at weak oxide fields).
Alternatively, when τe is optimized in the Kirton model (see right fit in Fig. 16.2), a
reasonable fit can be achieved but at the same time a strong mismatch arises for τc in
the range Et > Ev. Furthermore, Fig. 16.2 reveals that the introduction of ΔEb yields
the required temperature activation and larger time constants in agreement with the
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points (ii) and (v) of the TDDS findings. Even though the model can reproduce
several features seen in the TDDS data separately—except for the curvature in τc—
no reasonable agreement with the whole set of measurement data can be achieved.

16.4 NMP Transitions Between Single States

Contrary to the previously discussed charge trapping models, the non-radiative
multiphonon (NMP) theory [37–39] relies on a solid physical foundation. Its
understanding requires the knowledge of fundamental microscopic theories, which
are briefly discussed in the following. In the Huang–Born approximation, a certain
atomic configuration is split into a system of electrons and nuclei, which are
described by two separated Schrödinger equations.

{
T̂e + V̂ee(r)+ V̂en(r;R)+ V̂nn(R)

}
ϕi(r;R) =Vi(R)ϕi(r;R) (16.4)

{
T̂n +Vi(R)

}
ηiα(R) = Eiαηiα (R) (16.5)

These equations contain Coulomb contributions from the electron–electron (V̂ee),
electron–nucleus (V̂en), and nucleus–nucleus (V̂nn) interactions as well as the kinetic
energies of the electrons (T̂e) and the nuclei (T̂n). The electronic Hamiltonian in
(16.4) depends on the electronic (r) and the nuclear (R) degrees of freedom, where
the latter only enter parametrically. The solution Vi(R) of the electronic Schrödinger
equation (16.4) corresponds to the energy of a certain atomic configuration and acts
as a potential for the nuclei in the Schrödinger equation (16.5). Therefore, Vi(R) is
usually referred to as the adiabatic potential energy. In the Huang–Born approxima-
tion, the nuclei of the atoms are treated as a system of quantum mechanical particles
with quantized states ηiα and discrete energies Eiα . Also the wavefunction of the
composite electron–nucleus system is split into an electronic ϕi(r;R) and nuclear
ηiα(R) part, denoted the electronic and the vibrational wavefunction, respectively.

In the case of charge trapping in BTI, one deals with a process that is frequently
termed “charge transfer reaction” in the theoretical literature. Such a kind of
process must be described by a system consisting of all atoms involved. Since
the trapped charge carrier is exchanged between the defect and the substrate, the
system includes the atoms surrounding the BTI defect as well as the atoms in
the substrate. Altogether, these atoms span a 3N-dimensional space with N being
the number of considered atoms. The adiabatic potential energy surface in this
configurational space is usually visualized in a configuration coordinate diagram
(see Fig. 16.3). Therein, the atomic positions are reduced to a one-dimensional
quantity called configuration coordinate, which allows to describe the correlated
motion of atoms, such as lattice relaxation. In these plots, the adiabatic potential
energy surfaces assume an almost parabolic shape for small atomic displacements
and are thus usually approximated by harmonic quantum oscillators in solid state
theory.
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depicted as solid and dashed lines, respectively. An NMP transition only occurs when the initial and
the final energies coincide as it is the case for Ei3 and E j1. Then the overlap of their corresponding
vibrational wavefunctions enters the calculation of the lineshape function fij and consequently
determines the NMP transition probability

During a charge trapping process, the defect changes from the charge state i to
j, where each of the charge states is represented by its own adiabatic potential in
the configuration coordinate diagram (see Fig. 16.3). The NMP transition rate kij is
then derived from first-order time-dependent perturbation theory using the Franck–
Condon approximation [37, 39, 43, 44].

kij = Aij fij (16.6)

Aij =
2π
h̄
|〈ϕi|V ′|ϕ j〉|2 (16.7)

fij = ave
α ∑

β
|〈ηiα |ηjβ 〉|2 (16.8)

Here, “ave” stands for the thermal average over all initial states “α” and the sum
runs over the final states “β ”. Aij is the electronic matrix element with the adiabatic
operator as a perturbation V ′ and is associated with a simple electronic transition.
The Franck–Condon factor |〈ηiα |ηjβ 〉|2 in (16.8) only gives a contribution when
the initial and the final state have the same energy. If this is the case, this factor
is calculated as the overlap integral of the two vibrational wavefunctions “iα”
and “ jβ ” and corresponds to the respective transition probability (cf. Fig. 16.3).
Calculating the thermal average over the initial states α and summing over the final
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Δq

q
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IP

Fig. 16.4 The configuration coordinate diagram for an NMP transition. The adiabatic potentials
for the initial and the final states are denoted as V0(q) and V+(q), respectively. They are defined
by their corresponding minima V0 and V+ located at their equilibrium configurations q0 and q+,
respectively. To simplify the mathematical calculations, the axis origin is shifted into the energy
minimum V0

states β yield the lineshape function fij that will be found to govern the gate bias
and temperature dependence of the NMP transition rate. In solids the eigenspectrum
Eiα is usually densely spaced so that there are numerous possible transitions from
the initial charge i to the final charge state j. This lineshape function has its largest
contributions from those energies that lie close to the intersection point (IP) of the
adiabatic potentials. Around this point, the lineshape function is assumed to have a
Dirac peak in the classical limit [45]. This assumption allows for simple analytical
expressions that can be conveniently employed for device simulation.

In the following, the NMP transition rates will be derived for a defect which
changes between its neutral (0) and its positive (+) charge state upon hole trapping
or detrapping. The corresponding initial (i = 0) and final ( j =+) potential energy
surface can be expressed as

V0(q) = c0(q− q0)
2 +V0 = c0Δq2 +V0 (16.9)

V+(q) = c+(q− q+)
2 +V+= c+(Δq− qs)

2 +V0 +Vs (16.10)

using the quantities defined in Fig. 16.4 and the shorthands Δq = q− q0, qs = q+−
q0, and Vs =V+−V0. c0 and c+denote the curvature of the adiabatic potentials for the
neutral and the positively charged defect, respectively. Without loss of generality, V0

can be chosen to be zero and will thus be neglected from now on. Note that the two
parabolas are characterized by different curvatures (c0 �= c+), implying that there
exist two intersection points given by

Δq1,2 =
c+qs ±

√
c0c+qs

2 +Vs(c0 − c+)
c+− c0

. (16.11)
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In the literature, this case is usually referred to as quadratic electron–phonon
coupling. For equal curvatures (c0 = c+= c), linear electron–phonon coupling is
obtained, which yields only one intersection point located at

Δq1 =
Vs/c+ q2

s

2qs
. (16.12)

The classical lineshape function for hole capture is obtained from

f0/+(c0,c+,qs,V0,V+) = Z−1
∫

q

e−βV0(q
′)δ
(
V0(q

′)−V+(q
′)
)

dq′ (16.13)

with the partition function

Z =

∫

q

e−βV0(q
′)dq′ . (16.14)

In accordance with the classical limit, the Dirac delta function in (16.13) ensures
that the integral is only evaluated at the intersection point of the two parabolas.
Using the integration rule for Dirac delta functions, this integral evaluates to

∫

Δq

e−βV0(Δq′)δ
(
V0(Δq′)−V+(Δq′)

)
d(Δq′)

=
e−β c0Δq1

2

|2c0Δq1 − 2c+(Δq1 − qs)| +
e−β c0Δq2

2

|2c0Δq2 − 2c+(Δq2 − qs)| (16.15)

and the partition function simplifies to

+∞∫

−∞

e−β c0Δq′2d(Δq′) =
√

π
c0β

. (16.16)

Inserting (16.15) and (16.16) into the definition of the lineshape function (16.13)
leads to [45]

f0/+(c0,c+,qs,V0,V+) = f0/+(c0,c+,qs,Vs)

=
1
2

√
c0β
π

(
e−β c0Δq1

2

|c0Δq1 − c+(Δq1 − qs)| +
e−β c0Δq2

2

|c0Δq2 − c+(Δq2 − qs)|
)
. (16.17)

Keep in mind that the lineshape function may also vanish ( f0/+ = 0) when the two
parabolas do not share a common intersection point. For linear electron–phonon
coupling (c = c0 = c+), the above expression reduces to

f0/+(c,qs,V0,V+) = f0/+(c,qs,Vs) =
1
2

√
cβ
π

e−β cΔq1
2

c|qs| (16.18)
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with

Δq1 =
Vs/c+ qs

2

2qs
. (16.19)

It is emphasized here that the lineshape function is most strongly affected by the
exponential term, where the expression c0Δq1,2

2 can be identified with the energy
barrier from the minimum V0 to the saddle point IP (cf. Fig. 16.4). This NMP
transition barrier can be expressed as

V0/+ =V0(Δq1,2)

=
c0q2

s

( c0
c+
− 1)2

⎛

⎝1±
√

c0

c+
+

Vs(
c0
c+
− 1)

c+q2
s

⎞

⎠

2

, (16.20)

or

V0/+ =

(
Vs + cq2

s

2
√

cqs

)2

(16.21)

for linear electron–phonon coupling. For hole emission the roles of the initial and the
final states are reversed. The corresponding lineshape function f+/0 and the NMP
barrier V+/0 are of the same form as in (16.17) and (16.20), respectively, but have
their subscripts “0” and “+” exchanged.

As will be demonstrated in Sect. 16.7, the NMP transition barrier varies strongly
with the temperature and the gate bias and therefore governs the trapping behavior of
BTI defects. In the following calculations, the above analytical expressions for the
lineshape function are preferred to the Franck–Condon overlap factors since they
can be easily implemented in simple device simulators at computational feasible
costs.

Next, the NMP theory has to be specified for the situation of charge capture and
emission in MOSFETs. Therefore, the energy minima V0 and V+ at the potential
energy surfaces must be linked to the energy of the transferred electron in the band
energy diagram before and after an NMP transition. In a simplified picture, it can be
envisioned that only the energy of the transferred electron changes while the energy
of the other electrons (Ṽ0) remains unaffected. In the following, we discuss a hole
capture1 process, during which an electron is emitted from the energy level Et of
a trap into an energy level E in the substrate valance band state. Then the energy
minima V0 and V+ can be expressed as

V0 = Ṽ0 +Et (16.22)

V+= Ṽ0 +E (16.23)

1It is stressed that the term “hole capture” refers to either a capture of hole from the valence band
into a trap or an emission of an electron from the trap into the valence band. Keep in mind that
both of these processes are equivalent from a physical point of view.
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with Ṽ0 being the energy of the system minus the energy of the transferred electron.
The NMP transition rate is then written as

k0/+ = A0/+(E) f0/+(c0,c+,qs,E −Et). (16.24)

The unknown auxiliary quantity Ṽ0 cancels out in the lineshape function, which only
depends on the energy difference

Vs =V+−V0 = E −Et . (16.25)

The trap wavefunction in the electronic matrix element A0/+(E) is strongly localized
around the defect so that the integrand in (16.7) has its largest contribution at the
defect site and A0/+(E,xt) can be approximated by

A0/+(E,xt) = A0|〈xt|ϕ〉|2 = A0|ϕ(xt)|2

= A1λ (E,xt) . (16.26)

Here, A0 is a not further specified prefactor and ϕ(E) stands for the channel
wavefunction with an energy E . The electronic matrix element is governed by the
exponential decay of the channel wavefunction and can be approximated using a
WKB factor λ (E,xt) for the implementation in simple device simulators.

16.5 NMP Transition with a Whole Band of States

So far, the theoretical foundation for NMP transitions between two certain states
has been discussed. In BTI, however, the oxide defects interact with the whole
conduction or valence band of the substrate so that the current formulation of the
NMP processes must be extended to account for transitions with a multitude of band
states at different energies E . For this reason, one has to introduce a summation over
all possible valence band states n in (16.24). Since the valence band states form a
continuous spectrum, this summation can also be transformed to an integral over a
density of states [46].

∑
n
→ Ω

Ev∫

−∞

Dp(E)dE (16.27)

Using the above transformation, the NMP hole capture rate can be expressed as

kpc
0/+ = Ω

Ev∫

−∞

Dp(E)A0/+(E,xt) f0/+(c0,c+,qs,E −Et)dE . (16.28)
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The density of states Dp(E) can be calculated using a simple expression based on
the parabolic band approximation

Dp(E) = ∑
ν

gνmpν

h̄3π2

√
2mpν(E −Ec) , (16.29)

where gν is the degeneracy of the νth valence band valley and mp its corresponding
effective hole mass. Alternatively, the density of states may originate from a
more sophisticated Schrödinger–Poisson solver that allows for quantized states Eνk

arising from the one-dimensional confinement of the charge carriers in the inversion
layer.

Dp(E) = ∑
ν

gνmpν

h̄2π ∑
k

Θ(E −Eνk) (16.30)

Next, the hole occupancy of the band states ( fp for E) and electron occupancy of
the trap state ( ft for Et) have to be taken into account. Then, the resulting NMP
transition rates read

kpc
0/+ = Ω

Ev∫

−∞

Dp(E) fp(E,Ef)A0/+(E,xt) f0/+(c0,c+,qs,E −Et) ftdE . (16.31)

For the case of electron emission,2 the electron is emitted into the substrate
conduction band and thus Dp(E) must be replaced by Dn(E).

kne
0/+ = Ω

+∞∫

Ec

Dn(E) fp(E,Ef)A0/+(E,xt) f0/+(c0,c+,qs,E −Et) ftdE (16.32)

The configuration coordinate diagrams of both processes are combined in Fig. 16.5,
which now covers all electron or hole transitions from the defect into the substrate.
Interestingly, the final states span an energy spectrum V+ that can be identified with
band energy diagram including the conduction as well as the valence band. Each of
these states is associated with a distinct position of its adiabatic potential V+(q) and
thus has a different NMP barrier height along with a different transition probability
according to the lineshape function in the transition rates (16.31) and (16.32) (cf.
Fig. 16.6). For hole capture (case A), the defect has to undergo an NMP transition
from the parabola V0(q) to the parabola V+(q). This transition occurs the fastest
when V+(q) cuts the minimum of V0(q). Then the corresponding transition barrier
V0/+ is negligible and the lineshape function f0/+(E) reaches its maximum value.
When hole emission is considered (case B), the roles of the initial and the final states

2Note that electron emission corresponds to hole capture into the substrate conduction band.
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Fig. 16.5 A combined configuration coordinate diagram for hole capture and electron emission.
According to the relation V+= Ṽ0 +E, an electron located in an energetically higher band state E is
represented by higher adiabatic potential V+(q). As a consequence, the upper and the lower family
of curves constitute the set of adiabatic potentials V+ associated with the conduction and valence
band, respectively. It is noted that this configuration coordinate diagram remains unchanged for
hole emission and electron capture and can therefore be used for both processes. As such, this
diagram covers all possible NMP transitions of the considered defect with the substrate

are reversed so that the NMP transition proceeds from the adiabatic potential V+(q)
to V0(q). Then the corresponding lineshape function f+/0(E) peaks when V+(q) is
cut in its minimum. Note that the maximal transition rates for hole capture and
emission are associated with different energy levels E , which are frequently referred
to as the switching trap levels3 in literature [47–54]. However, they should not be
confused with the thermodynamic trap levels Et that enter SRH-like formulations
of the charge transfer process used here. The thermodynamic trap level (case C)
is associated with the energy level E , at which the hole capture and emission are
balanced and the two lineshape functions f0/+(E) and f+/0(E) assume the same
value (cf. Fig. 16.6). In the configuration coordinate diagram, this is the case for
the situation when the minima of adiabatic potentials V0(q) and V+(q) are at the
same height. Note that special importance is attached to this energy level with
respect to the equilibrium occupancy of the defect. If the Fermi level is located
above the thermodynamic level, the dominating trapping process is hole emission
and the defect becomes neutral. However, when the Fermi level falls below the
thermodynamic level, the hole capture rate exceeds the hole emission rate and the
defect becomes occupied by a hole.

3Note that the same term “switching trap level” is also used for the thermodynamic trap level for a
switching oxide hole trap introduced in Fig. 16.1.
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Fig. 16.6 Configuration coordinate diagram (left) for a continuum of adiabatic potentials V+(q),
the corresponding lineshape functions (middle), and sketches of the cases A, B, and C (right).
For hole capture, the lineshape function f0/+(E) reaches its maximal value when V+(q) intersects
the minimum of V0(q) and thus the NMP transition has a vanishing barrier V0/+ (case A). When
changing from the configuration coordinate diagram (left) to the lineshape function (middle), the
adiabatic potentials are converted to electron energies according to (16.23). For the hole emission,
the analogous considerations apply as for hole capture. Now the intersection point must lie in the
minimum of V+(q), giving rise to the peak of the lineshape function f+/0(E) (case B). If the minima
of both parabolas coincide, the barriers for both directions have the same heights, which leads to
equaling NMP transition rates (case C)

In semiconductor theory—especially when NBTI in pMOS transistors is
considered—the trapping dynamics is preferentially described in the “hole picture.”
In this case the hole is emitted from a continuum of states where its energy in the
initial state is undefined. By contrast, the hole energy is exactly specified by the trap
level Et in the final state (cf. Fig. 16.7). As a consequence, the trap level Et and the
band states E change their roles. Furthermore, the energy axis of the charge carriers
is inverted so that the energy spectrum of V+ in Fig. 16.5 is flipped in the hole picture
in Fig. 16.7.

V0 = Ṽ0 −E (16.33)

V+= Ṽ0 −Et (16.34)

The energy difference of the adiabatic potentials is then given by

Vs =V+−V0 = E −Et , (16.35)

implying that the same activation energy is required as in the electron picture.
Following the same derivation as for the electron picture, the NMP transition rate
for hole capture reads

kpc
0/+ = Ω

Ev∫

−∞

Dp(E) fp(E,Ef)A0/+(E,xt) f0/+(c0,c+,qs,E −Et) ftdE . (16.36)
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configuration coordinate
diagram as in Fig. 16.5 but in
the “hole picture.” Note that
the energy scale of the charge
carriers and thus the band
diagram is inverted compared
to the “electron picture.”
Furthermore, the energy of
the transferred charge carrier
is now undefined for the
initial state since the hole is in
one of the valence band
states. By contrast, it can be
specified by Et when the hole
is trapped

It is remarked that the electronic matrix elements A0/+(E,xt) in the hole picture
and in the electron picture equal since they are determined by the same channel
wavefunction. Using the approximation (16.26), the whole set of NMP trapping
rates can be written as

knc = kn
0

+∞∫

Ec

Dn(E) fn(E,Ef)λ (E,xt) f+/0(c+,c0,qs,Et −E)dE (16.37)

kne = kn
0

+∞∫

Ec

Dn(E) fp(E,Ef)λ (E,xt) f0/+(c0,c+,qs,E −Et)dE (16.38)

kpc = kp
0

Ev∫

−∞

Dp(E) fp(E,Ef)λ (E,xt) f0/+(c0,c+,qs,E −Et)dE (16.39)

kpe = kp
0

Ev∫

−∞

Dp(E) fn(E,Ef)λ (E,xt) f+/0(c+,c0,qs,Et −E)dE , (16.40)

where the quantities kn/p
0 are used as shorthands for the product of the prefactors

Ω and A1. “n” and “p” refer to electrons or holes while “c” and “e” stand for
capture and emission processes, respectively. It has to be noted that the integrands
of the above rate equations are usually sharply peaked due to the strong exponential
dependences of the occupancies fp(E) and fn(E) as well as the lineshape functions
f0/+(E) and f+/0(E). Hence, these integrals are solved numerically using adaptive
integration schemes in order to keep the computation costs low and to ensure a
sufficient accuracy of the computed rates.

The above set of rate equations can also be modified to the case where the
defect exchanges charge carriers with the poly-gate by replacing the band edges
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and the Fermi level with their respective values at the poly-gate. They can also
be adapted for an electron trap, whose charge state switches between neutral and
negative. As such, these rate equations form the basis for charge trapping involving
the substrate as well as the gate and could consequently also cover trap-assisted
tunneling occurring via NMP transitions.

16.6 Huang–Rhys Parameter

The employed NMP theory was initially derived for the fluorescence and absorption
spectra of gases and solids, where the Huang–Rhys factor S was introduced to
obtain compact analytical solutions [37]. This quantity corresponds to the number of
absorbed or emitted phonons during an optical transition and thereby characterizes
the shape of two adiabatic potentials V0(q) and V+(q). For quadratic electron–
phonon coupling, the adiabatic potentials are represented by two parabolas that
are shifted against each other and have different curvatures. To define them, we
introduce the quantities S and R (see Fig. 16.8), which are defined as follows:

Sh̄ω = c0q2
s (16.41)

R2 =
c0

c+
. (16.42)

Using the above substitutions, the NMP transition barrier in (16.20) can be
rewritten as

V0/+(Vs) =
Sh̄ω

(R2 − 1)2

(

1±R

√
Sh̄ω +Vs(R2 − 1)

Sh̄ω

)2

. (16.43)

The prefactor ξ0/+(Δq) of the exponential term in (16.17) is of the form

ξ0/+(Δq1,2) =

√
β c0

4π
1

|c0Δq− c+(Δq− qs)| (16.44)

and can be expressed as

ξ0/+(Vs) =

√
β
4π

R
√

Sh̄ω +Vs(R2 − 1)
. (16.45)

For linear electron–phonon coupling, one obtains the frequently applied result

V0/+(Vs) =
(Vs + Sh̄ω)2

4Sh̄ω
(16.46)
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Fig. 16.8 Left: The configuration coordinate diagram including the Huang–Rhys factors S0 and
S+. The adiabatic potentials are often defined as harmonic oscillators of the form V0(q) =
1/2 Mω2

0 (q− q0)
2 +V0 and V+(q)= 1/2 Mω2

+(q− q+)2 +V+, where ω0 and ω+ are their respective
oscillator frequencies. For an optical transition, the energy delivered by the photon must equal the
energy difference V0(q+)−V+, which is indicated by the upwards arrow and can be expressed as
an integral multiple S0 of h̄ω0. In analogy, S+h̄ω+ equals the energy difference V+(q0)−V0. In
the remainder of this chapter, S0h̄ω0 and S+h̄ω+ will be replaced by Sh̄ω and R2Sh̄ω , respectively.
Right: Strong (top) and weak (bottom) electron–phonon coupling. In the first case the parabolas are
positioned such that the intersection point is situated in between their minima while in the second
case one parabola lies inside the other and the intersection point is located beside the two minima

for the NMP transition barrier with the prefactor

ξ0/+(Δq) =

√
β c0

4π
1

|c0Δq− c+(Δq− qs)| =
√

β
4π

1√
Sh̄ω

. (16.47)

16.6.1 Analytical Expressions for the NMP Rates

A second order expansion of the expression (16.43) delivers

V0/+(Vs)≈ Sh̄ω
(1+R)2 +

R
1+R

Vs +
R

4Sh̄ω
V 2

s . (16.48)

If the curvatures c0 and c+ differ, the quantity R deviates from unity. Since R also
enters the above expression for the barrier height, the ratio of the curvatures has a
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Fig. 16.9 The hole capture (V0/+) and emission (V+/0) barrier for an NMP transition. The barrier
heights are calculated as the energy differences between the corresponding minimum and the
intersection point in the hole picture, which yields V0/+ =VIP −V0 =VIP − Ṽ0 +E and ΔV+/0 =

VIP −V+=VIP −Ṽ0 +Et for the capture and the emission barrier, respectively

strong impact on the NMP transition rates (cf. Fig. 16.9). As in the previous section,
Vs can be expressed as

Vs =V+−V0 = E −Et = E −Ev︸ ︷︷ ︸
=−ΔE

+Ev −Et (16.49)

so that (16.48) can be rewritten as

V0/+(ΔE)≈ Sh̄ω
(1+R)2 +

R
1+R

(
Ev −Et−ΔE

)
+

R
4Sh̄ω

(
Ev −Et −ΔE

)2
. (16.50)

In the case of strong electron–phonon coupling (see Fig. 16.8) Sh̄ω 	 |Ev −Et −
ΔE| holds and the third term of (16.50) can be neglected. In order to evaluate the
integral in the hole capture rate (16.39), the following assumptions must be made:

• Assuming the parabolic-band approximation, the valence band density of states
(16.29) is given by Dp(E) = Dp,0

√
ΔE with Dp,0 being an energy-independent

prefactor.
• The occupancy fp(E,Ef) follows Boltzmann statistics.
• The WKB factor is approximated by the factor exp(−xt/x0) with the tunneling

length x0.
• The lineshape function is dominated by the exponential barrier term so that the

prefactor ξ0/+ can be neglected to first order.

With the above simplifications, the hole capture rate (16.39) evaluates to

kpc = kp
0

Ev∫

−∞

Dp(E) fp(E,Ef)λ (E,xt)exp(−βV0/+(ΔE))dE

= kp
0(1+R)3/2pexp(−xt/x0)exp

(
−β
(

Sh̄ω
(1+R)2 −

R
1+R

ΔEt

))
, (16.51)
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where the hole density p is given by the expression

p = Dp,0 exp
(
β (Ev −Ef)

)
β−3/2 Γ (3/2) (16.52)

with Γ (x) being the Gamma function. Motivated by the similarity to the rate
equations in the standard SRH theory, the prefactor kp

0 has been identified with
the hole thermal velocity vth,p times a hole capture cross-section σp. The lengthy
expression in the exponent of the last term of (16.51) can be related to the hole
capture barrier εpc, which is evaluated for E=Ev.

Sh̄ω
(1+R)2 +

R
1+R

Ev −Et =V0/+

∣
∣
∣
ΔE=0

= εpc (16.53)

This is actually surprising since the NMP transition barrier V0/+(ΔE) is a function
of the hole energy E per definition. However, for strong electron–phonon coupling,
the rate integral (16.39) delivers its largest contribution close to the valence band
edge (ΔE = 0) so that the barrier V0/+(E) can be approximated by V0/+(Ev). As a
consequence, the hole capture rate simplifies to

kpc = vth,pσp(1+R)3/2exp(−xt/x0)pexp(−β εpc) . (16.54)

The hole emission rate is derived from (16.40) using the two relations: First, the
electron occupation function can be replaced by

fn(E,Ef) = fp(E,Ef)exp
(−β (E −Ef)

)
. (16.55)

Second, the ratio of the exponential barrier terms (see Fig. 16.9) gives

exp(−βV+/0)/exp(−βV0/+) = exp(−β (Et −E)) (16.56)

for each band state E . Inserting both relations in (16.40) and using the same
assumptions as before yields the hole emission rate

kpe = vth,pσp

Ev∫

+∞

Dp(E) fn(E,Ef)λ (E,xt)exp(−βV0/+)dE

= vth,pσp(1+R)3/2exp(−xt/x0)pexp(−β εpc)exp(−β (Et −Ef)) . (16.57)

Interestingly, (16.54) and (16.57) closely resemble the rates obtained from the stan-
dard SRH theory except from the exponential barrier terms and even have the same
shape as those of Kirton and Uren. However, the NMP transition barriers derived
above are calculated from the intersection point of two adiabatic potentials—in this
case parabolas—and thus reflect their gate bias dependence governed by the energy
separation between the trap level and the valence band edge according to (16.53).
Even though they rely on a series of approximations, they contain the main physics
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involved in charge trapping. As such, they promote the understanding of the gate
bias and temperature tendencies in charge trapping and allow compact analytical
expressions for the assumption of strong electron–phonon coupling.

16.7 State Diagram of the Multi-State Model

The NMP transition rates derived in the previous sections describe charge transfer
reactions, i.e., the pure charge trapping or detrapping processes. However, the
TDDS studies revealed that some defects are found to disappear on the spectral
maps. This observation can only be reasoned by the existence of metastable states,
in which the oxide defects dwell for a certain amount of time. Furthermore, the
TDDS also reveals gate bias-independent transitions that cannot be related to charge
transfer reactions. These transitions are associated with an activation over thermal
barriers, leaving the charge state of the defect unchanged. Both observations suggest
a bistable defect, which has an additional metastable configuration (marked by
primes) that appears in two charge states (cf. Fig. 16.10). This means that the defect
features two neutral (1, 1′) and two positive (2, 2′) charge states (cf. Fig. 16.10),
where thermal transitions allow for transitions between same charge states (1 ↔ 1′
and 2 ↔ 2′) and NMP transitions between opposite charge states (1 ↔ 2′ and
2 ↔ 1′). The bistable defect described above is the heart of the “multi-state model”
and will be discussed in detail in the following.
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Fig. 16.10 State diagram of the multi-state model. The defect is present in a stable neutral (1) and
a stable positive (2) charge state, where each of them has a second metastable state marked by a
prime (1′ , 2′). The NMP transitions 1 ↔ 2′ and 2 ↔ 1′ occur between different charge states while
the thermal transitions 1 ↔ 1′ and 2 ↔ 2′ between same charge states. Note that the transitions
between the stable states are of main interest since they correspond to the experimentally measured
capture and emission times in BTI. However, they involve intermediate states, which are metastable
and important for the gate-bias and temperature dependence of the overall transition. The stick-
and-ball models correspond to the configurations of a possible defect candidate, i.e., the oxygen
vacancy, which is only shown for illustration purpose
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α β γ

kαβ

kβα

kβγ

kγβ

Fig. 16.11 The state diagram for a two-step process from the state α to γ . The first passage time
of such a process is calculated by (16.59). Consider that the transition rate kγβ , indicated by the
dashed arrow, does not enter this equation

Such defects [55] show complex dynamics between those four states and must
be correctly treated using homogeneous continuous-time Markov chain theory [56].
This theory rests upon the assumption that the future transitions between the states
do not depend on the past of the investigated system. This assumption is justified as
long as the defect relaxes after each transition by interacting with its environment,
thereby losing the memory of its past. In fact, this is the case for both pure thermal
and NMP transitions disregarding special theories, such as recombination-enhanced
defect reaction. The time evolution of such a defect system is described by a first-
order differential equation termed the Master equation.

∂tπi(t) = ∑
j �=i

π j(t)kji −∑
i�= j

πi(t)kij (16.58)

Here, πi(t) is the time-dependent occupation probability that the defect is in state i
and kij denotes the transition rate from state i to state j. When going from a single
to a multitude of defects, the occupation probabilities must be averaged and become
occupancies. The resulting rate equations, which are of the same form as the above
Master equation, are usually solved in device simulators in order to predict the
degradation for large area devices. Those kind of simulations can also account for
the fact that the defect properties vary from trap to trap. The wide distributions of
the defect properties arise from the amorphous defect environments but also come
from the random dopant fluctuations, which have increasingly attracted scientific
interest during the last several years [18, 57–62]. (For a detailed discussion of this
topic, the interested reader is referred to [63].) For a comparison to the TDDS
data, one is primarily interested in the transition times between stable states.
The metastable states will only be occupied temporarily and are not observable
in experiments. However, they gain their relevance for the overall gate bias and
temperature dependence of two-step processes. The transitions between stable states
are obtained from first-passage times. For a two-step process, the transition time
from a state α to a state γ over a state β (cf. Fig. 16.11) reads

ταγ =
kαβ + kβ γ + kβ α

kαβ kβ γ
=

1
kαβ

+
1

kβ γ
+

1
kβ γ

kβ α

kαβ
. (16.59)
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Fig. 16.12 Simplified state diagrams of hole capture and emission over the metastable states 1′
and 2′. The superscripts of τ denote the intermediate state, which has been passed through during
a complete capture or emission event. Note that there exist two competing pathways for a hole
capture event, namely one over the intermediate state 1′ and one over 2′. Of course, the same holds
true for a hole emission event

The multi-state model with its four states allows for four distinct transition
pathways (see Fig. 16.12), whose first-passage times are listed below:

τ2′
c =

1
k12′

+
1

k2′2
+

1
k2′2

k2′1
k12′

(16.60)

τ1′
c =

1
k11′

+
1

k1′2
+

1
k1′2

k1′1
k11′

(16.61)

τ2′
e =

1
k22′

+
1

k2′1
+

1
k2′1

k2′2
k22′

(16.62)

τ1′
e =

1
k21′

+
1

k1′1
+

1
k1′1

k1′2
k21′

(16.63)

The transition barriers for the partial rates can be extracted from the configuration
coordinate diagram of the bistable defect (see Fig. 16.13). The bistability of
the defect is reflected in the double-well shape of the adiabatic potentials. The
transitions T1↔1′ and T2↔2′ are thermally activated and do not vary with the applied
gate bias. According to transition state theory, they can be expressed as

k11′ = ν0 exp(−β ε11′) (16.64)

k1′1 = ν0 exp(−β ε1′1) (16.65)

k22′ = ν0 exp(−β ε22′) (16.66)

k2′2 = ν0 exp(−β ε2′2) (16.67)

where the barriers εij are defined in Fig. 16.13 and ν0 is the attempt frequency, which
is typically of the order 1013 s−1. The NMP transition rates are evaluated using
(16.37)–(16.40), which contain lineshape functions and thus depend on Vs. The
energy minima in the configuration coordinate diagram of Fig. 16.13 are given by

V1 = Ṽ0 −E (16.68)

V2′ = Ṽ0 + εT2′ −Et (16.69)
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Fig. 16.13 Left: A schematic of the configuration coordinate diagram for a bistable defect. The
solid and the dashed lines represent the adiabatic potentials for a defect in its positive and
neutral charge state, respectively. The energy minima correspond to the stable or metastable defect
configurations, labeled 1, 1′, 2, and 2′. The present configuration coordinate diagram describes
the exchange of holes with the valence band and thus is associated with a hole capture or
emission process. The stick-and-ball models display a defect in its various stable and metastable
configurations for illustration purpose. Right: Definitions of the used energies and barriers in
the multi-state model. Recall that two adiabatic potentials must be shown for one transition. It
is assumed that an alternative transition pathway with an additional crossing point exists in the
multidimensional atomic configuration space. In order to show both intersections (related to the
transitions 1 ↔ 2′ and 2 ↔ 1′) in one configuration coordinate diagram, the “neutral” potential
must be plotted twice. Obviously, ε22′ = ε2′2 + εT2′ holds

V2 = Ṽ0 −E ′
t (16.70)

V1′ = Ṽ0 −E (16.71)

in the hole picture. Here, the Vi stands for the adiabatic potentials with i being one of
the states in Fig. 16.10. Furthermore, the hole is assumed to be energetically located
at the valence band edge. It is emphasized that the energy εT2′ must be added to Ṽ0

to obtain the correct energy minimum of state 2′.

Et → Et − εT2′ (16.72)

As a consequence, εT2′ modifies the energy differences Vs extracted from the
configuration coordinate diagram

V12′ =V2′ −V1 = E −Et + εT2′ (16.73)

V1′2 =V2 −V1′ = E −E ′
t (16.74)
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and enters the NMP rates

k12′ = vth,nσn

+∞∫

Ec

Dn(E) fp(E,Ef)λ (E) f0/+(c0,c+,qs,E −Et + εT2′︸ ︷︷ ︸
=V12′

)dE

+ vth,pσp

Ev∫

−∞

Dp(E) fp(E,Ef)λ (E) f0/+(c0,c+,qs,E −Et+ εT2′︸ ︷︷ ︸
=V12′

)dE (16.75)

k2′1 = vth,nσn

+∞∫

Ec

Dn(E) fn(E,Ef)λ (E) f+/0(c+,c0,qs,Et − εT2′ −E
︸ ︷︷ ︸

=−V12′

)dE

+ vth,pσp

Ev∫

−∞

Dp(E) fn(E,Ef)λ (E) f+/0(c+,c0,qs,Et − εT2′ −E
︸ ︷︷ ︸

=−V12′

)dE (16.76)

k1′2 = vth,nσn

+∞∫

Ec

Dn(E) fp(E,Ef)λ (E) f0/+(c0,c+,qs,E −E ′
t︸ ︷︷ ︸

=V1′2

)dE

+ vth,pσp

Ev∫

−∞

Dp(E) fp(E,Ef)λ (E) f0/+(c0,c+,qs,E −E ′
t︸ ︷︷ ︸

=V1′2

)dE (16.77)

k21′ = vth,nσn

+∞∫

Ec

Dn(E) fn(E,Ef)λ (E) f+/0(c+,c0,qs,E
′
t −E
︸ ︷︷ ︸
=−V1′2

)dE

+ vth,pσp

Ev∫

−∞

Dp(E) fn(E,Ef)λ (E) f+/0(c+,c0,qs,E
′
t −E
︸ ︷︷ ︸
=−V1′2

)dE . (16.78)

The above NMP transition rates along with the thermal transition rates (16.64)–
(16.67) enter the expressions of the capture and emission times (16.60)–(16.63) that
are comparable to time constants observed in the TDDS data. In the next section,
they will be used to evaluate the multi-state model against the TDDS data and allow
a verification of this model.

16.8 Model Evaluation

As outlined in Sect. 16.2, TDDS experiments measure the response of single defects
to different gate voltage or temperature conditions. Based on these data, they give
insight into the behavior of single defects and can thus reveal whether a BTI trapping
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Fig. 16.14 Left: The capture (solid lines) and emission (dashed lines) times of a fixed oxide hole
trap as a function of the gate bias. The symbols stand for the measurement data and the lines
represent the simulation results of the multi-state model. The latter are shown to be in remarkable
agreement with the experimental data. The inset (bottom left) depicts the band diagram of a
MOSFET with the trap levels Et and E ′

t for the case when no bias is applied to the gate. Under
these conditions the trap level E ′

t is located far above the substrate Fermi level and the emission
time remains unaffected by the gate bias. This fact eventually characterizes this defect as a fixed
oxide hole trap Right: The same but for a switching oxide hole trap as presented in the Sect. 16.2.
Compared to the fixed oxide hole trap, it shows a strong gate bias dependence of τe at small gate
biases. In contrast to a fixed oxide hole trap, the Fermi level and the trap level E ′

t coincide there,
resulting in the strong sensitivity of τe to Vg

model reflects the physics of real defects. The time constant plots in Fig. 16.14
depict a fit of the multi-state model against the time constants extracted from the
TDDS measurement data. The following calculations are carried out on a device
simulator that delivers the band energy diagram for the devices used in the TDDS
measurements. With these data, the thermal and the NMP transition rates were
evaluated, which were subsequently used to calculate the capture and emission
times. In these simulation, we accounted for the exchange of charge carriers with
the substrate as well as the gate from the conduction and the valence band. An
evaluation of the TDDS checklist is given below:

(i) The curvature in τc is reproduced by the multi-state model.
(ii) τc shows a marked temperature activation over the whole range of Vg, visible

as a parallel upward shift.
(iii) In general, the multi-state model yields field-insensitive τe as displayed in

Fig. 16.14 (left). It is important to note here that at larger oxide fields this
model also predicts an exponential dependence, which has also been observed
for some defects in RTN measurements [31].

(iv) The multi-state model also allows for a field-dependent τe provided that
the substrate Fermi level and the trap level E ′

t are separated by only a few
hundredth of an electron Volt at small Vg (cf. Fig. 16.14, right).

(v) In both cases, τe is thermally activated.
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The above checklist demonstrates that the multi-state model can reproduce the key
features of the hole capture and emission process correctly, strongly indicating that
the multi-state model can describe the physics of the defects seen in TDDS.

16.9 Discussion of the Multi-State Model

In Sect. 16.7, we derived a full set of rate equations that can accurately describe
charge trapping within the multi-state model. However, they rely on complicated
integrals which obscure the gate bias and temperature-dependent behavior of
defects. For this reason, we also provide analytical expressions that promote
understanding of the essential physical behind the mathematical framework.

Following the derivation in Sect. 16.6, the NMP transition rates can be written as

k12′ = vth,pσp(1+R)3/2λ (Ev)pexp(−β ε12′) (16.79)

k2′1 = vth,pσp(1+R)3/2λ (Ev)pexp(−β ε12′)exp(−β (Et − εT2′ −Ef)) (16.80)

k1′2 = vth,pσp(1+R′)3/2λ (Ev)pexp(−β ε1′2) (16.81)

k21′ = vth,pσp(1+R′)3/2λ (Ev)pexp(−β ε1′2)exp(−β (Et −Ef)) (16.82)

with

ε12′ =
S1h̄ω1

(1+R1)2 +
R1

1+R1
(Ev −Et+ εT2′) (16.83)

=
S1h̄ω1

(1+R1)2 − R1

1+R1
(ΔEt − εT2′)+

R1

1+R1
q0xtFox (16.84)

ε1′2 =
S1′ h̄ω1′

(1+R1′)2 +
R1′

1+R1′
(Ev −E ′

t) (16.85)

=
S1′ h̄ω1′

(1+R1′)2 − R1′

1+R1′
ΔE ′

t +
R1′

1+R1′
q0xtFox (16.86)

using (16.3). In analogy to the derivation of the exact NMP transition rates (16.68)–
(16.78), the trap level Et must again be referenced to the minimum 2′ according
to (16.69). This reference of Et is required in the calculation of the NMP barriers
(16.84) and (16.86) as well as the last term of (16.80) following the concept outlined
in Fig. 16.9. With the thermal transitions (16.64)–(16.67) and the above expression
of the NMP rates (16.79)–(16.82), the capture and emission times (16.60)–(16.63)
read

τ2′
c = τ2′

c,min + τp0
N2

p
exp

(
β

R1q0xtFox

1+R1

)
+ τ2′

c,min
N1

p
exp(β q0xtFox) (16.87)
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τ1′
c = τ1′

c,min + τp0
N3

p
exp

(
β

R1′q0xtFox

1+R1′

)
(16.88)

τ2′
e = τ2′

e,min + τ2′ exp

(
−β

q0xtFox

1+R1

)
(16.89)

τ1′
e = τ1′ exp

(
−β

q0xtFox

1+R1′

)
+ τ1′

e,min

(
1+ exp

(
β (E ′

t −Ef)
))

(16.90)

using the definitions

N1 = Nv exp(β (εT2′ −ΔEt)) (16.91)

N2 =
Nv

(1+R1)3/2
exp

(
β

S1h̄ω1

(1+R1)2

)
exp

(
−β

R1(ΔEt − εT2′)

1+R1

)
(16.92)

N3 =
Nv

(1+R1′)3/2
exp

(
β

S1′ h̄ω1′

(1+R1′)2

)
exp

(
−β

R1′

1+R1′
ΔE ′

t

)

× (1+ exp
(
β (ΔE ′

t −ΔEt)
))

(16.93)

τ2′ =
τp0

(1+R1)3/2
exp

(
β

S1h̄ω1

(1+R1)2

)
exp

(
β

ΔEt − εT2′

1+R1

)

× (1+ exp(β εT2′)) (16.94)

τ1′ =
τp0

(1+R1′)3/2
exp

(
β

S1′ h̄ω1′

(1+R1′)2

)
exp

(
β

ΔE ′
t

1+R1′

)
(16.95)

τ2′
c,min = 1/k2′2 (16.96)

τ2′
e,min = 1/k22′ (16.97)

τ1′
c,min = 1/k11′ (16.98)

τ1′
e,min = 1/k1′1 (16.99)

τp0 =
1

σpvth,pNvλ (Ev)
. (16.100)

Recall that the hole capture process can proceed from state 1 over one of the
metastable states 2′ or 1′ to the final state 2 according to the state diagram of
Fig. 16.12. The corresponding capture time constants are denoted as τ2′

c and τ1′
c ,

respectively, and will be discussed in the following. If the transition pathway
T1→2′→2 is preferred, the capture time constant has the same shape as (16.59).

τ2′
c =

k12′ + k2′1 + k2′2
k12′k2′2

(16.101)
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=
1

k12′︸︷︷︸
D

+
1

k2′2︸︷︷︸
C

+
1

k2′2

k2′1
k12′︸ ︷︷ ︸

B

(16.102)

Each summand in the nominator can be dominant, leading to (16.60), which is
characterized by three distinct regimes, namely B, C, and D in Fig. 16.15. At
extremely high negative oxide fields (regime D), k12′ is the dominant rate meaning
that the transition4 T1→2′ proceeds much faster than T2′→2 (cf. Fig. 16.16). Thus
complete capture process (T1→2′→2) is controlled by the second transition T2′→2,
which is much slower and has a time constant of τ2′

c,min. Since this second step is

only thermally activated, τ2′
c does not depend on the oxide field. This is consistent

with (16.87), in which both exponential terms become negligible at extremely high
negative oxide fields. At moderate negative oxide fields (regime C), the rate k12′
approaches the order of k2′1 and even falls below k2′2. In this case the thermal
transition T2′→2 immediately follows the hole capture process from the state 1 to
2′. As a result, the trapping kinetics are governed by the forward rate of the NMP
process T1→2′ . Then τ2′

c shows an exponential oxide field dependence, which is
reflected in the second term of (16.87). At low negative oxide fields (regime B), k12′
is already outbalanced by its reverse rate k2′1 (see Fig. 16.16) and the ratio of both
rates determines the oxide field dependence. This gives an increased exponential

4Keep in mind that the term “transition” does not refer to the duration of the physical process itself,
such as the time it takes an electron to tunnel through an energy barrier. It rather denotes the mean
time until the physical process takes place and the defect change its state.
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Fig. 16.16 A schematic representation of adiabatic potentials in the regimes B, C, and D. The
arrows show the transitions involved in the hole capture process. Their thicknesses indicate the
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times and thus governs the oxide field and temperature dependence of the complete capture process
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decrease of the reverse rate k2′1. In contrast to the charge transfer reactions T1→2′ and T2→′1, the
thermal transition T2′→2 is not affected by the oxide field

slope originating from the third term of (16.87). The transitions between these three
regimes are smooth so that the capture time becomes curved in its time constant
plots (cf. Fig. 16.16). It emphasized here that the curvature in the capture times are
one of the most obstinate feature for BTI modeling and has only been reproduced
by the multi-state model so far.

However, if the transition over the metastable state 1′ is favored (regime A), the
capture time constant can be formulated using first-passage times:

τ1′
c =

k11′ + k1′1 + k1′2
k11′k1′2

(16.103)

Since the metastable state 1′ is situated above the state 1 by definition, k1′1 	 k11′
holds. Therefore, the expression (16.103) can be approximated by

τ1′
c ≈ k1′1

k11′k1′2︸ ︷︷ ︸
A′′

+
1

k11′︸︷︷︸
A′

, (16.104)
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Fig. 16.17 The same as in Fig. 16.16 but for the regimes A’ and A” of the oxide field dependence
of τ1′

c

which is characterized by only two regimes (A’ and A”) now. At negative oxide fields
(regime A’), the state 1′ is located high (see Fig. 16.17) so that the transition rate
k1′2 is large compared to k11′ . Then the first term of expression (16.104) vanishes
and the field-dependent transition T1→1′ with a time constant of τ1′

c,min dominates

τ1′
c in (16.104). When reducing the oxide field, the state 1′ is shifted downwards

in the configuration coordinate diagram, thereby decreasing the transition rate k1′2.
At a certain oxide field, k1′2 falls below k1′1 and the first term of the expression
(16.104) becomes dominant (regime A”). As a consequence, τ1′

c is governed by the
field-dependent transition T1′→2, which is reflected in the exponential term of the
expression (16.88). The transition between A’ and A” yields a kink, which is visible
in τ1′

c (cf. Fig. 16.15) but not in the overall hole capture τc time given by

1
τc

≈ 1

τ1′
c
+

1

τ2′
c

. (16.105)

So far, this transition has not been observed in TDDS experiments, which is why
the regimes A’ and A” are not differentiated in Fig. 16.16.

Also the hole emission process has the possibility to proceed over either the
state 1′ or 2′, with τ1′

e and τ2′
e being the corresponding emission time constants (see

Fig. 16.18). For the transition pathway over 2′, the emission time constant can be
expressed as:

τ2′
e =

k22′ + k2′2 + k2′1
k22′k2′1

(16.106)

Since k2′2 	 k22′ applies, τ2′
e has only two regimes, labeled with the capital letters

F and G in Fig. 16.15.
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Fig. 16.18 The same as in Fig. 16.16 but for the regimes E, F, and G of the oxide field dependence
of τe

τ2′
e ≈ k2′2

k22′k2′1︸ ︷︷ ︸
G

+
1

k22′︸︷︷︸
F

(16.107)

At high negative oxide fields (regime G), the state 1 is shifted upwards so that
k22′ is the dominant rate and the field-dependent NMP transition T2′→1 controls
the transition T1→2′→2. The oxide field dependence T2′→1 is reflected in the second
term of (16.89). At moderate negative oxide fields (regime F), the transition T2′→1
proceeds much faster than T2→2′ . Thus, τ2′

e is determined by the field-insensitive
transition T2→2′ with a time constant of τ2′

e,min. It is pointed out that the regime F
can give an explanation for the field-independent emission time constants observed
for fixed oxide hole traps (cf. Fig. 16.14 left). This is a direct consequence of the
assumed bistability of the defect in the multi-state model.

At a low oxide field (regime E), the state 1′ is further shifted down, which speeds
up the transition T2→1′ and allows the pathway over the metastable state 1′. The
corresponding emission time constant τ1′

e is then given by

τ1′
e =

k21′ + k1′2 + r1′1
k21′k1′1

. (16.108)

For a sufficiently large barrier ε1′1, the rate k1′1 becomes negligible compared to k21′
and k1′2 and the above equation simplifies to

τ1′
e =

1
k1′1

+
k1′2

k21′k1′1
. (16.109)
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In this case, the state diagram reduces to a subsystem that includes the states 1′ and
2 and is marginally disturbed by the rate k1′1. In this subsystem the states 1′ and 2
can be assumed to be in quasi-equilibrium

f1′k1′2 = f2k21′ (16.110)

and the condition f1′ + f2 = 1 is met. Then the trap occupancy f ′t = f1′ is given by

f1′ =
1

1+ k21′
k1′2

=
1

1+ exp(β (E ′
t −Ef))

. (16.111)

From this equation, it follows that the condition k1′2 = k21′ is equivalent to E ′
t = Ef.

Furthermore, this equation can also be used to simplify (16.90) to

τ1′
e = τ1′ exp

(
−β

q0xtFox

1+R1′

)
+

τ1′
e,min

ft′
. (16.112)

If E ′
t falls below Ef at a certain relaxation voltage, the state 1′ becomes occupied

and the emission time τ1′
e is determined by the field-independent transition T1′→1

with the time constant τ1′
e,min. By contrast, if E ′

t is raised above Ef, the state 1′ is
underpopulated thereby slowing down the hole emission process. This occupancy
effect is reflected in the second term, which is sensitive to changes in Ef.

The overall hole emission time τe follows approximately from

1
τe

≈ 1

τ1′
e
+

1

τ2′
e

(16.113)

and is depicted in Fig. 16.15. At a certain oxide field, when the state 1′ is shifted
below state 2, τ1′

e reaches its minimum value and falls below τ2′
e . The resulting drop

in τe is observed as the field dependence characterizing fixed oxide hole traps at
weak oxide fields (cf. Fig. 16.14 right). The drop in τe occurs when the minimum
of the state 1′ passes that of state 2, and is thus related to the exact shape of the
configuration coordinate diagram. It is emphasized here that in the multi-state model
the bistability of the defect allows for fixed as well as switching oxide hole traps
while there is no explanation for these two kinds for defects in other models.

In summary, several features observed in the TDDS data have been quantitatively
reproduced as shown in Sect. 16.8 and qualitatively understood following the above
discussion based on analytical expressions. As such, this model can be regarded as
a suited model to describe hole trapping in BTI.
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Fig. 16.19 Top left: The hole occupancy during tRTN. At t = 0 the stress voltage has been
removed and the defect is in its positive state 2. After a time τs

e the defect ceases to produce
noise. Bottom left: Configuration coordinate diagram for a tRTN defect. The thick arrow indicates
the fast switches between the states 2 and 1′ related to the occurrence of noise. The possibilities
to escape from these states are shown by the thin arrows. Top right: Electron occupancy during
aRTN. Bottom right: Configuration coordinate diagram for an aRTN defect. Since this defect is an
electron trap, the solid and the dashed line correspond to the negative and the neutral charge state
of the defect, respectively. The double-sided thick arrow is associated with aRTN while the thin
one represents the transitions into and out of the metastable state 2′

16.10 Noise

So far it has been shown that the multi-state model accounts for all features
seen in the time constant plots for the fixed as well as the switching oxide hole
traps. Beyond that, the model can also give an explanation for tRTN observed in
TDDS (see Sect. 16.2). The generated noise stems from defects switching back
and forth between states 2 and 1′. The associated charge transfer reactions T2↔1′
do not involve any intermediate states and are therefore simple NMP processes.
It is remarked here that the transitions T2↔1′ require the energy minima 2 and 1′
in the configuration coordinate diagram to be on approximately the same level at
the relaxation voltage. This is only the case for a group of defects whose energy
minima 1 and 1′ are energetically not far separated. In the TDDS measurements,
the investigated devices are stressed at a high Vg so that the defects are forced
from the state 1 into the state 2 or 1′. During this step, the defects undergo the
transition T1→2′→2 into the state 2 or even further into 1′. The other direct pathway
T1→1′ into the state 1′ or 2 is assumed to go over a large barrier ε11′ . Therefore,
the transition T1→1′ proceeds on much larger timescales compared to T1→2′→2 and
can be neglected. After stressing, the recovery traces are monitored at low Vg or
Fox, respectively, at which the energy minima of the states 2 and 1′ coincide and
noise is produced. However, the state 1 is thermodynamically preferred due to its
energetically lower position compared to the states 2 and 1′. When the defect returns
to its initial state 1, the RTN signal disappears with a time constant of τs

e . The
corresponding transition could be either T2→2′→1 or T1′→1 with a time constant of τ2′

e
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or τ1′
e,min, respectively (cf. Fig. 16.19). The termination of the noise signal after a time

period of τs
e is determined by the minimum of these time constants. Consider that

the NMP barriers ε21′ and ε1′2 must not be too large since otherwise trapping events
will occur too fast and are therefore not detected using a conventional measurement
equipment.

Interestingly, there also exists a type of defect which repeatedly produces noise
for stochastically distributed time intervals (see Sect. 16.2). This kind of noise was
observed for electron traps [27] in nMOSFETS and is referred to as aRTN. Just as in
the case of tRTN, the noise signal is generated by charge transfer reactions between
the states 2 and 1′. The recurrent pauses of the noise signal (see Fig. 16.19) originate
from transitions into the metastable state 2′, which is electrically indistinguishable
from the state 2. These interruptions correspond to the time during which the defect
dwells in this state and no charge transfer reaction can take place. Thereby it has
been presumed that the NMP transition T2′→1 occurs on larger time scales than the
return to the state 2 through the transition T2′→2. The slow capture time constant τs

c
in Fig. 16.19 defines the mean time interval during which noise is observed. Its value
is given by the inverse of the transition rate 1/k22′ . The slow emission time constant
τs

e = 1/k2′2 corresponds to the mean time interval until the next noise period starts.
One should keep in mind that when adopting the concept of aRTN to hole traps

in pMOSFET, it may also explain the tRTN behavior seen in TDDS measurements.
During TDDS stress, this sort of defects are forced into one of the states 2 and
1′ where they produce an RTN signal. As in aRTN, they undergo a transition to
the metastable state 2′ thereby stopping to produce a noise signal. However, this
special sort of defects is characterized by a slow emission time constant τs

e , which
is much larger than the typical measurement time of TDDS. As a consequence, the
next transition back to the state 2 and the subsequent noise period are shifted out
of the experimental time window of TDDS and will not be recorded during the
measurement run. According to this explanation, tRTN can also be explained as a
stimulated variant of aRTN.

In summary, the multi-state model can account for the features from the time
constant plots and is consistent with the observation of tRTN as well as aRTN. This
fact is presented here since it is regarded as an additional support for the validity of
this model.

16.11 Conclusion

With the departure from the established reaction–diffusion model, charge trapping in
BTI has recently attracted scientific interest. Therefore, the nature of charge trapping
has remained vaguely understood for a long time and has been intensively studied
within our group. In this chapter we presented a detailed derivation of our charge
trapping model, termed multi-state model, in which the focus was on correctly
modeling microscopic processes involved in BTI. In order to support understanding
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of the tendencies in this model, we have also given analytical expressions, which
still capture the main physics underlying charge trapping in BTI.

For the verification of our model, we have chosen the TDDS technique since
it allows to analyze the behavior of single defects. The evaluation of our multi-
state model was based on five criteria including the curvature in the capture times,
the gate bias and temperature dependences, and the fixed as well as the switching
oxide hole trap behavior. So far, all these features have only been reproduced by
the multi-state model, which strongly indicates that this model is based on correct
assumptions. Interestingly, the model gives also an explanation for temporary and
anomalous RTN, thereby further corroborating its validity.
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Chapter 17
The Capture/Emission Time Map Approach
to the Bias Temperature Instability

Tibor Grasser

Abstract Recent results suggest that the bias temperature instability can in good
approximation be understood as the collective response of an ensemble of indepen-
dent defects. Although the kinetics of charge capture and defect creation clearly
require the presence of charge carriers in the channel, they appear reaction rather
than diffusion limited. While a number of peculiar features in these kinetics have
been revealed recently, the most striking feature remains the wide distribution
of reaction rates, or equivalently, time constants. By modeling the activation
energies of the time constants via bivariate Gaussian distributions in what we call
capture/emission time maps, a wide range of experimentally observed features
can be explained in closed analytical form. Examples are the temperature- and
bias-independent power-law time exponent during stress including saturation at
longer times, the long logarithmic-like recovery traces, as well as differences and
similarities between DC and AC stress.

17.1 Introduction

Numerous studies conducted over the last couple of decades have shown that at
least two types of defects contribute to the bias temperature instability (BTI), namely
oxide and interface defects [1–7]. Considerable evidence has piled up in recent years
suggesting that oxide defects are mainly responsible for the recoverable component
of BTI [8–11], while interface defects are mostly permanent in typical experimental
windows [12–15].

Charge exchange between the channel and oxide defects has traditionally been
modeled using a simple Shockley–Read–Hall (SRH) model [16]. The SRH model
was originally developed for bulk defects, but later extended in an empirical manner
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to describe oxide defects by the introduction of a WKB tunneling factor [17–20].
Detailed time-dependent defect spectroscopy (TDDS) studies have shown, however,
that the oxide defects contributing to NBTI are of a more complicated nature [9,10,
21, 22]. In particular, transitions between the different charge states are consistent
with nonradiative multiphonon (NMP) processes, as has already been observed in
random telegraph noise studies [23]. Furthermore, metastable states seem to be an
essential aspect since they explain the switching trap behavior [10,21,24,25] as well
as the frequency dependence of the capture time constant [26–30]. Nevertheless, the
most intriguing feature appears to be the wide distribution of both the capture and
the emission time constants [31]. These time constants may even be too short to
be experimentally observable (<1 μs) as well as extremely large (>1ks). While the
chemical nature of these oxide defects has not been unanimously identified [32–
34], it is this distribution of time constants which essentially determines the typical
recovery behavior of a device following bias temperature stress [31, 35–38].

Interface states, at least at SiO2/Si interfaces, are most likely due to silicon
dangling bonds at the silicon–insulator interface, known as Pb centers [33, 39, 40].
The creation dynamics are much harder to study experimentally since both capture
and emission time constants are rather large. Also, in every BTI experiment the
recoverable component R appears to overshadow the build-up of the permanent
component P [15]. Thus, a number of attempts have been made at characteriz-
ing P:

• Application of measurement methods which (hopefully) dominantly measure
interface states, such as charge-pumping techniques [13, 41–43].

• Attempts to remove R by for instance accelerating recovery by switching the gate
voltage into accumulation.

• Attempts to guess from the dominant behavior of R on the underlying evolution
of P (the universal recovery idea) [44, 45].

Unfortunately, all these methods introduce uncertainties:

• First, charge-pumping currents have to be converted to the typically measured
threshold-voltage shifts used to characterize R to make the components com-
parable. However, it is not clear whether only interface states contribute to
those recombination currents and how the density-of-states in the fraction of the
bandgap visible to charge-pumping has to be extended to the remainder of the
bandgap to allow for a meaningful comparison [15, 41, 46].

• Second, all attempts in removing R by the application of controlled discharge
pulses appear to leave some unspecified remaining fraction of defects behind,
since not all defects react to switches of the gate bias [24, 47]. Furthermore, the
devices may show a tendency to go back to their pre-pulse rather than to their
pre-stress state [15].

• Finally, while the universality appears to capture an interesting aspect of R, it
is not clear what physical process is responsible for such a behavior and how
accurate such an extraction scheme is.
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As a consequence, we know much less about P than we know about R, making
the available models more rudimentary. In particular, it remains controversial
whether R and P are created in a coupled manner [48, 49] or not [11, 37, 50].
Nonetheless, similar to R, the creation/annealing time constants of P also show
a wide distribution. This is also consistent with electron-spin-resonance data on
creation and annealing of Pb centers [51].

Since the wide distribution of the time constants is responsible for both the build-
up and the recovery of R and P, this distribution essentially determines the time-
dependence of the degradation. As such, it appears natural to seek a description
of BTI based on these distributions [31, 36–38]. A particularly useful observation
in enabling a simple description is that despite their multi-state nature, charging
and discharging of individual oxide traps responsible for R can be well described
by an effective first-order process [20], at least for lower frequencies [29]. While
not that much is known about P, available experimental data appear to indicate
that the same is true for P [4, 28]. In the following we will summarize our recent
attempts in developing such a model which describes the build-up of R and P as
the collective action of a large number of individual defects, each described by a
first-order process.

17.2 The Capture and Emission Times

In order to describe the defects, we first have to specify their capture and emission
times as a function of bias and temperature. While the models used for oxide and
interface traps are fundamentally different, they can still be approximately brought
into the same mathematical form, yielding effective capture and emission times

τc = τ0eβEc and τe = τ0eβEe (17.1)

with β = 1/kBT , kB the Boltzmann constant, and T the absolute temperature.
In general, the effective time constant τ0 will depend only weakly on bias and
temperature, while the effective capture and emission barriers Ec and Ee can have
a strong bias dependence. In the following, the assumptions required to bring
available physical models for oxide and interface defects into the simple form (17.1)
will be summarized.

17.2.1 Oxide Defects

We begin our discussion with oxide defects, which have been shown [10,24,29,47]
to have at least four states, 1, 1′, 2′, and 2, see Fig. 17.1. The unprimed states
1 and 2 are assumed to correspond to the stable equilibrium configuration in the
neutral and positive charge states, while 1′ and 2′ are their metastable counterparts.
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Fig. 17.1 Top: The four states of oxide defects extracted from DC TDDS experiments [10, 52].
Each defect has two stable states, 1 and 2, and possibly two metastable states 1′ and 2′. The
metastable state 2′ seems to be always present, while the existence of the metastable state 1′ decides
on whether the trap behaves like a fixed or a switching trap [24,53]. Bottom: An effective two-state
approximation of the four-state defect using the first-passage times τ12 and τ21 [10, 20]

The transitions between the states are described by 8 rates, ki j. In a first-order
description, we neglect the switching state 1′. This approximation is valid as long as
the gate voltage remains above the threshold voltage but misses the rapid decrease
of the emission time once the device is biased into depletion or accumulation [47].
Transitions between these states appear to be consistent with a Markov process,
which in essence means that the defect forgets its past once it has arrived in a certain
state. These transitions are stochastic processes, where the transition events for each
individual transition are exponential distributed. The parameter of this distribution
gives the mean transition time. Neglecting state 1′, the first passage times [54, 55]
for an overall transition from 1 to 2 define the effective capture and emission times
as [20]

τc =
k12′ + k2′1 + k2′2

k12′ k2′2
and τe =

k2′2 + k22′ + k2′1
k22′ k2′1

, (17.2)

which is not quite in the simple form (17.1) yet. While the first passage times
exactly describe the mean of the overall distribution of the capture and emission
times, replacing the four-state defect model (or three-state model in this case) by
an effective two-state model approximates the distributions of the stochastic capture
and emission events by exponential distributions [20]. Nonetheless, this appears to
be an excellent approximation [10].

The physics behind the initial charge capture transition 1 → 2′ can be modeled at
various levels of detail. In order to obtain the simplest results possible, we consider
only the ground state of the neutral and the metastable positive configuration (E1 and
E2′) and assume that all holes are located at the valence band edge EV directly at
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Fig. 17.2 Definition of the symbols required to describe the adiabatic defect potential of the
simple model without the switching state 1′. The vibronic energy, which is the sum of the electronic
and vibrational energies, is shown relative to the substrate valence band in state 2, that is, E2 = 0

the interface, see Fig. 17.2. The transitions are described using NMP theory [56–60]
based on linear electron–phonon coupling [61], with the rates given in the classical
(high-temperature) limit by

k12′ = pvth σ e−x/x0 e−βE12′ , (17.3)

k2′1 = pvth σ e−x/x0 e−βE12′ e−β E1F, (17.4)

where p is the surface hole concentration, vth the thermal velocity, σ the capture
cross section, x0 the parameter in the simplified WKB tunneling expression, and
E1F = E1 − EF the distance of the trap level from the Fermi-level. For linear
electron–phonon coupling the NMP barrier is obtained as

E12′ =
(ER +E2′1)

2

4ER
(17.5)

where E2′1 = E2′ −E1, ER = Sh̄ω as the lattice relaxation energy, ω the oscillator
frequency determined by the curvature of the parabolic adiabatic potential [62],
and S the Huang–Rhys factor which gives the number of phonons required for the
optical transition. For strong electron–phonon coupling (ER 	 E2′1), the quadratic
dependence simplifies to E12′ = ER/4+E2′1/2, which we will use in the following
for the derivation of the analytical results. It is convenient to express the flat-band
defect energy levels E10 and E2′0 relative to EV0, the flat-band valence band edge,
by introducing E1 = E10−EV0 and E2′ = E2′0−EV0. Assuming to first order that the
charges trapped inside the oxide have only a small impact on the electric field, we
have E2′1 = E2′0 −E10 − qxF = E2′ −E1 − qxF , with x the distance of the trap into
the oxide, F the oxide field, and Ei0 the trap level for F = 0. The sign conventions
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are such that x is positive and F is positive for a negative bias at the gate (NBTI).
Inserting the above into the rates delivers

k12′ = pvth σ e−x/x0 e−β (ER+2E2′ )/4 e+β (E1+qxF)/2, (17.6)

k2′1 = Nv vth σ e−x/x0 e−β (ER+2E2′ )/4 e−β (E1+qxF)/2, (17.7)

where Boltzmann statistics have been assumed for simplicity, p = Nvexp(β EVF).
The barrier crossing rates for the transitions 2′ � 2 are expressed by a simple
Arrhenius law with an attempt frequency ν = 1013 s−1

k2′2 = νe−βE2′2 and k22′ = νe−β (E2′2+E2′ ). (17.8)

We proceed by rewriting the first passage times using the definitions τi j = 1/ki j as

τc = τ12′ + τ2′2

(
1+

τ12′

τ2′1

)
= τ12′ + τ2′2

(
1+

Nv

p
e−β (E1+qxF)

)
, (17.9)

τe = τ22′ + τ2′1

(
1+

τ22′

τ2′2

)
= τ22′ + τ2′1

(
1+ eβE2′

)
. (17.10)

This is an interesting result. (a) First, we see that τc at very high fields becomes bias
independent and is only determined by the barrier between 2′ and 2, τc ≈ τ2′2. (b)
Both time constants can potentially show a strong exponential bias dependence, via
the dependence on τ12′ and τ2′1. (c) While both time constants τ12′ and τ2′1 depend
on E1, this dependence is not normally relevant for τe, which is dominated by τ22′ .
(d) Finally, under typical NBTI conditions, recovery is measured at low F where
τ2′1 is small, so τe ≈ τ22′ , that is, recovery is dominated by the barrier from 2 to 2′.
Only for biases lower than about the threshold voltage, the pathway 2 � 1′ → 1 can
be triggered when accessible (switching traps). As such hole emission even from
below EV will have a barrier since holes can no longer simply “bubble up” as in the
SRH picture [20].

In principle, all parameters appearing in (17.9) and (17.10) are different for each
defect, including the surface hole concentration p due to the random location of
the current percolation paths [63, 64]. Unfortunately, not much is known at present
about the nature of these distributions, so we have to invoke a few bold assumptions
here: first, it has been demonstrated [65] that τc and x are uncorrelated for those
defects contribution to RTN. Whether this also holds for NBTI is unknown at
the moment, but we will nonetheless assume in the following x = x, its average
effective value. Lacking evidence to the contrary, all other parameters are assumed
to follow a Gaussian distribution for simplicity. A particularly noteworthy issue is
the following: since many parameters (e.g., ER, E1, E2′ ) which control the defect
behavior result from a certain defect constellation, it appears likely that some hidden
correlations exist. Note also that for defects contributing to NBTI, E1 is typically
smaller than zero, since the defect has to lie below the valence band to be initially
neutral (to be more precise, the defect level has to lie below the Fermi-level at the
read-out or recovery voltage).
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Fig. 17.3 The effective capture time τc is a function of all three partial rates. Shown are two
defects from [10] together with a fit to the model
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Fig. 17.4 The effective emission time τc is dominated by τ22′ for VG above the threshold voltage.
Shown are two defects from [10] together with a fit to the model. Defect A1 is a switching trap
while the emission time of A4 appears independent of VG. The switching behavior results from
a backward transition via the pathway 2 � 1′ → 1 but is ignored in the present discussion for
simplicity. See [47] for an extended data set and modeling results toward lower VG

17.2.1.1 Low Fields

For low fields during stress, Fig. 17.3 indicates that τc is dominated by the
τ2′2τ12′/τ2′1 term, while Fig. 17.4 shows that τe is bias independent. Thus we have

τc = τ2′2
τ12′

τ2′1
= νe−β (EVF+E2′2+E1+qxF), (17.11)

τe = τ22′ = νe−β (E2′2+E2′ ) = νe−βE22′ . (17.12)

As can be seen, τc depends exponentially on the electric field F . The above
also implies that there is some explicit correlation between τc and τe due to
the occurrence of E2′2 in both expressions in addition to the unknown hidden
correlations in the parameters.
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Fig. 17.5 Left: Simple double-well model used for the creation of interface states. Right: State
diagram for interface states. The double-well model is used to describe the transitions 1 � 2,
while a change of the charge state can be obtained using a SRH model

17.2.1.2 Medium Fields

At medium stress fields, τc is basically given by τ12′ and we have τc = τ12′ and
τe = τ22′ . In this regime no obvious correlation exists and any experimentally
observed correlation must be due to hidden correlations in the parameters. This
issue is discussed in the next section using a simple model for the creation of the
interface states.

17.2.1.3 Strong Fields

At strong fields, the capture time will be dominated by the bias-independent barrier
E2′2 and thus become bias-independent. The emission time, on the other hand, will
be dominated by the bias-dependent barrier E2′1 and increase significantly.

17.2.2 Interface Defects

Since inside typical measurement windows NBTI degradation is dominated by the
activation and annealing of oxide defects, much less is known about interface states,
the creation of which appears nonetheless universally acknowledged [11,13,37,50,
66]. As the details of the creation dynamics are unclear at the moment, the creation
of interface states from a precursor state 1 is typically modeled using a simple
double-well model into the neutral state 2 [11, 37, 50, 67], see Fig. 17.5. Again, as
with the hole trapping model, the barriers are assumed to be statistically distributed
[4, 51, 67]. Alternatively, some groups advocate a reaction–diffusion mechanism
[50, 68, 69], which we consider inadequate due to the lacking direct experimental
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evidence [70] and additional theoretical difficulties [71, 72]. The charge state of the
amphoteric defect is then determined using an SRH model [73]. Since in this picture
the charge state can change rapidly, we limit our attention to the creation process
1 � 2. In the simple double-well model, we obtain the classical over-the-barrier
rates

τc = νeβEc and τe = νeβEe . (17.13)

As hinted at previously, we will study in the following the distributions of τc and τe

for a large number of defects. Written in the form (17.13), no correlation between
these two time constants would be obtained if Ec and Ee were independent random
variables. However, given that the adiabatic potential describing the double-well is
a result of the various forces acting on the atoms, such an independence is unlikely.
Quite to the contrary, one can expect a hidden correlation between the parameters
Ec and Ee, since it is unlikely that changes in the defect configuration only impacts
the barrier EB without altering the levels E1 and E2. As such, if we choose to write
Ec = EB−E1 and Ee = EB−E2, a distribution of EB will affect both Ec and Ee since

τc = νeβ (EB−E1) and τe = νeβ (EB−E2) = τceβ (E1−E2). (17.14)

Even in this case, the energies EB, E1, and E2 cannot be expected to be independent.
Nonetheless, to make the model even simpler, we assume that it is the quantities
EB1 = EB − E1 and E12 = E1 − E2 that are independently distributed. The only
justification we have at the moment is that this assumption appears to capture the
essence of the experimental data, in particular the observed correlation between τc

and τe.

17.3 The Capture/Emission Time Map

We now proceed from individual defects of either type to a large collection of both
types. Assume we have a collection of independent defects with a distribution of
capture and emission times. In the interval [τc,τc+dτc] and [τe,τe+dτe] the number
of defects contributing to ΔVth is g(τc,τe)dτc dτe, where the capture/emission time
distribution (“the map”) g has dimension V/s2. Depending on the stressing history
of the device, all defects with similar τc and τe values can be expected to have a
similar occupancy. This occupancy, h(τc,τe), is 1 if all defects in that interval fully
contribute to ΔVth and 0 if they do not contribute at all. For the assumed first-order
processes, h is simple to calculate as a consequence of arbitrarily switching gate
voltages between a high and low level. Then, by multiplying h with g and integrating
over the whole domain, ΔVth can be calculated at any time, provided g remains
constant. Apparently, this is roughly the case, although defect transformations have
been occasionally observed [10,37,74–77], which will be neglected in the following.
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Mathematically, the total ΔVth is thus obtained by summing up the contri-
butions of all defects with a particular combination of τc and τe, embodied by
g(τc,τe)dτcdτe, weighted by the occupancy h(τc,τe) as

ΔVth(ts, tr)≈
∫ ∞

0
dτc

∫ ∞

0
dτe g(τc,τe)h(τc,τe; ts, tr). (17.15)

As said before, the occupancy function h depends on the history of stress and
recovery cycles the device has been exposed to and on the details of the physical
process. A simple case is obtained for a collection of defects following first-order
processes, which have been subjected to a DC stress phase of duration ts and a
recovery time tr,

h(τc,τe;ts, tr) =
(
1− e−ts/τc

)
e−tr/τe (17.16)

provided that the occupancy is 0 at the initial read-out voltage and 1 after a stress
duration ts 	 τc. Note that τc is taken at the stress voltage, while τe is considered at
the recovery voltage. To simplify the integration, we employ the approximation

h(τc,τe;ts, tr)≈ H(ts − τc)H(τe − tr). (17.17)

where H is the unit step function. Although this approximation is somewhat crude,
as the two transitions contained in h cover a decade in time, it gives us a very simple
and intuitive connection between ΔVth and g,

ΔVth(ts, tr)≈
∫ ts

0
dτc

∫ ∞

tr
dτe g(τc,τe). (17.18)

In words this means that ΔVth is given by the sum of all defects charged until ts
but not yet discharged after tr. Equation (17.18) can now be used to give a simple
method for the extraction of g by simply taking the negative mixed partial derivative
of a given ΔVth stress/recovery data set [78],

g(τc,τe)≈−∂ 2ΔVth(τc,τe)

∂τc ∂τe
. (17.19)

Note that completely permanent defects with τe → ∞ do not show up in the CET
map. Given the wide distribution of the defect time constants, it is advantageous
to represent the CET map on logarithmic axes. Transformation of the variables
gives [20]

g̃(τc,τe)≈− ∂ 2ΔVth(τc,τe)

∂ log(τc)∂ log(τe)
= τcτe g(τc,τe). (17.20)
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While g gives the density of defects per unit time, for example information on how
much ΔVth is gained/lost in a second, g̃ gives the density on a logarithmic scale, for
example on how much ΔVth is gained/lost per decade.

An example of g̃ extracted from experimental ΔVth(ts, tr) data is shown in
Fig. 17.6. Note that while a correlation between τc and τe exists, it is weak and a
significant density is obtained in the whole experimental window.

17.3.1 Occupancy Patterns

In (17.16), we have already given the occupancy of a defect after a certain stress and
relaxation time under the assumption of an initial empty and finally fully occupied
defect. This can be easily generalized as shown in the following.

17.3.1.1 DC Stress

Given that the defect has the occupancy f (t0) at time t0, its occupancy after a stress
time of duration ts is

f (t0 + ts) = fs +( f (t0)− fs)e−tsks , (17.21)

while after an additional recovery time tr one has

f (t0 + ts + tr) = fr +( f (t0 + ts)− fr)e
−trkr . (17.22)
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Fig. 17.7 Depending on the measurement scheme, a certain fraction of the CET map can
contribute to ΔVth. Left: An on-the-fly setup (OTF) misses τc < t0. Middle: A measure-stress-
measure (MSM) setup misses τe < tr. Right: An AC stress results in a trapezoidal region

The occupancy after infinitely long stress would be fs, while after an infinitely
long recovery we have fr. Both occupancies follow directly from the bias- and
temperature-dependent rates

fs = k12/(k12 + k21)|stress, ks = k12 + k21|stress, (17.23)

fr = k12/(k12 + k21)|relax, kr = k12 + k21|relax. (17.24)

As initial condition we assume that all defects have their equilibrium occupancy at
the off-voltage, f (t0 = 0) = fr and measure only the deviation from fr, which reads

Δ f (ts) = ( fs − fr)(1− e−tsks). (17.25)

Upon termination of the stress, we have after a recovery time of tr

Δ f (ts, tr) = Δ f (ts)e−trkr , (17.26)

which is of the same form as (17.16), except for the prefactor ( fs − fr). This
prefactor cannot be extracted from macroscopic data and will be tacitly moved into
the CET map g. Note that if the equilibrium occupancies differ from 0 or 1, this
means that the defect produces RTN.

As before, if we assume now a collection of defects with distributed ks and kr,
(17.25) and (17.26) can be used to calculate the occupancy of each defect after
a stress time ts and recovery time tr: from (17.25) it follows that all defects with
ks < 1/ts will remain unoccupied, while (17.26) says that all defects which were
occupied during stress will already be unoccupied again if kr > 1/tr. These two
conditions describe a rectangular area in the CET map, shown in Fig. 17.7.

17.3.1.2 AC Stress

The above procedure can be easily generalized to digital on-off (AC) stress [36, 38,
79], with duty factor α and period T . After the first cycle we have the occupancies

s1 = fs +( fr − fs)s (17.27)

r1 = fr +(s1 − fr)r (17.28)
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with s = exp(−αT ks) and r = exp(−(1−α)T kr). Continuing this scheme recur-
sively for n cycles, we obtain a simple geometric series in B = sr, which eventually
gives

Δsn = ( fs − fr)(1−Bn)
1− s
1−B

, (17.29)

Δrn = Δsnr. (17.30)

After a certain stress time ts, the cycle number is obtained via n = �ts/T�. Since n
will be a large integer number in practical cases, we consider it a continuous variable
to simplify the notation, n ≈ ts/T . The dominant term in (17.29) is Bn, or

Bn = (sr)n = e−nT (αks+(1−α)kr) .
= e−nαTkAC (17.31)

with kAC
.
= ks + kr/γ and γ = α/(1−α). Thus, we have

Δsn = ( fs − fr)(1− e−αtskAC)
1− e−αTks

1− e−αTkAC
. (17.32)

Equation (17.32) gives the occupancy of a certain defect with effective rates ks and
kr after a stress time ts. The first exponential factor gives a transition from 1 to 0
when αts ≈ 1/kAC, thereby giving the upper bound of the trapezoidal region shown
in Fig. 17.7. For small ks and kr, the last term can be approximated using exp(−x)≈
1− x as

1− e−αTks

1− e−αTkAC
≈ ks

ks + kr/γ
. (17.33)

This term results in the diagonal of the trapezoidal region [36]. To see this, take a
fixed kr (or τe), for which this term becomes 0 for small ks (large τc) and 1 for large
ks (small τc), with the transition occurring roughly at ks = kr/γ , or τc = τeγ .

17.3.2 The Capture Time Map

Occasionally, we are not that much interested in the details of recovery, for example
when we want to determine the worst-case degradation under constant bias stress.
We can then simplify the problem to a certain degree by collapsing the τe axis of
the full distribution g(τc,τe). For instance, a typical measure-stress-measure (MSM)
setup will require a certain delay tM with which the degradation can be determined.
Thus, in order to calculate the degradation at a certain stress time ts measured with
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a certain measurement delay tM, we integrate over the τe axis starting from tM until
infinity, see Fig. 17.7. This includes the contribution of all defects τe > tM because
they have not yet emitted their charge. We therefore define the capture time map as

gc(τc, tM) =

∫ ∞

tM
g(τc,τe) dτe (17.34)

which completely determines ΔVth as

ΔVth(ts, tM) =

∫ ts

0
gc(τc, tM) dτc = Gc(ts, tM) (17.35)

because Gc(0, tM) must vanish. In fact, if we chose to normalize gc(τc, tM), it would
be just like the probability density function of ΔVth while G(τc) would correspond
to the cumulative distribution function. However, as we shall see in the sequel, this
analogy should not be taken too far, since g and gc can have a negative sign if non-
first-order processes are considered. This is for instance the case when the prediction
of the reaction–diffusion model is cast into this formalism. Also, the loss of defects
over time may result in negative entries in g. While these more subtle points will not
be discussed in the following, they may prove crucial in the near future and are the
reason why g is referred to as map rather than distribution.

In delay-free experiments, which have become known as on-the-fly (OTF)
measurements [80, 81], the measurement delay is zero and the capture time map
covers the whole τe axis. In practice, however, a delay-free experiment requires
determination of a reference value for the calculation of ΔVth. This reference value
is determined with a certain delay tM at the stress voltage, which corresponds to

ΔV OTF
th (ts, tM) =

∫ ts

tM
gc(τc,0) dτc. (17.36)

As a result, even OTF measurements do not capture all defects as the lower part of
the τc axis is missed. The opposite is true for MSM setups which cover the complete
τc axis but only a part of the τe axis. The difference between the two setups is
visualized in Fig. 17.7.

Equations (17.35) and (17.36) now provide a simple procedure for the extraction
of gc(τc, tM) from a given ΔVth(ts, tM),

gc(τc, tM) =
dΔVth(τc, tM)

dτc
and gc(τc,0) =

dΔV OTF
th (τc, tM)

dτc
, (17.37)

the first including the delay of the MSM measurement while the second being valid
for OFT data with τc > tM.
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17.3.3 The Logarithmic Capture/Emission Time Map

So far we have defined the two-dimensional capture/emission time map as well
as its reduced one-dimensional counterpart, the capture time maps. These maps
give the density of defects having certain time constants on a linear axis. As we
shall see in the sequel, it is useful to transform the density onto logarithmic axes.
Such a transformation is inspired by the typically observed power-law degradation
behavior, which corresponds to a straight line on a double logarithmic plot, as well
as by the typically observed logarithmic recovery. In particular, the latter implies
that about the same amount of charge is lost per decade in time, see Fig. 17.6.

We start by introducing

θc = log(τc/τ0) and θe = log(τe/τ0) , (17.38)

with a suitably chosen τ0. For the time being, τ0 serves the purpose of a normal-
ization constant, while θ is merely the logarithm of a normalized time constant.
However, as physical models for the time constants can usually be cast into the
form τ = τ0exp(θ ), this already implies the basic structure of the physical model,
as hinted at in (17.1).

Instead of integrating over τ , we rewrite the integration of g as an integration
over θ

ΔVth(ts, tr) =
∫ ts

0
dτc

∫ ∞

tr
dτe g(τc,τe)

=

∫ log(ts/τ0)

−∞
dθc

∫ ∞

log(tr/τ0)
dθe g(τ0eθc ,τ0eθe)τ0eθc τ0eθe . (17.39)

With θs = log(ts/τ0), θr = log(tr/τ0), and

g̃(θc,θe) = g(τ0eθc ,τ0eθe)τ0eθc τ0eθe (17.40)

we can finally write

ΔVth(ts, tr) =
∫ θs

−∞
dθc

∫ ∞

θr

dθe g̃(θc,θe) = G̃(θs,∞)− G̃(θs,θr). (17.41)

Equation (17.40) handles the transformation from the linear to the logarithmic
scale, with g̃(θc,θe) as the logarithmic CET map. Conversely, we have the inverse
transformation

g(τc,τe) =
g̃(log(τc/τ0), log(τe/τ0))

τcτe
. (17.42)
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Similarly, the transformation rules for the linear and logarithmic capture time
maps are

g̃c(θc) = gc(τ0eθc)τ0eθc and gc(τc) =
g̃c(log(τc/τ0))

τc
. (17.43)

With the logarithmic capture time map, ΔVth can be obtained as

ΔVth(ts) =
∫ θs

−∞
g̃c(θc) dθc = G̃c(θs). (17.44)

17.3.4 Properties of the Capture Time Map

So far we have derived theoretical relations which describe the connections between
the various maps and the experimentally observed degradation. No assumptions
on their functional forms have been made. Naturally, any experimentally observed
degradation and recovery behavior will require a unique CET map.

For simplicity, we start with the capture time map, which can be calculated from a
known ΔVth(ts). Experimentally, two functional forms of ΔVth(ts) are of importance,
namely the logarithmic degradation, log(ts/t0), particularly for short-time data [82,
83], and the power-law tn

s [50, 68]. The capture time maps required to produce such
a time behavior will be derived in the following.

17.3.4.1 Logarithmic Time Behavior

Assume that the experimentally observed degradation follows a logarithm in time,

ΔVth(ts) = A log(ts/t0) (17.45)

starting from a certain time ts ≥ t0 as sketched in Fig. 17.8. In NBTI data, the point t0
is typically outside the measurement window [83]. According to (17.37) we obtain

gc(τc) =
dΔVth(τc)

dτc
=

A
τc
, (17.46)

which corresponds to the p.d.f. of a log-uniform distribution. This is easier to see
when gc is transformed on the logarithmic θc axis using (17.43)

g̃c(θc) = gc(τ0eθc)τ0eθc = A (17.47)

for θc ≥ log(t0/τ0) and shown in Fig. 17.8.
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Fig. 17.8 Left: Logarithmic time evolution of ΔVth. Right: The corresponding logarithmic capture
time map
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Fig. 17.9 Left: Power-law time evolution of ΔVth. Right: The corresponding logarithmic capture
time map

17.3.4.2 Power-Law Time Behavior

Assume now that the degradation follows a power-law in time,

ΔVth(ts) = A
( ts

t0

)n
(17.48)

as shown in Fig. 17.9. By making use of (17.37) as before, we obtain

g(τc) =
dΔVth(τc)

dτc
= A

n
tn
0

1

τ1−n
c

(17.49)

for ts ≥ t0. On the logarithmic axis we have

g̃(θc) = An
(τ0

t0

)n
enθc . (17.50)
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Fig. 17.10 Left: Power-law time evolution (solid line) as a short-time property of a Gaussian
distribution (dashed line) ΔVth. Right: The corresponding logarithmic capture time map

This can be written as a function of τc(θc) as

g̃(τc) = A
n
tn
0

τn
c . (17.51)

In words, a power-law degradation in time requires a logarithmic density which
increases following a power-law in τc with the same exponent n, see Fig. 17.9.

17.3.4.3 Discussion

In summary, the two cases of the logarithmic and power-law time-dependence will
result from the following distributions

Logarithmic : gc(τc)∼ 1/τc g̃c(θc)∼ const.

Power−Law : gc(τc)∼ 1/τ1−n
c g̃c(θc)∼ enθc = τn

c

The power-law exponent typically observed is rather small, say n = 0.15, which
results in g(τc) ∼ 1/τ0.85

c . This is reminiscent to the problem of 1/ f noise [84]:
theoretically, a uniform distribution in θ results in 1/ f noise. Experimentally,
however, one often sees something more like 1/ f α , with exponents close to unity,
which then would correspond to a “power-law” distribution.

The fundamental question that springs to mind is how these distributions will
behave for larger τc. For example, a perfect power-law requires an indefinitely
increasing g̃c, which is clearly not a sensible option. It is thus important to realize
that g̃c measured over a limited time window can only provide some local snapshot
of a more general distribution, which eventually has to saturate and fall off. A natural
example for such a distribution would be a Gaussian distribution on a logarithmic
scale, see Fig. 17.10. As will be discussed in more detail below, a wide Gaussian
distribution will produce a power-law in time over many decades, albeit with a slight
curvature. Indeed, while such a deviation from the power-law can also be attributed
to the influence of the measurement delay [68, 85, 86], a curvature can be clearly
observed also in long-term OTF data [49, 87–89].
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17.3.5 Physical Origin of the Capture Time Map

As discussed above, one cannot expect the power-law degradation to continue
indefinitely in time. The most obvious explanation would be that the (partial)
distribution enθ is the tail of a more realistic distribution that, after having reached
its peak, eventually levels off with increasing θ .

17.3.5.1 Tail of a Gaussian Distribution

The natural choice for such a distribution would be the Gaussian distribution of θ
as g̃c(θc) = ΔV max

th f (θc) with

fg(θ ) =
1√

2πσ
exp
(
− (θ − μ)2

2σ2

)
(17.52)

Taking the Taylor expansion of log( f ) at some θ0 < μ we have

fg(θ )≈ fg(θ0)e
−nθ0enθ =

1√
2πσ

exp
(θ 2

0 − μ2

2σ2

)
enθ (17.53)

with the power-law exponent

n =
[ 1

fg(θ )
d fg(θ )

dθ

]

θ=θ0
=

μ −θ0

σ2 . (17.54)

Recall that θ0 < μ was assumed, so n > 0 as it should be.
We have already shown that for a certain region around θ0 a Gaussian distribution

results in a power-law in time. The full time evolution including the curvature and
eventual saturation can be obtained from g̃c(θc) = ΔV max

th fg(θc) as

ΔVth(ts) =
ΔV max

th

2
erfc
(μ − log(ts/τ0)√

2σ

)
. (17.55)

17.3.5.2 Tail of a Logistic Distribution

Rather than using a Gaussian distribution, which results in awkward error functions
when integrated, the use of the logistic distribution

fl(θ ) =
1
s

exp
(μ −θ

s

)

(
1+ exp

(μ −θ
s

))2 (17.56)
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Fig. 17.11 Left: On a linear scale, the logistic distribution appears to be very similar to a Gaussian
distribution. For this comparison the same mean and standard deviation (μ = 2.5 and σ = 0.5)
were chosen. A slight increase in the standard deviation of the logistic distribution to 0.56 would
further increase the visual similarity (not shown). Right: On a logarithmic y-axis, one can see that
the tails of the logistic distribution are linear in θ while for the Gaussian distribution they depend
quadratically on θ . As a consequence, the Gaussian distribution always has a curvature on a log-lin
plot

has been suggested [90], with mean μ and parameter s. The standard deviation of the
logistic distribution is σ = sπ/

√
3. When plotted using a linear y-axis, the logistic

distribution appears like a Gaussian hump, see Fig. 17.11. In contrast to the Gaussian
distribution, however, it can be easily integrated and results in the Fermi function

Fl(θ ) =
1

1+ exp
(μ −θ

s

) . (17.57)

Because of this property, the logistic distribution is sometimes called Fermi-
derivative distribution [90]. The most tempting choice to explain the power-law is
to assume θ � μ [90], for which the logistic distribution can be approximated by

fl(θ )≈ 1
s

exp
(θ − μ

s

)
, (17.58)

which would perfectly correspond to the density g̃(θ ) required for a power-law in
time. Then, the power-law exponent would be given by n = 1/s = π/

√
3σ . Albeit

tempting, we will see later that this is an unfortunate choice, since one may be lead to
the wrong conclusion that the logistic distribution is incompatible with experimental
data. To obtain the “correct” results, we expand the distribution in a more general
fashion as in the Gaussian case, which leads to

n =
1
s

exp
(μ −θ

s

)
+ 1

exp
(μ −θ

s

)
− 1

. (17.59)
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The above will only give the conventional n ≈ 1/s for θ far below the mean, that is,
θ � μ . However, as will be shown in the following sections, it is only this more
general form of the power-law exponent which is consistent with experimental
data. In this general case, the time evolution of ΔVth resulting from a logistic
distribution is

ΔVth(ts) =
ΔV max

th

1+ eμ/s
(τ0

ts

)1/s
. (17.60)

17.3.6 Simple Thermal Activation Model

So far we have established that an exponential density g(θc) = enθc is required for
a power-law in time. Also, this exponential density can be justified as the tail of
either a Gaussian or a logistic distribution. What remains to be seen is the physical
meaning of the relation τc = τ0eθc . In other words, what physical model would give
time constants of the form τc = τ0eθc?

As already hinted at in the discussion on the physical models around (17.1), the
most obvious choice that springs to mind is the Arrhenius law, τc = τ0eβEc . In that
case, the physical meaning of θ would be given by the activation energy of the
process,

Ec = θc/β . (17.61)

Also, rather than assuming that θc is distributed according to a certain distribution,
it appears more sensible to assume that it is the activation energy itself which is
distributed. The difference between these two assumptions is fundamental, as in the
latter case the distribution of θc will depend on temperature while in the former case
it will not. Whichever option is correct can then be easily determined by verifying
the “built-in” temperature dependence of the model with experimental data.

For the simple distributions discussed here, we only need to be concerned about
the mean Ēc and the standard deviation σc of the activation energy. It follows from
basic statistical laws that the according moments of the transformed distribution θ
are μ = Ēc/kBT and σ = σc/kBT .

The fundamental question to answer here is whether these distributions are
compatible with the experimentally observed temperature-independent power law
exponents. At a first glance, this is anything but obvious and has led to claims that
such distributions are incompatible with data. We start by writing the time evolution
of a Gaussian distribution

ΔVth(ts) =
ΔV max

th

2
erfc
( Ēc − kBT log(ts/τ0)√

2σc

)
, (17.62)
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which can be approximated by a power law around a certain measurement window
given by τ0exp(θ0). The slope of this power law is obtained from (17.54) and
(17.61) as

n =
Ēc/kBT −θ0

(σc/kBT )2 (17.63)

and apparently depends on temperature. However, the important point to see here
is that the measurement point θ0 is determined by the experimental window and
is therefore not temperature-dependent. If θ0 were much smaller than Ēc/kBT ,
n would be clearly temperature-dependent. If, however, θ0 is say about half
of Ēc/kBT , the data will appear temperature-independent in a certain window
around θ0.

Let us now try to work out under what circumstances (17.63) can give a
temperature-independent n and whether such a scenario makes physical sense. We
start by assuming that we measure the degradation at two different temperatures, say
T1 and T2. As we have to be consistent with the experimental observation that n is
temperature-independent, we require n to have the same value at both temperatures,

Ēc/kBT1 −θ0

(σc/kBT1)2 =
Ēc/kBT2 −θ0

(σc/kBT2)2 . (17.64)

From this we see that a given measurement range around θ0 determines the required
mean activation energy Ēc

Ēc = θ0kB(T1 +T2). (17.65)

Then, in order to give a certain temperature-independent power law slope n, for
instance n = 1/6, we can calculate the required σc from

n =
Ēc/kBT1 −θ0

(σc/kBT1)2 (17.66)

as

σ2
c = θ0

kB
2

n
T1T2. (17.67)

Long-term power-law exponents are usually determined in the range 100s to 1ks.
This rather firmly sets the value of θ0, for instance to θ0 ≈ log(250s/τ0). When we
now assume T1 = 100 ◦C and T2 = 200 ◦C, we obtain from (17.65) a mean activation
energy of Ēc = 2.25eV. Finally, with n = 1/6 we obtain from (17.67) a standard
deviation of σc = 0.5eV. Both Ēc and σc appear sensible parameters of a distribution
of activation energies in an amorphous oxide. The conditions on the parameters can
be relaxed when we merely require a roughly temperature-independent n.
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Fig. 17.12 OTF measurement on a 1.4nm PNO device at two temperatures fitted by Gaussian
(left) and a logistic (right) distribution of activation energies. Both fits are virtually indistinguish-
able in the measurement window, reproduce the temperature-independent power-law, but differ
slightly in their long term prediction. The reference value of the measurement was obtained at
tM = 1ms, which is emulated in the fits by subtracting ΔVth(tM) and visible as a rapid increase in
ΔVth for ts > tM

Similar conclusions can be drawn for the logistic distribution. However, in
the approximation where the logistic distribution is expanded far away from the
maximum, as is usually done in literature, the resulting power-law exponent n will
be linearly temperature-dependent, n = kBT/s. As stated above, this is contrary
to experimental observations. However, this must not be mistaken as a failure
of the logistic distribution itself, but rather as a consequence of an unfavorable
approximation. Suitable approximations can only be obtained when the distribution
is expanded somewhere closer to the mean rather than in the tail, quite similar to
the Gaussian case, see Fig. 17.12. While both fits have virtually the same quality
inside the measurement window, they behave slightly different at longer times.
Since the Gaussian distribution appears a more natural choice for the distribution
of activation energies, it will be preferred in the following. Another reason is that
the mathematical advantage of the logistic distribution cannot be exploited for the
two-dimensional capture/emission time maps.

17.4 The Analytic CET Map

In the following we try to generalize our previous observations to derive an
empirical analytical model for the CET map. The model is based on the following
assumptions:

• The CET map will consist of two distributions, one describing the recoverable
component R, the other the more permanent contribution P. Lacking firm
evidence to the contrary, we take the simplest route and assume for the time
being that these components are independent.
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• We have also seen before that many experimental features like the power-law
dependence can be captured by a Gaussian distribution for τc, which appears a
natural choice.

• We assume that the effective activation energies are distributed, which results in a
particular “built-in” temperature dependence of the model. The bias-dependence,
on the other hand, must be added by making some parameters of the model bias-
dependent [37].

• Visual inspection of the numerically extracted CET map in Fig. 17.6 shows that
the emission times become larger with increasing capture times, implying a
correlation between the two. The simplest way to express this mathematically
is to write the activation energy of τe in the form Ee = Ec + ΔEe, where ΔEe

describes an uncorrelated part of Ee. Again, we assume that ΔEe follows a
Gaussian distribution.

In the following we assume that both oxide traps and interface traps can be written
in the form (17.14)

τc = τ0eβEc and τe = τceβ ΔEe. (17.68)

Again, the only justification of this assumption will be the agreement with experi-
mental data demonstrated later on. In order to proceed, we need to know the joint
probability density function g(τc,τe) which characterizes the distribution of both
time constants. In general, all three quantities in the above, τ0, Ec, ΔEe will be
distributed. RTN experiments [65] show no correlation between the depth of the
defect into the oxide, which should essentially determine the distribution of τ0 via
the WKB factor, and τe and τc. Also, the time constants will depend much weaker on
a distribution of τ0 compared to a distribution of the energies. We therefore assume
that the energy distribution to be the dominant contribution. As such, we need to find
a model for the joint distribution g(Ec,Ee), with Ee = Ec +ΔEe. This distribution is
easy to construct via the conditional “probability” g(Ee|Ec) and noting that

g(Ec,Ee) = g(Ee|Ec)g(Ec). (17.69)

The conditional probability g(Ee|Ec) is the probability of obtaining a certain value
of Ee for a fixed Ec. Since we assume ΔEe to be Gaussian distributed with standard
deviation σΔe, we have

g(Ee|Ec) =
1

σΔe
φ
(Ee − (Ec + μΔe)

σΔe

)
. (17.70)

Thus, in total we obtain

g(Ec,Ee) =
1

σcσΔe
φ
(Ec − μc

σc

)
φ
(Ee − (Ec+ μΔe)

σΔe

)
(17.71)
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Fig. 17.13 The CET map is
modeled in the
activation-energy-space using
two bivariate Gaussian
distributions, one for the
recoverable component, fr,
and one for the more
permanent component, fp

which is a bivariate Gaussian distribution. We will use such a bivariate Gaussian
distribution to describe both the recoverable and the “permanent” part of the
degradation as sketched in Fig. 17.13. The following properties of the above joint
distribution are worth mentioning:

• The marginal distribution for Ee, which is obtained by integrating g(Ec,Ee) over
Ec, is a Gaussian with μe = μc + μΔe and σ2

e = σ2
c +σ2

Δe.
• The correlation coefficient is ρ = σc/σe. Note that this correlation coefficient is a

consequence of our Ansatz for Ee and thus not directly a parameter of the model.

By introducing the normalized variates

x(Ee) =
Ee − (μc + μΔe)

σe
and y(Ec) =

Ec − μc

σc
, (17.72)

the bivariate Gaussian distribution (17.71) can be written in standard form

f (x,y,ρ) =
φ(y)
√

1−ρ2
φ
( x−ρy
√

1−ρ2

)
. (17.73)

In order to calculate the response to DC stress, we need the sum over all defects
with τc < ts and τe > tr, which corresponds to all defects being charged up to
ts and not yet discharged at tr. By transforming ts and tr to their corresponding
energies and then into our normalized (x,y) space as a = x(log(tr/τ0)/β ) and
b = y(log(ts/τ0)/β ), the fraction of all defects contributing is given by the integral

F(a,b,ρ) =
∫ b

−∞
dy
∫ ∞

a
dx f (x,y,ρ) =

∫ b

−∞
dyφ(y)

∫ ∞

a
dxφ
( x−ρy
√

1−ρ2

)

=

∫ b

−∞
φ(y)Q

( a−ρy
√

1−ρ2

)
dy (17.74)

with the standard integral of the Gaussian distribution

Q(x) =
∫ ∞

x
φ(x)dt = 1

2

(
1− erf

( x√
2

))
= 1

2 erfc
( x√

2

)
. (17.75)
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Unfortunately, the integrand of F(a,b,ρ) consists of a Gaussian function multiplied
by an error function, which cannot be integrated in closed form. In fact, the
calculation of bivariate normal integral poses a standard problem in statistics and
numerous solutions to the problem have been proposed over the last decades [91–
93]. However, most of these approximations are too crude for our purpose, since our
expression needs to capture the integral over a wide range of times and temperatures.
A slightly more involved yet simple approach has been suggested recently [94],
which is based on approximating erf(x) in Q(x) as

erf(x)≈ 1− e−c1x−c2x2
(17.76)

for x > 0 with two fitting parameters c1 and c2. The values for x < 0 are obtained
from erf(−x) = −erf(x). A least squares fit in the interval 0 ≤ x ≤ 3 gives c1 =
1.0950 and c2 = 0.756508 and a relative error smaller than 0.2% for x > 0.34 and
smaller than 3% for 0≤ x≤ 0.34. The beauty of this approximation is a consequence
of the fact that the Gaussian distribution when multiplied by an exponential of a
second-order polynomial can be rearranged into a shifted and scaled distribution
which can then be integrated and expressed as combinations of normal integrals

Φ(x) =
∫ x

−∞
φ(x)dt = 1

2

(
1+ erf

( x√
2

))
= 1

2 erfc
(
− x√

2

)
. (17.77)

A slight price to pay comes from the piecewise integration for x ≤ 0 and x > 0,
which corresponds to a ≤ ρb and a > ρb. After some tedious but straightforward
manipulations one obtains the slightly daunting but highly accurate expressions

F(a,b) = Φ(b)−Φ
( a

ρ

)
+

1
2r2

exp
(r2

1 − 2a2C2

2r2
2

)

×
{

exp
(
−a

C1

r2
2

)
Φ
(a/ρ − r1

r2

)

+ exp
(

a
C1

r2
2

)[
Φ
(a/ρ + r1

r2

)
−Φ
(b+ r1 − 2C2ρ(a− bρ)

r2

)]}
(17.78)

valid for shorter recovery times (a ≤ ρb), while for longer recovery times (a > ρb)
we have

F(a,b) =
1

2r2
exp
(r2

1 − 2a(C1 + aC2)

2r2
2

)
Φ
(b− r1 − 2C2ρ(a− bρ)

r2

)

with

C1 = c1η , C2 = c2η2, η = 1/
√

2(1−ρ2), (17.79)

r1 = c1ρη , r2
2 = 1+ 2c2(ρη)2. (17.80)
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Fig. 17.14 The auxiliary
integrals F and Fγ used to
calculate the degradation after
DC and AC stress

A slightly less accurate but more compact version is obtained by setting c1 =
√

3
and c2 = 0. By introducing c =

√
3η we then obtain for a ≤ ρb

F(a,b) = Φ(b)−Φ
( a

ρ

)
+ 1

2 ec2ρ2/2

×
{

e−caΦ
( a

ρ
− cρ
)
+ eca
[
Φ
( a

ρ
+ cρ
)
−Φ(b+ cρ)

]}
, (17.81)

while for a > ρb we have

F(a,b) =
1
2

ec2ρ2/2e−caΦ(b− cρ). (17.82)

With the above we can write ΔVth after a DC stress of duration ts and after a
recovery time tr as (see Fig. 17.7)

ΔVth(tr, ts) = ArGr(tr, ts)+ApGp(tr, ts) (17.83)

with the auxiliary functions describing the permanent and recoverable peaks

Gr(tr, ts) = F
(kBT log(tr/τ0r)− μΔer − μcr

σer
,

kBT log(ts/τ0r)− μcr

σcr
,

σcr

σer

)
(17.84)

Gp(tr, ts) = F
(kBT log(tr/τ0p)− μΔep − μcp

σep
,

kBT log(ts/τ0p)− μcp

σcp
,

σcp

σep

)
,

(17.85)

where Ar and Ap give the maximum degradation obtainable from each peak. The
limiting case of zero delay (a → −∞) is simply obtained as F(a,b) = Φ(b), in
agreement with the discussion in Sect. 17.3.5.1.

If the experiment is carried out in an on-the-fly manner, we have zero delay
(a→−∞). However, the degradation is measured relative to the value obtained after
a certain measurement delay ts = t0, see Fig. 17.7. Thus, we have

ΔVth(0, ts) = Ar

(
Gr(0, ts)−Gr(0, t0)

)
+Ap

(
Gp(0, ts)−Gp(0, t0)

)
. (17.86)

Finally, for the calculation of AC stress with period T and a duty-factor γ we
need the auxiliary integral (see Figs. 17.7 and 17.14)
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Fγ(a,b1,b2,ρ) =
∫ b2

−b1

dy
∫ ∞

−a
√

1−ρ2+ρy
dx f (x,y,ρ)

=
∫ b2

−b1

dyφ(y)Q
(−a
√

1−ρ2+ρy−ρy
√

1−ρ2

)

= (Φ(b2)−Φ(b1))Φ(a), (17.87)

which is fortunately very simple to calculate. With the auxiliary functions F and Fγ ,
the total ΔVth can be constructed at any time of an AC stress sequence. For instance,
at the end of the VL period, where the recovery time is tr = (1−α)T , we would have

ΔVth((1−α)T, ts) = Ar

(
Gr((1−α)T,αT)+Gγr((1−α)T,αts)

)
+

Ap

(
Gp((1−α)T,αT )+Gγp((1−α)T,αts)

)
, (17.88)

where Gγr and Gγp are defined analogously to Gr and Gp.

17.4.1 Bias Dependence

While the temperature dependence is inherently considered by the distribution of the
activation energies, the bias dependence of the CET maps is modeled by assuming
the amplitude of each component to follow A=(Vstress/Vs0)

m, with the stress voltage
Vstress and constants Vs0 and m. Also, as previous studies on individual defects
have shown [10], the mean values of the distribution are expected to approximately
follow μc = μc0 + kVstress and Δ μe = Δ μe0 − kVstress, with a constant k. The main
effect of k is to shift the capture times toward shorter values without affecting the
emission times. However, by fitting the model to experimental data, the effect of the
bias on the mean values was found to be small and completely negligible for the
permanent component, which is somewhat surprising given the strong exponential
bias dependence of the individual defects.

17.4.2 Experimental Validation

Finally, the model is evaluated on a 2.2 nm SiON technology [95], where very
detailed MSM data was acquired for the construction of the CET maps. Recording of
each dataset required about 1–2 weeks. Figure 17.15 shows the analytic CET model,
which contains all essential features visible in the numerical map shown in Fig. 17.6.
In particular, the rightward slant of the distribution with increasing capture times,
which previously necessitated the introduction of the higher-order polynomials
for the mean and standard deviation of the single normal distribution [78], is
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Fig. 17.15 Left: The analytic CET map extracted for the data shown in Fig. 17.16, which contains
all essential features visible in Fig. 17.6. Right: The analytic activation energy map for the same
data set
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Fig. 17.16 Comparison of the analytic model using the activation energies of Fig. 17.15 to
experimental data at different stress biases and temperatures. Excellent agreement is obtained for
all stress and relaxation times in the extremely wide experimental window—also on a logarithmic
scale (second column, right-most figure)

well captured by the superposition of two bivariate normal distributions. By
simultaneously extracting the analytic distribution for a number of datasets recorded
at different Vstress and TL, a bias- and temperature-dependent analytic CET map is
obtained. A convincing comparison of the analytic model to experimental data for
a number of Vstress/TL combinations is given in Fig. 17.16 using the parameters of
Table 17.1.
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Table 17.1 Parameters used for the analytic CET maps of Figs. 17.15 and 17.16

τ0 (ns) μc (eV) σc (eV) μΔe (eV) σΔe (mV) Vs0 (V) m k

R 98 0.55 0.43 −0.2 0.26 5.22 3.58 4.4×10−3 eV/V
P 0.59 1.6 0.31 0.32 0.48 3.04 3.74 0

17.5 Conclusions

Starting from a rigorous microscopic description of oxide defects and a somewhat
less rigorous description of interface states, we have suggested a physics-based
analytic model for BTI which covers DC, AC, and duty-factor dependent stress
and the subsequent recovery as a function of stress voltage and temperature. Since
the model is intuitively based on the occupancy of defects in the capture/emission
time maps, it can be easily generalized to other more complicated stress/recovery
patterns.
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Chapter 18
Impact of Hydrogen on the Bias
Temperature Instability

Gregor Pobegen, Thomas Aichinger, and Michael Nelhiebel

Abstract The ability of hydrogen to saturate lattice imperfections, which arise
naturally at the silicon–oxide interface due to the structural mismatch of the two
materials, has already early motivated to connect H with the bias temperature
instability. Consistently, ESR measurements after NBTS observed Pb center defects,
i.e. previously H passivated interfacial dangling bonds on silicon atoms at the
interface, which supports the assumption that H is detached from defect precursors
during NBTS. In contrast, theoretical and experimental investigations on the Si–H
bond dissociation energy revealed a rather large value, inconsistent with the low-
energy nature of conventional NBTI test. We summarize several explanations to
this problem and compare these ideas with studies where the amount of H near the
interfacial layer is varied through particular process adjustments.

18.1 Introduction

The pervasive nature of hydrogen (H) in semiconductor processing and its ability to
saturate lattice imperfections makes this element also a candidate to be responsible
for reliability issues in semiconductor devices. In the case of negative bias tem-
perature instability (NBTI), hydrogen became a suspect to cause this degradation
effect already in the first papers concerning this topic [1]. This was due to the fact
that researchers recognized through electrical measurements that bias temperature
stress (BTS) creates, among other traps located within the gate oxide, also interface
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traps [1]. It probably appeared unlikely that the relatively low electric fields and
temperatures during BTS are strong enough to disrupt intact parts of the interface
between silicon (Si) and silicon dioxide (SiO2). As such, it was very advantageous
that from previous work it was already known that the lattice mismatch between Si
and SiO2 causes a reproducible number of electrically active traps at the interface
and that these traps are usually neutralized by H during semiconductor processing
[2, 3]. It was therefore suggested that BTS causes a depassivation of these H
saturated traps at the interface, rather than the creation of new, previously inexistent,
traps.

When people started to investigate the possible microscopic transitions of H
in the Si–SiO2 system in more detail they observed characteristics which challenged
the conclusions drawn before. In particular, several independent experimental and
theoretical studies showed that the chemical reaction of removing a hydrogen
atom from a passivated defect at the interface requires an energy in the range of
2.5–3.3 eV [4–10]—a value which is basically inaccessible under typical NBTS
conditions, because only a 10−9 fraction of hydrogen atoms would dissociate from
Si for a 2.5eV bond and typical experimental conditions (200◦C, 104 s). The main
question regarding the role of hydrogen in NBTI is therefore this disagreement
between the high energetic dissociation of the defect precursor and the low energetic
nature of BTS. The following section treats several different suggestions which try
to resolve this issue and adds some more aspects of the interaction of H with NBTI.

We remark at this point that a prerequisite to correctly understand the atomic
transitions involving H for NBTI was only given a few years ago, when it was found
that H is involved solely in a quasi-permanent part of NBTI degradation [11–15].
The quasi-permanent part is defined by large emission time constants of the defects
at the edge of the feasible experimental window of approximately 106 s [12, 13, 15]
or by the annealing of positive traps by driving the pMOSFET into accumulation
and thus offering electrons at the interface [11, 12, 14, 15]. This work allowed to
understand the preceding literature about H and NBTI from a different perspective.
For that reason, we can emphasize that the statements within this chapter apply only
to the quasi-permanent component of NBTI, which might be independent of a faster
recovering and especially accumulation susceptible part of the NBTI degradation.

While there has been no doubt yet about the link between the quasi-permanent
component of NBTI and H, there is still a discussion of whether the quasi-permanent
component and the recoverable component are somehow connected [12, 16, 17] or
not [13, 15, 18]. We will touch upon this issue only marginally and will concentrate
on the interaction of H with the quasi-permanent part of NBTI.

18.2 H Related Defects in the Si–SiO2 System

In order to be able to understand the transitions of H during NBTS we give a
brief review of some of the previously suggested reactions of H with defects in
the Si–SiO2 system which are important for later considerations.
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Table 18.1 Dissociation and
passivation activation energy
values for the Pb center family
of defects at the Si–SiO2
interface [6, 7, 9, 25, 26]

P(111)
b P(100)

b0 P(100)
b1

Passivation Mean 1.51 1.51 1.57
Variance 0.06 0.14 0.15

Dissociation Mean 2.83 2.86 2.91
Variance 0.08 0.07 0.07

All values are given in electron-volt

18.2.1 Interface Dangling Bond Passivation

The most prominent effect of H on the Si–SiO2 MOS system is the passivation
of dangling bonds at Si atoms at the interface (Pb centers) [19, 20]. The existence
of unsaturated bonds is due to the natural mismatch of the lattice of Si and the
amorphous layer of thermally grown SiO2. A maximum number of interfacial
dangling bonds at the surface of Si in the extreme case when some sort of stress
would hypothetically separate the Si from the SiO2 can be estimated by using
the value of the lattice constants of Si, which is precisely known as 0.5431nm
[21]. From this follows an atomic density of silicon atoms at the interface of
6.78× 1014 cm−2 for (100)Si and 11.76× 1014 cm−2 for (111)Si [21,22]. The lattice
mismatch of Si and SiO2 induces a two decades smaller number of about 1013 cm−2

dangling bonds at the interface for both (111) and (100)Si [23, 24]. Optimization
of the annealing process in forming gas (H2 and N2) or molecular hydrogen gas
has brought the remaining electrically active dangling bond density down to about
109 cm−2. This results in an interface where approximately every hundredth atom
at the Si side is passivated by an H atom and about every millionth of these could
not find an H atom for passivation or a nearest neighbor of the SiO2 and are left
unsaturated. The mean distance between two H passivated Si dangling bonds is
thereby in the nanometer range and two unsaturated bonds are separated by some
hundred nanometers, respectively. This points out that even devices with just a few
tens of nanometer width and length will have a few interface traps.

Detailed investigations of the passivation and dissociation kinetics of interface
traps through ESR measurements revealed that due to the amorphous nature of the
oxide the reaction limiting energy values are normally distributed [6,7,9,25,26] and
not single-valued [4, 27, 28]. The passivation/dissociation energies are summarized
in Table 18.1. The values for the dissociation of a PbH complex are >2.83eV and
are therefore usually not reached for a semiconductor in operation. Also theoretical
calculations for Si–H bonds in silicon revealed rather large activation energies for
H depassivation [29]. A challenging question for NBTI is therefore how the strong
Si–H bond can be broken at typical NBTS temperatures of 100–150 ◦C and low
oxide fields in the range of 3–10 MV/cm. Various possible explanations will be
given in Sect. 18.3.

It is worth noting that theoretical [5] as well as experimental [30] work suggested
that the passivation/dissociation kinetics of PbH complexes might depend on the
charge state of the Pb center.
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18.2.2 E ′ Center Interaction with H

Various oxide defects involving hydrogen can exist in SiO2 [8]. Among all
possibilities, H interacting with the E ′ center, a dangling bond on an Si atom
threefoldly bonded to oxygen atoms within the SiO2 [31–33], has been studied
widely by ESR measurements. It has been shown that the interaction of the E ′ center
with H may either lead to paramagnetic variants of the E ′ center [34–39] or passivate
the dangling bond [40, 41].

The E ′ center may turn to one paramagnetic variant, the 74G doublet, when
one of the three oxygen atoms bonded to the silicon atom is exchanged with
a hydrogen atom. The 10.4G doublet is formed when one of the three oxygen
atoms bonds to a hydrogen atom. These two variants were shown to form even
at room temperature when the sample is exposed to molecular hydrogen gas [38].
The exact passivation/dissociation energy for the formation of these defect variants
has remained hidden up to now. In contrast, it was suggested that the diffusion of
molecular H is the limiting factor for the transformation of E ′ centers into their
doublet variants [38]. Furthermore, the transformation process is not accompanied
by a charge state transfer since both defect types are positive. As such, it is very
unlikely that such a transformation is happening during NBTS, where positive
charge is created.

However, the 10.4 and 74G doublet variants were suggested to play a role in
interface trap generation. Thereby, the exposure of an E ′ center rich SiO2 layer
created as many interface traps as doublet variants, suggesting that H2 cracked at
E ′ sites lead to dissociation of Si–H bonds at the interface via atomic hydrogen
[42, 43]. This process involves the passivation of the E ′ center with hydrogen
[40, 42, 43]. For this reaction a lower limit for the activation energy of 0.3eV was
obtained [42]. Consequently, this reaction may also occur at room temperature, as
later experimentally proved [43]. Afanas’ev et al. [44] stated that it is the proton
which carries the positive charge when an O3Si–H complex is depassivated. They
could show that the efficiency of proton trapping in SiO2 is fairly independent of the
type of oxide. They further observed that the H passivated E ′ center can convert a
hole into a proton, which then is trapped efficiently in the SiO2. All these transitions
were linked to the instability mechanisms of semiconductor devices like hot carrier
degradation or radiation-induced trap generation [43] but have not been discussed
in the context of NBTI yet.

Yet another aspect of the H passivated E ′ center is the experimentally obtained
electron trap level 3.1eV below the conduction band edge of the SiO2 [40], which
is only 0.05eV above the Si conduction band. Therefore, the defect could be a
candidate responsible for PBTI.

18.2.3 Other Oxide Defects Interacting with H

The hydrogen bridge is worth mentioning at this point because it is suggested to
be responsible for stress-induced leakage current (SILC) [41, 45], another severe
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degradation mechanism in the Si–SiO2 system. The hydrogen bridge is formed
when one hypothetically replaces an oxygen atom in SiO2 through a hydrogen
atom. Calculations showed indeed that the hydrogen bridge could be a source
of ESR-inactive positive charged trapped in the oxide [8], as it is frequently
observed after NBTS [1, 13]. It was shown that SILC and NBTI could be linked,
as SILC can increase through intense NBTS [17, 46] and SILC can affect the
recoverable component of NBTI [47]. Despite this indication for a connection
between the hydrogen bridge and NBTI, its direct responsibility has only seldom
been suggested [48].

A further possibility how H could be involved in defect creation during NBTS
is in its ionized state as a proton. Experimental studies [44, 49–51] as well as
theoretical calculations [8, 41, 52] have revealed that a proton may reside within
the SiO2 and may give rise to a positive fixed charge. Experimental work using
ESR provided evidence that the proton bonds to an intact Si–O–Si complex
through rearrangement of the surrounding amorphous SiO2 lattice [49]. Theoretical
calculations using density functional theory and supercells suspect the proton to
bond to the oxygen vacancy [52] instead of an intact Si–O–Si complex. For that
reason, the H atom could become trapped in the close vicinity of the Pb center after
PbH dissociation. This idea has already been formulated in the context of NBTI
by [53].

18.3 PbH Dissociation

In the following we give an overview about the possible transitions of H during
NBTS which result in electrically active defects. Since the PbH complex is at least
partly involved in the creation of defects, we deal with the mechanisms which may
reduce the large energy of the dissociation of the PbH complex

Si–H −→ Si ·+H. (18.1)

Direct physical evidence from ESR measurements [54, 55] identifying defects
from the Pb center family as well as electrical measurements showing an increase
in interface trap density [1, 56] have unquestionably shown that interface traps are
created through NBTS. Since thermochemical measurements for bond dissociation
energies suggest that the bond strength of Si–O is much larger (8.3eV [57]) than
that for Si–H (3.3eV [58]) it is very likely that the PbH defect precursor will be
broken during NBTS rather than an intact Si–O bond at the interface. Consequently,
the involvement of H in the creation of interface traps during NBTS appears as a
requirement.

As already stated in Sect. 18.2, the dissociation energy of the PbH complex was
experimentally [4, 6, 7, 9, 25–28] as well as theoretically [5, 29, 59, 60] determined
to be around 2.5–3.3 eV. We can estimate the time for the dissociation of PbH
through temperature only with the values of [4]: dissociation energy Ed = 2.6eV and
forward rate constant kd0 = 1.2×1012s−1 (no distribution in the dissociation energy
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considered). For a rather small increase in the interface trap density of only 109 cm−2

at a typical NBTS temperature of 125◦C we obtain already around 1016 s which
correspond to about 3×108 years. As a result, the dissociation of PbH under typical
NBTS conditions is not possible due to temperature alone and other mechanisms
must be involved in the process. In the following we will review several different
approaches which attempt to resolve this issue.

18.3.1 Hole Capture

The most prominent argument for a decrease in the dissociation energy of the Si–H
bond is the capture of a hole prior to bond dissociation

Si–H+ h+ −→ Si ·+H+. (18.2)

This argument is used in a rather vague form frequently [56,61,62] as if it would not
need any detailed clarification. In fact, a consistent and detailed explanation of how
and why a captured hole reduces the bond-dissociation energy of Si–H is unclear.
Support for the idea stems mostly from density functional theory calculations for
different defect types. The amount of dissociation energy reduction is thereby
unclear and varies largely. The largest reduction is suggested for the Si–O bond
in the context of TDDB, where it is stated that a capture of a hole reduces the bond-
dissociation energy by 2eV [63]. In the context of NBTI, the calculated decrease in
the dissociation energy of Si–H is only 0.3eV [10]. Accordingly, the applied electric
stress field might only reduce the dissociation energy by another 0.1eV, a reduction
which is still far too little to make the dissociation possible under NBTS conditions.

We remark that, despite the challenging issue concerning the too large dis-
sociation energy, it was suggested that the diffusion of the released H species
determines the dynamics of NBTI instead of the reaction. The reaction–diffusion
theory [1, 56, 61, 62, 64, 65], which evolved from this idea, could, in spite of several
attempts [12,14,66], not be used to consistently explain all features of experimental
data. Hence, the focus of this work lies in the reaction process of H dissociation
which must precede any discussion on diffusion.

18.3.2 Atomic Hydrogen

An energetically more favorable reaction than the direct dissociation of Si–H with
the capture of a hole is the dissociation with the help of an H atom

Si–H+H −→ Si+H2 (18.3)

which forms molecular hydrogen. This transition has a calculated barrier energy in
the range of 0.95eV [67]. This means that the existence of atomic hydrogen or a
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proton (also positively charged variants of reaction (18.3) are possible [68]) in the
vicinity of an H passivated interface trap may lead to bond dissociation. Possible
source for the atomic hydrogen might be the metal layers above the device [69], H
passivated dopants within Si [67] or H from H2 cracked at E ′ centers [42,43,55,70]
or at trapped holes [71, 72].

The occurrence of transition (18.3) during NBTS experiences support from
nuclear reaction analysis. This is a technique where gamma rays are detected which
are emitted by the nuclear reaction [73]

1H+15 N −→12 C+4 He+ γ, (18.4)

which takes place when bombarding a hydrogen containing material with 15N2+

ions. This technique has revealed that NBTS causes an accumulation of H atoms
near the Si–SiO2 interface [74]. The H atoms concentration thereby peaks at a
position roughly 4nm away from the interface with a spread of about 8nm [73]. This
peak is already preexisting before stress and increases through NBTS [74]. Since the
overall number of 15N2+ ions has to be kept low to avoid a measurement-induced
redistribution of H atoms, the work of Liu et al. [74] documented NBTS-induced
changes in the number of H atoms per square centimeter only for the estimated
position of the interface. They could still show that the increase of H atoms at the
interface with NBTS is larger than the increase of interface traps, which means that
H is transported from other places within the semiconductor towards the interface.

Reference [75] gives another hint that atomic hydrogen could be involved in the
microscopic NBTI degradation mechanism. It was found that a positive bias phase
at room temperature after NBTS can lead to an increase in interfacial recombination
centers even though the conditions for PBTS are not given. According to their expla-
nation, atomic hydrogen, previously released through NBTS, returns to the interface
and creates additional interface traps through transition (18.3). In particular, the
gated diode leakage current (measured by the direct current–current voltage (DCIV)
technique) showed two distinct peaks where only one of them increased through
the positive bias treatment. This coincided with ESR measurements which showed
that the Pb0 variant of the Pb center family on (100)Si–SiO2 reacts more readily
with H than the other Pb1 variant. Furthermore, the ESR data of [75] indicated
hyperfine peaks symmetrically around the Pb0 center, rather than around the E ′
center, which would have indicated the 10.4 or 74G variants of the E ′ center
described in Sect. 18.2.2. As such, the Pb0 center itself has a hyperfine interaction
due to an H atom in the close vicinity, as, e.g., in an anti-bonding configuration
[29, 76] or in a neighboring Si–Si bond [9].

18.3.3 Trapped Hole in Vicinity

Another explanation for the creation of interface traps during NBTS stems from
thermodynamical considerations [77]. Previous work showed that numerous E ′
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centers are created in the SiO2 layer during NBTS through hole trapping [16,55,78]
and that E ′ centers may become passivated with H [42, 43, 79]. The activation of
E ′ centers during NBTS creates now a completely different environment for the
H atoms bonded to Si atoms at the interface. The H atoms receive an increasing
number of possible states where they could reside. Now, from a thermodynamic
perspective, the H atoms need to occupy the newly created free sites to minimize the
Gibbs free energy of the whole system [77]. Many of the H atoms of the passivated
PbH centers will transfer to the E ′ centers in the SiO2, leaving interface traps behind.
I.e. the creation of Pb centers can occur, despite the large barrier for the dissociation
of the Si–H bond at the interface, when E ′ centers are situated close to the interface.

Studies which tried to identify such a transition used naturally ESR measure-
ments on suitable devices. One common disadvantage thereby is that the ESR
measurement is conducted after the devices are being stressed. But after stress,
most of the E ′ centers either neutralize through emitting their positive charge (the
commonly observed recovery) or become passivated by an H atom. Consistently,
researchers observed either no E ′ signal [54, 69] or just a very small one close to
the sensitivity limit of the equipment [55, 80]. Only later performed studies [78] in
an on-the-fly manner during NBTS showed coherently that the E ′ center signal can
be large and is as such presumably connected to NBTI, but vanishes quickly after
termination of the stress.

The idea of the transition of H from a Pb to an E ′ center was combined with
the Harry Diamond Laboratories (HDL) model for switching oxide traps [81–83]
(to explain the recoverable component) to form the two-stage model for NBTI [16].
This model states that the transition of H from PbH to NBTS activated E ′ centers
in SiO2 [38, 43] leads to a lock-in of the E ′ center [77, 84] and is summarized in
Fig. 18.1.

18.3.4 Large Variance in Dissociation Energy

ESR studies [23, 25, 26, 85] revealed that the oxidation process of the SiO2 layer
(in particular the oxidation temperature) can impact the variance of the distribution
of the Si–H bond-dissociation energy. The reason for the variance is thereby
the configurational distribution of the close atomic environment of the Pb center.
The variance reduces with higher oxidation temperature because the temperature-
induced relaxation decreases the spread in configurational compositions for the
Pb defects [85]. The largest reported variance for PbH association is 0.11eV for
(111)Si–SiO2 [85] and 0.15eV for (100)Si–SiO2 [25, 26]. If one proposes such a
variance for the dissociation energy of the PbH complex of 2.83eV, only a negligible
part of the PbH could be dissociated at typical activation energies of NBTS.

However, there are two possible explanations how the dissociation energy,
including the inherent spread, is further reduced. The first idea stems from studies
concerning TDDB [86], where it is proposed that the dissociation energy is reduced
through a polarization effect. This means that the electrical field pulls the negative
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Fig. 18.1 The two-stage model for NBTI [16] combines the HDL model for switching oxide traps
(stage one, recoverable component) with a transition of H from a PbH defect to an E ′

γ center to
lock-in the positive charge (stage two, quasi-permanent component). The result of this transition is
an equal amount of positive oxide charges and interface traps for the quasi-permanent component
of NBTI

and positive charge centroids, and therefore the molecule itself, apart. This leads to
stretching or compression of the atomic bond which reduces its dissociation energy.
The dissociation energy reduces in a linear fashion by about 0.6eV for a large NBTI
oxide field of 10MVcm−1 [87]. The second possible reason is that for NBTI only
one of the two vibrational modes of the Si–H bond is crucial [60,87]. This is because
the bending mode is supposed to have a smaller dissociation energy (1.5eV) than the
stretching mode (2.5eV) [29,59,60] of the Si–H bond. We remark that the proposed
Fermi derivative distribution function [60, 88] is, except for the detailed shape of
the tail, very similar to the normal distribution function and exhibits in particular
equivalent mean and variance values. Both concepts together lead to a situation that
there exists a distribution of activation energies around the mean value of about
0.9eV and a spread of up to 0.15eV. As a result, at least a low-energy fraction of
the available Si–H bonds could be broken during NBTS [60, 87, 88].

If these assumptions are correct, one would need to observe the normal distribu-
tion of activation energies in NBTI stress and recovery data. Indeed, the normal
distribution was directly measured through acceleration of the NBTS with high
stress temperatures using the poly-heater [89]. Furthermore, a comprehensive model
for NBTI which was tested for large ranges of temperature, bias, and time on several
different technologies has the assumption of normally distributed activation energies
as an indispensable requirement [90].
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18.4 Impact of the H Passivation Degree on BTI

One elegant way to test the assumptions and models for the interaction of H with
BTI is to vary the H content near the Si–SiO2 interface to create varying numbers of
H defect precursors [11,12,15,91–95]. Quite surprisingly, it appears that back end of
line (BEOL) processes have a very large impact on the gate oxide reliability. Among
all possibilities, three particular layers of BEOL processing have been shown to
largely impact the NBTI susceptibility of devices.

A large impact is given by the thickness of the titanium (Ti) layer between the
metal and the dielectric layers, i.e. by the amount of Ti within the BEOL stack.
Ti was shown to gather H efficiently [92, 96, 97]. Therefore, the Ti suppresses
the diffusion of H from H-rich layers located in a higher level of the stack
towards the Si–SiO2 interface. Time of flight secondary ion mass spectroscopy
measurements depicted in Fig. 18.2 [12,98] as well as electrical measurements using
charge pumping (CP) [12, 15] (c.f. Fig. 18.3) proved that the amount of electrically
detectable defects is inversely proportional to the thickness of the Ti layers. Among
those electrically active traps are not only interface traps but also positively charged
oxide traps [15, 69, 91] which are passivated by H. Those positive oxide charges
were identified to act as border traps with large emission and capture time constants
in a frequency varying CP measurement as depicted in Fig. 18.4. This means the
amount of Ti in the BEOL stack changes the H passivation degree near the Si–SiO2

interface and therefore the number of electrically active interface and border traps.
Other layers of the BEOL process which impact the BTI reliability of devices

are layers made from silicon nitride (SNIT) [91, 102]. SNIT is known to contain
up to 30% hydrogen bound to Si and N atoms [91], also because it is usually

Fig. 18.2 Measured O, H, and Ti concentrations profile vertically through a device using TOF-
SIMS [12]. The sputter time gives an estimate for the depth in the sample. The more H wafer has a
thin Ti layer and therefore more H in the region of the gate oxide (thick solid line circle) compared
to the less H wafer with a thick Ti liner
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Fig. 18.3 Constant base level CP measurements [99] for n- and pMOSFET devices show that
a thin Ti barrier (more H) leads to a more efficient passivation of CP detectable interface traps
[11, 12, 15]

Fig. 18.4 An increase in the number of charges pumped per cycle NCP = ICP/(q f A) with
decreasing frequency hints for the existence of border traps with time constants approximately
larger than 1/(2 f ) [15,100,101]. Both n- and pMOSFETs with more H near the Si–SiO2 interface
show less border traps than comparison devices [15]. The large difference in interface trap density
NCP(@1MHz) was subtracted to emphasize the contribution of border traps to the CP signal

deposited on the wafer through chemical vapor deposition from SiH4 and NH3

gas. It is supposed that the SNIT layers lose some of the incorporated H during
high temperature processing of the metalization. Consequently, if not hampered by
diffusion barriers as the above described Ti, the H may diffuse towards the Si–SiO2

interface where it either passivates or depassivates (depending on whether the H
diffuses in its reactive atomic form or as molecular H2) interface and border traps.
Commonly, both processes take place simultaneously such that the device has an
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initially low density of interface traps but experience also larger degradation due to
an increased precursor density [15, 91]. In general, it was shown that simultaneous
presence of H2 and trapped holes at elevated temperatures dramatically increases
the PbH density of the interface [71].

As observed only recently [94], also the type of metalization to contact the device
can have an impact on the BTI performance. By comparing a process split for the
same devices having either copper (Cu) or aluminum (Al) power metalization, it was
found that devices with Al experience always larger drifts compared to device with
Cu metalization. This was explained by the previously reported ability of Al to split
H2 in atomic hydrogen [103]. The reactive H moves, similar as if it was released
from the SNIT layer, towards the interface where it passivates interface traps but
creates also precursor defects for NBTI.

Another important topic is the influence of deuterium (D), the heavier natural
isotope of hydrogen, as passivation through a deuterium forming gas anneal or
deuterium implantation. Historically, it was first realized that hot carrier degradation
is reduced when the device is annealed in a deuterium ambient [104–107]. This was
motivated because D is harder to remove from the Si surface by using the tip of
an scanning tunnel microscope compared to H [108]. From this idea, it was soon
found that also NBTI is reduced through D anneal [13, 54, 109–113], even though
occasionally contrary observations were made [114–116]. The argumentation for
the decreased NBTI is, consistent with the ideas for hot carrier degradation, due
to an apparently stronger Si–D bond compared to Si–H. In detail, the chemical
bond of these two variants is not different because of the identical valence electron
configuration. But the dissociation of Si–D is less probable because the vibrational
bending mode of the Si–D bond is closer to the phonon frequencies of the Si lattice
and because of this the excitation energy of the bond can be more easily conducted
towards the semiconductor before the actual dissociation [117, 118]. The reduction
of NBTI is always in the range of 0.6–0.8, which can be connected to the square root
of the deuterium/hydrogen mass ratio of 1/

√
2≈ 0.71, when diffusion is considered

[13, 119]. A reason that a further reduction of NBTI is not obtained may lie in the
relatively high activation energy of the replacement of Si–H through Si–D through
D2 [120] of 1.84eV [121] compared to the 1.51eV for the passivation with H2.

To conclude, atomic H may not only stem from the environment during process-
ing but may also be formed by cracking H2 within the BEOL stack. The diffusion
of H is influenced by Ti layers which has the largest impact on BTI reliability of
devices. Consequently, we study the impact of Ti thickness thoroughly for positive
as well as negative BTI.

18.4.1 Impact on Negative BTI

In order to understand the impact of the H content near the interface on negative BTI
an elaborate electrical experiment was performed [12] which shows the bias and
temperature-dependent recovery following logarithmically increasing stress times.
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Fig. 18.5 Evolution of the bias at the gate and the device temperature. Point A corresponds to the
ΔVTH value right after stress, point B to the value after a constant bias recovery phase at the VTH of
−2V, and point C to the value after bringing the device into accumulation by applying zero bias
to the gate, respectively. After this a CP measurement was performed [12]

Fig. 18.6 Upper plot: Amount of recovery during the constant bias phase right after stress
(difference between the ΔVTH at point B (1ks) and point A (50ms) of Fig. 18.5) over stress time.
Lower plot: Amount of recovery through the application of zero bias to the gate (difference between
the ΔVTH at point C and point B) over stress time. For both the bias and the time-dependent recovery
the H content near the interface is rather insignificant [12]

The time diagram for the gate bias and the device temperature is given in Fig. 18.5.
The constant bias recovery phase at the VTH of the device right after stress allows
to investigate whether the recovery is dependent on the H content near the interface
or not. To identify this we depicted the amount of recovery during the constant
bias recovery phase and the subsequent accumulation phase in Fig. 18.6. Through
this experiment we are able to measure the accumulation-dependent and the time-
dependent part of the recoverable component of NBTI independently. The result
shows that both types are fairly independent of the H content near the interface.
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Fig. 18.7 The circle symbols correspond to the ΔVTH which remains after applying zero bias to
the gate (point C in Fig. 18.5) and the square symbols are the ΔVTH contribution of interface traps
calculated from the charge pumping current. By multiplying the CP data with a factor of three the
differently measured ΔVTH characteristics can be merged on one line for more H and one line for
less H, respectively [12]

We can conclude that the recoverable component of NBTI, may it be defined either
by the amount of charges which recover during a period of time or by the amount of
charges which annihilate by driving the device into accumulation, is independent of
the H content near the interface [11, 12, 15, 95].

After bringing the device into accumulation a CP measurement was performed.
The as such obtained density of interface traps can be transformed into an according
ΔV IT

TH due to interface traps only [122] by assuming an amphoteric nature of interface
traps [123] and a flat density of states energy profile [100]. This shift value can be
compared to the remaining shift ΔV perm

TH at point C of Fig. 18.5 after the application
of zero bias at the gate as depicted in Fig. 18.7. It was found that a multiplication
of ΔV IT

TH with a factor of three lets the characteristic over stress time align with the
one of ΔV perm

TH . This shows that only about a third of the degradation of the quasi-
permanent component visible in ΔV perm

TH can be explained by interface traps and
positively charged oxide traps are a definite contributor also to the quasi-permanent
part of NBTI.

We found that the device with more H near the Si–SiO2 interface drifts more
compared to the device with less H at the interface [12, 15]. One could argue that
the increase in drift is due to a larger number of defect precursors, namely Si–H
bonds at the interface, which were passivated through the H treatment and are left
unpassivated otherwise. Therefore, the sum of precursor defects and interface traps
should be the same for both differently passivated devices and both devices should
have a common maximum degradation level ΔV max

TH . The direct measurement of
ΔV max

TH is presumably impossible because no reports of a complete saturation of the
drift versus stress time characteristic have been published so far. The ΔV max

TH can,
however, be estimated when accelerating the NBTS with 400◦C stress temperatures
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Fig. 18.8 Change of the threshold voltage of two devices with more or less H at the interface over
the stress duration at a high stress temperature. The virgin difference in the VTH of the two devices
is inverted after already a second of intense NBTS at 400 ◦C and the more H device experiences
much larger degradation. The temperature was switched during the experiment using the poly-
heater [125]

[15, 89] as depicted in Fig. 18.8, by using the poly-heater (see Chap. 2 of this book
[124]). The extreme acceleration shows that, when properly activated, the number
of defects in the device with more H is larger than the number in the comparison
device. The H passivation therefore increases the number of precursor defects for
NBTI [12, 15, 71, 91, 92]. A possible explanation for this might be the creation of
interface traps through atomic hydrogen, as described in more detail in Sect. 18.3.2,
or the creation of different defect precursors within the SiO2 by entering either an
Si–Si or an Si–O bond (refer Sects. 18.2.2 and 18.2.3).

We remark that recent results [95] show that the H passivation degree changes
only the number of available defect precursors and not any other parameters like the
activation energy.

18.4.2 Impact on Positive BTI

For the sake of completeness and in order to test the assumptions done for negative
BTI above, it is very interesting to study the influence of H on the positive BTI. We
performed this investigation on nMOSFET devices with 30nm thick gate oxides
and n++ doped polycrystalline silicon gates in order to suppress possible tunneling
of holes from the gate towards the Si–SiO2 interface [126]. In this way we are
convinced that only electrons are present at the Si–SiO2 interface during stress and
recovery. We observed [15] that the H content near the interface has the opposite
impact on PBTI compared to NBTI, i.e. more H means less drift of the VTH, as
depicted in Fig. 18.9. Through detailed investigations on the virgin capacitance
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Fig. 18.9 The more H device experiences less PBTI drift compared to the less H device. The drift
direction is positive, meaning that either negative charges are created or positive charges are lost
through the stress [15]

voltage characteristics of the devices it was found that the apparent creation of
negative charges is in fact the loss of positive charges through positive BTS [15].
Together with the observation that H passivates preexisting positive charges within
the gate oxide, we concluded that a number of positive defects exist in the SiO2

after fabrication and these defects may become annihilated either by an H atom
during later steps of the processing or through electrons during PBTS [15]. The
microscopic transitions which lead to this behavior are still nebulous up to now.
Several possibilities can be deducted from the general discussion about defect
transitions given in Sect. 18.2 but none of them can be unambiguously identified
or declined because of the lack of appropriate experimental data.

18.5 Conclusions

The theoretically and experimentally suggested transitions of H at the Si–SiO2 inter-
face are manifold and might appear not even remotely comprehensible. However, in
the context of NBTI, a central problem becomes evident when treating the topic in
detail: How can the atomic bond of hydrogen to silicon be broken during the rather
moderate conditions of a typical NBTI experiment, especially if several theoretical
and experimental studies show that this bond has a rather large dissociation energy
of around 2.8eV? We presented four different assertions with completely different
settings to explain how the dissociation energy is probably reduced.

A frequently used assumption in the context of NBTI is the reduction of the
dissociation energy via hole trapping of the Si–H bond. This statement is only little
supported by theoretical investigations and as such questionable.
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More support can be found for the idea that atomic H dissociates the interfacial
Si–H bond to create an H2 molecule. The atomic H can thereby originate from
various different sources, as H is stored and may be released during stress from
layers within the upper metal stack, H passivated dopants or the SiO2 itself. Atomic
hydrogen may further create damage even after the end of stress, when it comes
back to the interface after it has been released previously.

Various reports state that the Si–H bond dissociation occurs because of thermo-
dynamical considerations, rather independent of the actual dissociation energy. The
NBTS creates positively charged defects within the SiO2 which are new possible
sites for the H atom. Consequently, a transition of the H atom into the oxide happens
because Gibbs free energy of the system must be minimal. This idea leads to models
for NBTI which state that the permanent component of NBTI is due to locked-in
positive oxide traps besides interface traps.

Increasing support from ESR measurements, and recently also from electrical
measurements, is received for the argumentation that NBTI activates only a low-
energy fraction of a distribution of activation energies for Si–H dissociation. The
reason for the broad distribution around the large value for Si–H dissociation is
thereby the amorphous nature of the thermally grown oxide and, inherently, the
variable structural configuration of the defect.

The impact of H on the device performance can be tested by varying the amount
of Ti in the BEOL stack, since Ti impedes the diffusion of H from H-rich layers
situated above the device. An increased amount of H at the interface thereby
decreases not only the interface trap density through the formation of Si–H but also
the number of positively charged border traps with rather long carrier emission and
capture time constants. But H does not only passivate existing defects, it creates
also additional precursor defects. This is evident because the maximum drift level
a device can reach increases with the H passivation degree. These additionally
created defect precursors are activated during NBTS and form the quasi-permanent
component of NBTI, visible as accumulation-independent defects with rather large
annealing time constants. For positive BTI the impact of H is opposite, meaning
that larger H passivation reduces PBTI. This is explained with the ability of H
to passivate positive oxide border traps, which are therefore not available for
neutralization with positive bias at the gate.
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Chapter 19
FEOL and BEOL Process Dependence of NBTI

Souvik Mahapatra

Abstract This chapter reviews different transistor processes that influence NBTI
degradation. Effect of gate oxidation under dry and wet ambient, incorporation
of nitrogen and fluorine, compressive stress, type of source-drain dopant atoms,
hydrogen and deuterium post metallization anneal, use of different barrier metals,
inter-metal dielectrics, and cap layers, as well as antenna charging are briefly
reviewed. Due to its technological importance, a detailed review of nitrogen
incorporation effect on NBTI, measured using ultrafast measurement method, is
also done. The impact of nitrogen distribution profile in the gate insulator stack on
NBTI degradation magnitude and parameters are studied in both SiON and HKMG
devices. Key process dependent results are summarized.

19.1 Introduction

Negative Bias Temperature Instability (NBTI) has been found to be significantly
influenced by different Front-End-Of-Line (FEOL) and Back-End-Of-Line (BEOL)
process steps. The process impact of NBTI is of immense practical interest, as
it allows the development of suitable process technologies for mitigation and
control of device degradation during stress, which is a key factor in keeping circuit
degradation under acceptable limits. A brief review of the impact of several FEOL
and BEOL processes will be presented first. Due to its technological importance, a
detailed study of the impact of gate oxide nitridation in Silicon Oxynitride (SiON)
as well as High-k Metal Gate (HKMG)p-MOSFETs will be presented next. Finally,
key results will be summarized.
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Although NBTI measurement methods and underlying physical mechanism are
discussed in detail in earlier chapters of this book, a brief review is nevertheless
presented hereinafter, which is necessary to understand the process dependence
of NBTI. It is now believed that NBTI is due to uncorrelated contribution of
the following underlying components [1]. Generation of donor-like interface traps
(ΔNIT) due to breaking of Si–H bonds at the Si/SiO2 interface, hole trapping in
process-related preexisting traps in the gate insulator bulk (ΔNHT), and hole trapping
in generated bulk insulator traps (ΔNOT). Positive charges arising out of these traps
cause negative threshold voltage shift (ΔVT) during NBTI stress. Note that although
alternative NBTI physical mechanisms have been proposed, as reviewed in [1], the
above mechanism involving uncorrelated underlying components has been shown
to explain a variety of NBTI DC and AC experimental data, including gate insulator
process dependence, as discussed in [2]. Note that the presence of ΔNOT is due
to Time-Dependent Dielectric Breakdown (TDDB) like mechanism [3], and it is
desirable to minimize its contribution by suitable choice of relatively lower stress
gate bias (VG,STR) [4, 5]. Therefore, when proper stress conditions are used, and
especially for thin gate insulators used in logic devices, changes in ΔNIT and/or
ΔNHT can explain the NBTI process impact.

It is now well known that NBTI degradation recovers substantially once VG,STR

is removed [6, 7], and hence, the magnitude of measured ΔVT depends on mea-
surement speed [7–9]. NBTI recovery is due to fast detrapping of trapped holes and
relatively slower passivation of generated interface traps [1]. Therefore, depending
on the measurement speed, ΔVT would be due to different fractions of underlying
ΔNIT and ΔNHT components, provided ΔNOT is kept low by choosing proper VG,STR

[4]. Since hole detrapping is fast in thin gate insulators, as shown in [2], significantly
lower ΔNHT would be captured in conventional slow measurements,1 and proper
estimation of NBTI degradation would require the use of ultrafast measurement
methods [7–9].

Finally, note that ΔNIT is often directly characterized by Charge Pumping (CP)2

[11] or similar methods and is compared to measured ΔVT to estimate relative
contribution of ΔNIT and ΔNHT to overall ΔVT [12]. However, as discussed in
[13], CP measurement scans interface traps at a part of the Si band gap centered

1In a typical NBTI experiment, transfer IV characteristics are measured before and after stress, and
post-stress measurements are usually done after different durations of stress. Threshold voltage
(VT) is calculated before and after stress, and ΔVT is obtained. This approach is known as the
conventional Measure-Stress-Measure (MSM) method. As discussed later in this chapter, it is now
well known that unless ultrafast IV measurements are employed [8], conventional MSM approach
suffers from NBTI recovery-related issues [10].
2During CP measurement, gate of the MOSFET is repetitively pulsed from inversion to accu-
mulation, source and drain terminals are grounded, and the DC current due to electron–hole
recombination in traps at or near the Si/SiO2 interface is measured at the substrate. CP measure-
ments are done before and after NBTI stress in the conventional MSM mode, and increase in CP
current after stress indicates trap generation. CP usually takes longer time than IV measurement
and hence suffers from higher recovery-related issues [13].
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around midgap and suffers from recovery issues as it is implemented in the MSM
mode. Therefore, corrections due to measurement delay and band gap differences
are required before ΔNIT contribution obtained from CP is directly compared to
ΔVT from IV measurements, as shown in [13], and failure to do so would result in
underestimation of ΔNIT and overestimation of ΔNHT [12] and incorrect estimation
of NBTI process dependence.

19.2 Overview of Process Dependence

The FEOL and BEOL processes that impact NBTI degradation include gate oxide
processing under different dry and wet ambient, incorporation of nitrogen (N2)
and fluorine (F2) in the gate stack, effect of source-drain doping and compressive
stress, type and nature of Inter-Metal Dielectric (IMD), barrier metal and cap layer,
hydrogen (H2) or deuterium (D2) Post Metallization Anneal (PMA), and plasma
charging effect in antenna devices. The impact of these processes on NBTI is briefly
reviewed in this section.

19.2.1 Gate Oxidation

The most important process step that impacts NBTI is gate oxidation. Figure 19.1
shows measured ΔVT due to NBTI stress in silicon dioxide (SiO2) p-MOSFETs,
with gate oxide grown using dry and wet oxidation processes [12, 14]. For identical
stress condition, dry SiO2 shows lower ΔVT when compared to wet SiO2, and this
observation has been made by different groups. This suggests the detrimental effect
of water-related hydroxyl (OH) or H2 species, present in the wet gate oxide, on
NBTI degradation. Note that since slow measurements have been used, observed
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difference in ΔVT is presumably due to difference in ΔNIT as negligible ΔNHT would
be captured. Due to its superior NBTI immunity, majority of gate insulators have
traditionally been grown in a dry ambient.

19.2.2 Gate Oxide Nitridation

Gate oxide process technology has evolved from pure SiO2 to SiON insulators for
Equivalent Oxide Thickness (EOT) scaling and has naturally motivated an extensive
study on the effect of N2 on NBTI. Figure 19.2 summarizes the effect of N2

on NBTI observed by different groups [14–16]. SiON device shows higher ΔVT

when compared to SiO2 device under similar NBTI stress [15], and the degradation
increases with increase in N2 content in the gate insulator [14, 16]. Once again since
slow measurements have been used, the observed increase in ΔVT should be due to
increase in ΔNIT as negligible ΔNHT would be captured and is likely due to the
N2-induced enhancement of the Si–H bond breaking process as discussed in [17].

Figure 19.3 shows ΔVT due to NBTI measured in p-MOSFETs with SiON gate
stacks fabricated using different processes [18]. The NISS process where SiO2
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growth is done on N2-implanted Si substrate shows highest degradation, followed
by N2O-based gate oxide formed using rapid thermal process and nitrogen oxide
(N2O)-based thermal gate oxide, while SiON made using the Remote Plasma Nitri-
dation (RPN) process shows lowest degradation. Once again, note that differences in
measured ΔVT are likely due to differences in ΔNIT as slow measurements have been
used. In general for a particular process technology used for N2 incorporation in the
gate oxide, higher N2 dose would result in higher NBTI and vice versa. However,
the impact of different N2 incorporation processes on measured degradation can be
better understood by noting that NBTI is governed by N2 density at or near the
Si/SiON interface and is not influenced by the total integrated N2 content in the gate
insulator, as discussed in [19, 20].

To illustrate this very important feature, Fig. 19.4 shows N2 density distribution
profile in the gate insulator [19, 20], measured by X-ray Photoelectron Spectroscopy
(XPS) [21] in different devices made using different gate insulator processes. NBTI
degradation measured in these devices is also shown. In the top figure [19], the
NO first process has higher peak and overall integrated N2 content in the gate
insulator but lower Si/SiON N2 density compared to the NO last process. Lower
NBTI-induced ΔVT for the NO first process indicates that it is the N2 density at the
Si/SiON interface, and not the total N2 content of the gate insulator, that governs
NBTI. In the bottom figure [20], N2 density at the Si/SiON interface increases, while
the peak and total integrated N2 content in the gate stack reduces, from process A
through C. For a given N2 content, NBTI degradation is lowest, which results in
highest extrapolated lifetime for process A, while the degradation is highest and
extrapolated lifetime is lowest for process C, and this is consistent with relative N2

density at the Si/SiON interface for these devices.3

3NBTI lifetime is defined as the time needed to reach a particular degradation value and is usually
determined by extrapolation of measured degradation. Higher measured degradation implies lower
extrapolated lifetime and vice versa.
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As NBTI is measured using slow method, once again, the differences in ΔVT are
largely due to difference in ΔNIT caused by different amount of N2 at or near the
Si/SiON interface, presumably due to the N2-related mechanism explained in [17].

The total integrated N2 content in the gate stack helps in EOT scaling, while
the N2 density at the Si/SiON interface determines NBTI. Compared to thermal
N2O-based process, the RPN process results in lower Si/SiON interfacial N2 density
for identical integrated N2 content in the gate insulator, and therefore is beneficial
for both EOT scaling and NBTI, and has been universally adopted. To further
illustrate the effect of N2 distribution profile in the gate insulator on NBTI, Fig. 19.5
shows NBTI stress-induced ΔVT and ΔNIT for thermal SiON- and RPN-based
plasma SiON devices, where the stress-induced increase in CP current (ΔICP) can be
attributed to increase in NIT [22]. Plasma SiON shows lower ΔVT and ΔNIT when
compared to thermal SiON under similar stress condition. However, the difference
in ΔVT between the two processes is larger than the corresponding difference in
ΔNIT. In [22], this difference has been attributed to additional hole trapping in N2-
related traps in the gate insulator [23], which is indeed possible [13]. However, since
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slower measurements have been used in [22], it is unlikely that significant ΔNHT

would be captured, and the difference between ΔVT and ΔNIT is probably due to
larger recovery in CP measurements as discussed in [13].

For RPN process, NBTI magnitude depends not only on total N2 dose but,
more importantly, also on the effectiveness of Post Nitridation Anneal (PNA) [24].
Figure 19.6 shows measured ΔVT due to NBTI in RPN-processed SiON devices
having identical N2 dose but subjected to different PNA [25]. It is evident that proper
PNA is a crucial process step in significantly reducing NBTI, even though the RPN
N2 dose remained the same across all devices as shown in Fig. 19.6. The impact of
gate oxide nitridation has been a very important research area and therefore will be
discussed in more detail in the latter part of this chapter.

19.2.3 Fluorine Incorporation

It has been reported by several groups that NBTI degradation can be significantly
reduced by F2 incorporation in the gate stack [12, 20, 26]. Figure 19.7 shows NBTI
stress induced ΔVT and direct estimation of ΔNIT as measured using the CP method
for devices without and with F2. In [12], the effect of F2 incorporation is studied by
using boron- and BF2-implanted source-drain junctions, where F2 diffuses from the
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junctions to the gate oxide during subsequent junction activation anneal. In [26], F2

is incorporated by using ion implantation after poly-Si deposition in the gate stack,
while both methods have been used in [20]. Note that F2 incorporation achieved
by such diverse methods always reduces both ΔVT and ΔNIT as shown by different
groups. Since slow measurements have been used, F2-induced reduction in ΔVT is
largely due to reduction in ΔNIT, and any possible impact of F2 on ΔNHT has not
been captured. It has been suggested [26] that F2 incorporation replaces some of the
interfacial Si–H bonds with Si–F bonds that are harder to break during NBTI stress,
and hence, the H2 release is suppressed, which causes reduction in ΔNIT and hence
ΔVT. The reduction in ΔVT is enhanced by incorporation of higher F2 species in the
gate stack [20] and is also shown in Fig. 19.7.
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19.2.4 Compressive Stress

Different compressive stress processes have been used to boost p-MOSFET channel
hole mobility, and the impact of such process-induced stress on NBTI degradation
has been studied [27, 28]. Figure 19.8 describes four different types of devices
studied in [27]. The reference device has no stress. Compressive stress has been
applied by Selective Epitaxial Growth (SEG) of SiGe source and drain regions,
with SEG done either before or after the formation of Highly Doped Drain (HDD),
respectively, resulting in HDD last and HDD first devices. For the HDD last
device, a Compressive Etch Stop Liner (CESL) has also been added to create a
mixed stress device. Figure 19.8 also shows NBTI stress-induced ΔVT measured
using conventional slow MSM method in devices having different process-induced
stresses [27].

Note that measured ΔVT is primarily due to ΔNIT as slow measurements have
been used. Compared to the reference device, HDD first device shows lower
ΔVT, HDD last device shows similar ΔVT, and the mixed HDD last CESL
device shows slightly higher ΔVT, when different devices were subjected to NBTI
stress at identical VG,STR. However, when stressed at identical gate overdrive
(VG,STR −VT0), as prestress threshold voltage (VT0) has been found to be different
among different devices, the mixed HDD last CESL device shows similar ΔVT
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compared to reference, while the HDD first device still shows slightly lower ΔVT.
It has been concluded that compressive stress up to a maximum of −1.5 GPa has
no considerable effect on NBTI, and no effect of NBTI stress has been observed
in measured channel length (LCH) dependence or temperature (T) activation of
degradation for both unstressed and compressively stressed devices [27].

In [28], the effect of compressive stress has been studied by using ultrafast
measurements, which captures ΔVT contributions due to both ΔNIT and ΔNHT.
Devices were subjected to compressive stress by only SEG SiGe source-drain
regions and mixed SEG and Diamond-Like Carbon (DLC) liner processes, the
mixed process resulting in a compressive stress of >5 GPa. Figure 19.9 shows
measured ΔVT in different devices under identical VG,STR.

Although not compared under identical gate overdrive as in [27], the SEG device
shows almost similar ΔVT, while the mixed SEG plus DLC device shows slightly
higher ΔVT compared to the reference device, once again suggesting negligible
impact of compressive stress on NBTI. Both unstressed and stressed devices show
increase in ΔVT at smaller LCH when NBTI stress is done at identical VG,STR. This
is presumably due to reduction in VT0 at smaller LCH and hence increase in gate
overdrive during NBTI stress. Note that negligible impact of compressive stress
on NBTI degradation holds for both slow [27] and fast [28] measurements, which
implies that process-induced compressive stress has no impact on either ΔNIT or
ΔNHT components of NBTI degradation.

19.2.5 Post Metallization Anneal (PMA)

Figure 19.10 shows ΔVT measured using slow MSM method in SiO2 p-MOSFETs
fabricated with PMA done in H2 and D2 ambient [12, 14]. Device with D2 PMA
shows lower degradation than the device having conventional H2 PMA, and this
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phenomenon is reported by different groups. Note that measured ΔVT is due to
ΔNIT as slow measurements have been used. As discussed in [1], ΔNIT is caused by
de-passivation of Si–H (or Si–D, as the case may be) bonds at the Si/SiO2 interface
and subsequent diffusion of H2 (or D2) species. Hence, this process impact can be
due to different strength of Si–H and Si–D bonds and/or different diffusivity of H2

and D2. The impact of H2 and D2 PMA on ΔNIT measured directly using the CP
method is also shown in Fig. 19.10 [12]. As expected, the device having D2 PMA
shows lower ΔNIT compared to the conventional device with H2 PMA and therefore
explains the difference between H2 versus D2 PMA on measured NBTI degradation.

Note that the difference between H2 and D2 PMA devices as measured by ΔNIT

is slightly lower than that measured by ΔVT, presumably due to larger recovery
observed in CP measurements [13]. Although not widely adopted due to practical
difficulty, D2 PMA can indeed be used to reduce NBTI degradation.

19.2.6 Type of IMD, Barrier Metal, and Cap Layer

NBTI degradation is also influenced by different backend processes such as the
type of IMD, barrier metals, and cap layers as described by using Fig. 19.11 [29].
All devices used in this study have identically grown SiON gate insulator. NBTI-
induced degradation in saturated drain current (ΔIDSAT) has been studied using
conventional slow MSM method, and therefore measured NBTI is influenced by
ΔNIT alone.

Note that devices with Silicon Nitride (SiN) cap show higher degradation
compared to devices with Silicon Carbide (SiC) cap, and this is irrespective of the
type of IMD layer (SiO and SiLK). For SiN cap, SiO IMD shows higher NBTI
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compared to SiLK IMD, while the type of IMD has no effect for SiC-capped
devices. Impact of these backend layers has been explained by measuring the water
content in the gate oxide by Thermal Desorption Spectroscopy (TDS) method [30].
For SiN cap, higher water content in the gate stack has been found for SiO compared
to SiLK IMD, while no water has been found for either type of IMD for the SiC-
capped devices. As SiN cap layer prevents water to escape to upper layers during
backend thermal anneal, water diffuses down to the gate oxide, and higher water
content in SiO IMD results in higher water content in the gate oxide compared to
SiLK IMD. Note that water is known to cause higher NBTI in wet compared to dry
oxides [12, 14], and hence, devices with SiN cap and SiO IMD show highest NBTI.
However, the SiC cap allows water to escape to upper layers during backend thermal
anneal and therefore results in negligible water in the gate oxide, and therefore, the
difference in water content of the IMD layer has no effect on NBTI as shown in
Fig. 19.11.

Figure 19.11 also shows the effect of different barrier metals [29]. In this study,
all devices have SiN cap and SiLK IMD and hence identical water content in
the gate stack. Devices with Tantalum Nitride (TaN) barrier metal show highest
degradation. As explained in [29], during SiN cap layer deposition, H2 diffuses via
the copper layer to the barrier metal, and the barrier metal acts as H2 storage. During
subsequent PMA, H2 desorption takes place followed by H2 diffusion into the gate
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dielectric, as negligible H2 diffusion takes place via the SiN cap layer to upper layers
due to lower diffusivity of H2 in SiN. Secondary Ion Mass Spectroscopy (SIMS)
measurements [31] have shown highest H2 content for devices having TaN barrier,
which corroborates with highest NBTI seen in these devices. It has also been shown
[29] that devices that undergo PMA at higher T show larger NBTI due to higher H2

desorption from the TaN barrier layer and enhanced diffusion into the gate oxide.
Therefore, not only the type (H2 or D2) of PMA, the PMA process T also influences
NBTI. As shown in Fig. 19.11, several backend processes influence NBTI and can
be suitably modified to keep degradation under acceptable limits.

19.2.7 Antenna Charging Effect

NBTI degradation is also influenced by charging damage due to plasma-based
processes and has been studied in both aluminum (Al) and copper (Cu) backend
devices having different antenna perimeters [32]. Devices with larger antenna
perimeter would undergo higher process-induced plasma charging damage and vice
versa. Figure 19.12 shows measured ΔIDSAT due to NBTI in reference as well
as devices with small and large antenna structures. Higher degradation has been
observed in the antenna devices, with devices having larger antenna showing higher
degradation for both Al and Cu devices. Note that differences in ΔIDSAT between
different antenna structures is due to the differences in ΔNIT as NBTI is measured
in the conventional MSM mode by using slow measurements. It has been suggested
that plasma charging damage results in higher density of Si-dangling bonds at the
Si/SiO2 interface, which gets passivated during H2 PMA. Therefore compared to
reference, antenna devices have higher density of Si–H bonds at the beginning of
NBTI stress. As the reaction rate governing Si–H bond dissociation is proportional
to density of Si–H bonds [1], antenna devices show higher ΔNIT and hence higher
degradation during NBTI stress.
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19.3 Detailed Investigation on the Influence of Nitrogen

Although several front and backend processes impact NBTI degradation as summa-
rized in the previous section, the incorporation of N2 in the gate insulator plays a
very important role and has naturally attracted much attention. The impact of N2

on NBTI has also been reviewed in the previous section. However, as mentioned,
all N2 incorporation studies [12, 14–16] reviewed above have been done in the
conventional MSM mode by using slower measurement methods to measure NBTI
degradation. As also mentioned before, it is now well known that degradation
occurred during NBTI stress substantially recovers after the removal of stress for
measurement in conventional MSM mode [6, 7], which leads to several recovery-
related artifacts4 [10]. Moreover, slower measurement methods mostly capture
the process influence on ΔNIT and cannot capture that on ΔNHT. To circumvent
these issues, different fast [6] and ultrafast [7–9] measurement methods have been
developed to capture recovery artifact-free NBTI. Therefore, it is important to revisit
the impact of N2 incorporation in the gate insulator on NBTI degradation using
ultrafast measurements. Time evolution of degradation for different N2-containing
gate insulator processes will be discussed. This will be followed by a discussion on
the impact of N2 on NBTI parameters. Finally, gate insulator nitridation results from
High-k Metal Gate (HKMG) devices will be discussed.

19.3.1 Time Evolution of Degradation

Figure 19.13 describes the Ultra-Fast On-The-Fly (UF-OTF) method [9] used to
measure NBTI degradation from very short (∼μs) to long stress time (tSTR) till the
end of stress. The gate is connected to a Pulse Generator (PG), the source to an IV
Converter (IVC) and Digital Storage Oscilloscope (DSO), and the drain to a switch,
which in turn connects either to a DC Power Supply (DCPS) or to a Source-Measure
Unit (SMU). A drain bias (VD) of 100 mV is set in DCPS and SMU. The SMU and
DSO are triggered first in the sampling mode respectively with 1 ms and 1 μs time
intervals. The SMU then sends a hard trigger to the PG unit, which applies the
gate pulse (VG,STR) for the entire duration of stress. The drain remains connected
to DCPS from the application of VG,STR to t-stress of 30 ms and is then connected

4NBTI recovery inherent in slower measurement techniques results in lower NBTI magnitude
and higher power law time exponent (n) when degradation is plotted as a function of time in a
log–log plot [8, 9]. As measured degradation is extrapolated to end of life to determine NBTI
lifetime, slower measurements introduce significant error in estimated lifetime. The time exponent
n obtained by slower measurements increases with temperature [33], which is also shown to
be a recovery-related artifact [10], and results in erroneous conclusion regarding the physical
mechanism responsible for NBTI degradation [33].
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Fig. 19.13 Schematic of UF-OTF IDLIN measurement setup used for characterization of NBTI
degradation from 1 μs stress time. Refer to [9] for details

to SMU for the remaining duration of stress.5 The source current is measured from
the application of VG,STR to t-stress of 300 ms using the DSO, and the drain current
from t-stress of 30 ms to the end of stress. The overlap t-stress period of 30–300 ms
is used to calibrate the source and drain current.6 Note that the gate always remains
at VG,STR during the entire experimental duration, while the source and/or drain
current are measured on the fly, and therefore, the method does not suffer from any
recovery artifacts. Figure 19.14 shows the gate voltage (VG) and the linear drain
(=source) current (IDLIN) captured at the initiation of stress. Note the rise in IDLIN

as VG,STR is applied, and the first IDLIN data point after the initiation of VG,STR can
be recorded within a minimum time-zero (t0) delay of 1 μs. Figure 19.14 also shows
IDLIN degradation due to NBTI from 1 μs till the end of stress. Measurements are
done on RPN-based Plasma Nitrided Oxide (PNO) and N2O-based Rapid Thermal
Nitrided Oxide (RTNO) SiON p-MOSFETs. RTNO device shows lower IDLIN but
higher degradation in IDLIN due to NBTI stress when compared to PNO device.

NBTI degradation can be calculated using ΔV= (IDLIN(t0)− IDLIN(t))/IDLIN(t0) *
(VG,STR −VT0), where IDLIN(t) is measured IDLIN at different t-stress, IDLIN(t0) is
the first data point after the application of VG,STR, and VT0 is prestress threshold
voltage.7 Figure 19.15 shows measured ΔV in PNO and RTNO devices as a function
of t-stress for different t0 delay, gate oxide field (EOX), and stress T [9, 35].

5It has been observed [9] that the initial current transient measured by the DSO is affected due to
RC time constant issues if SMU is connected to the drain. To avoid this issue, the DCPS is used
at the drain for the early duration of stress, and the drain is later switched to SMU for long-time
measurements.
6Caution should be applied while using UF-OTF method for ultrathin gate oxide devices with
very high gate leakage, where source and drain currents can be significantly different, especially at
higher VG,STR.
7As described in [34], ΔV is directly proportional to ΔVT, and correction due to mobility
degradation is needed to convert ΔV to ΔVT. While ΔV is a good indicator for a relative study of
NBTI process dependence, it must be converted to ΔVT before experimental results are compared
to theory, as done in [1].
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Calculation of ΔV in Fig. 19.15a has been done using different t0 delay values
from Fig. 19.14 for the calculation of IDLIN(t0), and t0 = 1 μs has been used for
ΔV calculation in Fig. 19.15b, c.

It can be seen that RTNO device shows much larger degradation compared to
PNO device under identical t0 delay, EOX, and T. Significant degradation in the sub
1 ms time scale has been observed for the RTNO device, especially for t0 = 1 μs, and
the impact of t0 delay is much larger for the RTNO device compared to PNO device.
Compared to PNO device, RTNO device shows lower EOX dependence (ΓE) and
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lower T activation energy (EA) of degradation, and the sub 1 ms t-stress degradation
for the RTNO device shows negligible T dependence. Higher NBTI degradation
observed for RTNO compared to PNO device is consistent with other published
results from conventional slow measurements [22] as discussed earlier in this
chapter. It is also consistent with results obtained by using fast OTF method [13].
However, use of an ultrafast measurement method has uncovered important, but
previously unappreciated NBTI features in the sub 1 ms time scale, and highlights
several key differences in measured time evolution of NBTI degradation between
RTNO and PNO devices.

Figure 19.16 shows time evolution of ΔV for different stress T, measured in
PNO devices having different gate insulator N2 dose and PNA [35, 36]. For PNO
devices subjected to proper 2-step PNA [24], NBTI degradation increases and the
T dependence reduces with increase in N2 dose. Increase in NBTI degradation
with increase in N2 content of the gate stack is consistent with other published
results discussed earlier in this chapter [12, 14–16]. The PNO device having very
high N2 dose shows significant NBTI degradation in the sub 1 ms time scale, and
interestingly, this large sub 1 ms degradation also shows negligible T dependence,
and these observations are exactly similar to RTNO device results shown previously
in Fig. 19.15. In the absence of proper PNA, PNO device having lower N2 dose
shows higher NBTI than a PNO device with higher N2 dose and proper PNA.
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This is consistent with other published results [25] discussed earlier in this chapter,
highlighting the importance of proper PNA in reducing NBTI degradation for PNO
devices. Moreover, note that compared to the proper PNA device, the improper PNA
device, in spite of having relatively lower N2 dose, shows significant degradation in
the sub 1 ms t-stress which has negligible T dependence, similar to RTNO, and very
high N2 dose PNO with proper PNA devices.

Figures 19.15 and 19.16 suggest that SiON devices can be broadly classified into
two subcategories. PNO devices having relatively lower N2 dose and proper PNA
show negligible degradation in sub 1 ms time scale and lower overall degradation
at longer t-stress, show higher T activation and EOX acceleration for the entire
stress duration, and are defined as Type-A devices. Note that Type-A devices have
relatively lower N2 density at the Si/SiON interface. On the other hand, RTNO, PNO
with very high N2 dose but proper PNA, and PNO of any N2 dose without proper
PNA are defined as Type-B devices that have higher N2 density at the Si/SiON
interface and show significant degradation in the sub 1 ms time scale and relatively
larger overall degradation, relatively lower T activation and EOX acceleration, and
the high ΔV observed in sub 1 ms time scale always shows negligible T dependence.
Although discussed in detail in [2], it is worth a mention that CP measurements show
slightly higher ΔNIT in Type-B compared to Type-A devices [5]. However, flicker
noise measurements in prestress show much larger process-related SiON bulk traps
for Type-B compared to Type-A devices [23]. Therefore, the difference in NBTI
time dynamics between Type-A and Type-B devices is primarily due to fast hole
trapping in process-related traps and results in large degradation in the sub 1 ms
time scale which has negligible T dependence and also larger overall NBTI, shown
in Figs. 19.15c and 19.16. As hole trapping is a fast process, Type-B devices show
larger impact of measurement speed (t0 delay) compared to Type-A devices, shown
in Fig. 19.15a.

Figure 19.17 plots ΔV measured at a fixed t-stress as a function of EOX for differ-
ent PNO devices with proper PNA and different N2 dose, RTNO, and RTNO+ PNO
devices [35]. The gate insulator for PNO devices show higher N2 density close to
the SiON/poly-Si interface and lower N2 density at the Si/SiON interface, while
RTNO device has high N2 density at the Si/SiON interface. The starting base oxide
thickness and the thermal and plasma N2 dose of the RTNO+PNO device are
adjusted to obtain N2 density at the Si/SiON and SiON/poly-Si interface similar
to that of RTNO and PNO-B device, respectively. For PNO devices, measured ΔV
increases and ΓE reduces with increase in N2 dose from PNO-A through PNO-
C. However, the RTNO+PNO device shows similar ΔV and ΓE as the RTNO
device, and much larger ΔV and lower ΓE compared to the PNO-B device, once
again suggesting NBTI being governed by N2 density at the Si/SiON interface
[19, 20]. Note, the PNO-C device has very high integrated N2 content in the
gate insulator, but still shows lower NBTI compared to RTNO and RTNO+ PNO
devices, which indicates that NBTI is not dependent on total N2 content of the gate
stack. Figure 19.17 suggests that NBTI can be reduced by reducing the N2 density
at the Si/SiON interface, irrespective of the total N2 content in the gate stack. A
proper 2-step PNA not only anneals any plasma damage caused during the RPN



19 FEOL and BEOL Process Dependence of NBTI 525

6 8 10

10-4

10-3

10-2

 PNO (Low N Dose)
 PNO (medium N Dose)
 PNO (High N Dose)
 RTNO
 PNO + RTNO

G = 0.32

G = 0.53

DV
 / 

E
O

T 
(a

.u
)

EOX ( MV / cm)

t
0
 = 1ms

T=125º C

G = 0.51

Fig. 19.17 NBTI
degradation measured using
t0 = 1 μs OTF at fixed stress
time, as a function of stress
EOX. Data taken from [35] for
SiON p-MOSFETs having
PNO, RTNO, and mixed
PNO+RTNO gate insulators

step but also slightly re-oxidizes the Si/SiON interface and pushes N2 away from
the interface [24]. Therefore, in spite of having relatively higher N2 dose, PNO
with proper PNA device shows lower NBTI degradation compared to improper PNA
device having lower N2 dose, as shown in Fig. 19.16.

19.3.2 NBTI Parameters (n, EA, Γ E)

As shown in the previous section, time evolution of NBTI degradation is usually
plotted in a log–log scale. Although definitely not true for the entire stress duration,
measured degradation at longer stress duration (t-stress≥ 10 s) can be fitted by using
a power law time dependence having a time exponent n. The process dependence of
the parameter n is of practical interest, as degradation plotted in a log–log scale is
extrapolated to end of life for the determination of device lifetime.

Figure 19.18 shows extracted n from measured NBTI degradation in different
PNO and RTNO devices, as a function of t0 delay, stress EOX, and T [35]. PNO
devices have different EOT due to different starting base oxide thickness; have
relatively lower, although different, N2 content in the gate stack; and were subjected
to proper PNA. For a particular stress (EOX and T) and measurement (t0 delay)
condition, all PNO devices show similar values of n, which are much higher than
that obtained for the RTNO device. Extracted n values reduce with reduction in t0
delay; however, the variation of n with t0 delay is within the error bar caused by
error in IDLIN(t0) measurement for t0 ≤ 10 μs. Therefore, n extracted from t0 = 1 μs
measurement can be used as a reliable parameter to compare process impact of
NBTI across different devices.
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For t0 = 1 μs, extracted n values remain invariant across variations in T and EOX

for all PNO and RTNO devices. As mentioned earlier in this chapter, n increases
with increase in T due to recovery-related artifacts when NBTI is measured in the
MSM mode with slow measurement methods [10]. The invariance of n with T is
therefore an indirect proof of the measurement technique being free of recovery-
related issues. Moreover as also discussed before, since NBTI stress is also similar
to TDDB stress [3], there remains a finite probability of the presence of ΔNOT,
which would result in an increase in n, especially at longer t-stress and at higher
VG,STR [4, 37]. The invariance of n with EOX (hence VG,STR) therefore suggests
negligible impact of ΔNOT for the chosen stress conditions (EOX or VG,STR, T, and
t-stress) shown in Fig. 19.18. Note that choice of proper stress conditions such
that bulk trap generation can be minimized and a suitable measurement method
that is free from recovery-related artifacts are the two most important criteria for
reliable NBTI experiments and can be respectively verified by EOX (or VG,STR) and
T independence of the extracted time exponent n.

Figure 19.19 shows extracted n as a function of stress EOX from t0 = 1 μs
measurements for PNO with proper PNA devices having different N2 dose, and
PNO devices with different PNA conditions [35, 36]. Note that n remains invariant
of stress EOX for all devices and suggests negligible bulk trap generation. Extracted
n values reduce with increase in N2 dose for proper PNA devices, and lower n values
are also observed for PNO devices with improper PNA.

Figures 19.18 and 19.19 suggest a reciprocal relationship between measured ΔV
and extracted long-time n for different processes. Type-A devices show lower ΔV
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and higher n, while Type-B devices show higher ΔV and lower n. As explained in
[1, 5, 13] and discussed in [2], Type-B devices show larger ΔNHT contribution that is
fast and saturates at longer t-stress. As ΔV is due to both ΔNIT and ΔNHT, saturation
of ΔNHT at longer t-stress reduces n of overall ΔV. As shown in the previous section,
there is also an inverse correlation of measured ΔV and T activation as gate insulator
processes are varied. Type-B devices show higher ΔV and lower T activation of ΔV
compared to Type-A devices. Note that this is consistent with the fact that saturated
hole trapping shows negligible T dependence, and larger ΔNHT in Type-B devices
lowers the T activation of overall NBTI when measured at longer t-stress. Note that
the T activation of NBTI can be obtained by measuring T dependence of ΔV at a
fixed t-stress. As the time exponent n remains invariant of T when extracted at longer
t-stress, the T dependence can be assumed to be Arrhenius activated [10], and the
T activation energy EA can be obtained. Finally, the EOX acceleration factor ΓE can
be obtained by measuring EOX dependence of ΔV at a fixed t-stress. As shown in
Fig. 19.17, there is also an inverse correlation of ΔV and ΓE, with devices having
higher ΔV show lower ΓE and vice versa. More work is needed to understand the
physical mechanism responsible for the impact of Si/SiON N2 density on ΓE.

Figure 19.20 shows extracted NBTI parameters (n, EA and ΓE) from t0 = 1 μs
measurements versus atomic N content (N%) in the gate stack for a wide range of
Type-A and Type-B SiON processes [35]. Note that all parameters show very similar
N% dependence with variation in SiON processes. PNO with proper PNA devices
show similar n, EA, and ΓE for N∼30% (Type-A), and their values reduce for higher
N% (Type-B). The control SiO2 device suffers from boron penetration and shows a
slightly lower n and EA (and higher ΔV, not shown) compared to Type-A devices.
Type-B devices such as PNO with improper PNA, RTNO, and mixed RTNO+ PNO
show lower n, EA, and ΓE for a given N% when compared to the PNO with proper
PNA device trend.
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Fig. 19.20 Time exponent (n), T activation (EA), and EOX acceleration (ΓE) extracted from long-
time NBTI measured using t0 = 1 μs OTF and plotted as function of atomic N% of the gate stack
calculated using XPS. Data taken from [35] for SiO2, PNO with and without proper PNA, RTNO,
and mixed PNO+RTNO SiON p-MOSFETs

As discussed earlier in this chapter, NBTI is governed by the N2 density at the
Si/SiON interface and not by the overall N2 content in the gate insulator. For PNO
with proper PNA devices, although there is a direct correlation between the two,
N2 density at the Si/SiON interface remains low, due to proper PNA, up to a total
N2 content (N∼30% atomic) and increases beyond that, which results in increase
in ΔV and reduction in n, EA, and ΓE. Irrespective of total N2 content, all Type-B
devices have higher N2 density at the Si/SiON interface and hence show higher ΔV
and lower n, EA, and ΓE compared to Type-A devices.
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evolution of NBTI for different stress T, measured using t0 = 1 μs OTF in HfSiO and HfO2 stacks.
Data from [38]

19.3.3 High-k Metal Gate (HKMG) Device Results

The impact of N2 incorporation is studied in HKMG p-MOSFETs having SiO2

interlayer (IL) and either hafnium silicate (HfSiO) or hafnium dioxide (HfO2) High-
k (HK) as dual-layer gate insulator stacks as shown in Fig. 19.21 [38]. The gate
stacks for both types of HK materials have been fabricated with 1 nm thick IL and
either 2 nm or 3 nm thick HK layers. These stacks have titanium nitride (TiN) metal
gate (MG), which is followed by poly-Si deposition, and then subjected to Ammonia
(NH3) anneal, which introduces N2 in the gate stack. Note that the presence of Si in
the HfSiO HK layer helps the formation of Si–N bonds during NH3 anneal, which
in turn reduces N2 diffusion into the IL [39, 40]. However, this is not the case for
the HfO2 HK, and NH3 anneal results in large N2 diffusion into the SiO2 IL layer
for these stacks.

Therefore, for identical post poly-Si deposition NH3 anneal, N2 content in the IL
would be larger for HfO2 stacks and these devices are expected to behave similar to
Type-B SiON devices described in the previous section. On the other hand, lower
N2 penetration would occur in the IL for HfSiO stacks, and therefore, these devices
would behave as Type-A SiON devices.

Figure 19.21 shows time evolution of ΔV obtained using t0 = 1 μs measurements
in 3 nm HfSiO and HfO2 gate stacks for different stress T [38]. The HfSiO device
shows clear T dependence of NBTI from short to long t-stress, while the HfO2

device shows negligible T dependence in sub 1 ms t-stress and relatively weak T
activation at longer t-stress.

Note that negligible T dependence of NBTI in sub 1 ms t-stress is consistent with
higher N2 in the IL of HfO2-based stacks, and this feature has been also observed
in RTNO SiON devices having higher N2 density close to the Si/SiON interface.
Therefore, N2 incorporation in the gate stack impacts the time evolution of NBTI
quite similarly for SiON and HKMG stacks.
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Figure 19.22 shows long-time power law time exponent n versus stress T and
ΔV as a function of stress T and EOX, obtained using t0 = 1 μs measurements for
different HfSiO and HfO2 devices [38]. Note that HfSiO devices show lower ΔV and
higher n, EA, and ΓE compared to HfO2 devices, and such differences are similar to
that observed between PNO and RTNO SiON devices. These results are once again
consistent with higher N2 density in the IL of HfO2 compared to HfSiO stacks.

19.4 Summary

NBTI degradation is affected by several FEOL and BEOL process steps such as dry
or wet oxidation, H2 or D2 PMA, gate oxide nitridation, incorporation of F2, type of
cap layer, IMD and barrier metals, compressive stress, type of source-drain dopant
atoms, plasma charging, and gate antenna area. Due to its technological relevance
owing to EOT scaling, gate oxide nitridation has attracted most attention. SiON
devices show higher NBTI than SiO2 devices, and in general, magnitude of NBTI
increases with increase in N2 content in the gate stack. However, it is now well
established that rather than the total integrated N2 content, N2 density at or near the
Si/SiON interface impacts NBTI. A comprehensive study by ultrafast measurements
shows two broad types of SiON devices. Processes resulting in lower Si/SiON
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interfacial N2 density result in lower magnitude of NBTI, but larger time exponent
n, T activation EA, and EOX acceleration ΓE, and are classified as Type-A devices.
Processes leading to higher Si/SiON interfacial N2 density, for Type-B devices,
result in higher NBTI, but lower n, EA, and ΓE. These features are consistently
observed in a wide range of SiON and HKMG devices. Interestingly, while not
observed for Type-A devices, Type-B devices show substantial degradation in the
sub 1 ms time scale when measured using ultrafast methods, and this additional
degradation shows negligible T dependence. This and other process-dependent
features are important signatures of the underlying NBTI physical mechanism and
are discussed in [2].

The author would like to acknowledge contribution by Subhadeep Mukhopad-
hyay and Nilesh Goel towards the preparation of this chapter. Special thanks to E.
Naresh Kumar, D. Varghese, V. D. Maheta, S. Deora, C. Olsen, and K. Ahmed for
useful discussions and Applied Materials for supporting the gate insulator process
dependent study.
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Chapter 20
Negative Bias Temperature Instability in Thick
Gate Oxides for Power MOS Transistors

Ninoslav Stojadinović, Ivica Manić, Danijel Danković,
Snežana Djorić-Veljković, Vojkan Davidović, Aneta Prijić,
Snežana Golubović, and Zoran Prijić

Abstract Vast majority of recent extensive investigations of Negative Bias Tem-
perature Instability (NBT) have been focused to the related phenomena in ultrathin
gate dielectric layers of SiO2, SiON, and high-k materials. However, even though
the gate oxides in nanometer scale technologies have been continuously thinned
down, the interest in thick oxides has not ceased owing to widespread use of MOS
technologies for the realization of power devices. Power MOSFETs are widely
used as fast switching devices in home appliances and automotive, industrial,
and military electronics. In a number of applications, these devices are routinely
operated in the harsh environment and at high current and voltage levels, which lead
to self-heating and/or increased fields, and thus favor NBTI. Accordingly, NBTI
could be critical for reliable operation of power MOSFETs even though they have
ultra-thick gate oxides. Our research over the past few years has been focused to
degradation mechanisms in p-channel power Vertical Double-Diffused MOSFETs
(VDMOSFETs) subjected to NBT stressing, including effects found during the post-
stress annealing under the low gate bias and during the sequence of several NBT
stress and low gate bias annealing steps. NBTI in n-channel power VDMOSFETs
has been investigated as well. This chapter is aimed at revealing the main features
of NBTI in thick gate oxides for power MOSFETs and reviews the work mentioned
above with suitable reference to other published work. Peculiarities associated with
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18000 Niš, Serbia
e-mail: Ninoslav.Stojadinovic@elfak.ni.ac.rs; ivica.manic@elfak.ni.ac.rs;
danijel.dankovic@elfak.ni.ac.rs; vojkan.davidovic@elfak.ni.ac.rs; aneta.prijic@elfak.ni.ac.rs;
snezana.golubovic@elfak.ni.ac.rs; zoran.prijic@elfak.ni.ac.rs

S. Djorić-Veljković
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NBTI in thick oxides, such as the unusual post-stress generation of interface traps
and rarely observed remarkable instability in n-channel devices are particularly
addressed.

20.1 Introduction

The negative bias temperature instability (NBTI), which is commonly observed as
threshold voltage shift (ΔVT) in p-channel MOS transistors operated at elevated
temperatures under increased gate oxide electric fields, has become one of the most
critical degradation mechanisms in state-of-the-art CMOS technologies [1–6]. The
phenomenon is related to the stress-induced generation of oxide-trapped charge and
interface traps and has originally been noticed almost 50 years ago [7], but was
not considered of great importance until recently because of the low electric fields
used. However, the reliability issues associated with NBTI resurfaced in the past 15
years due to the convergence of several factors resulting from device scaling. These
include the increase of operating temperature and gate oxide fields (gate oxides
have been thinned below 2 nm without proportional scaling of supply voltages), the
addition of nitrogen into the gate oxide to prevent boron penetration and reduce gate
leakage, but at the expense of enhanced NBTI [8], and the potential replacement of
the SiO2 with high-k dielectrics, which allow for further reduction of equivalent
oxide thickness, but are also susceptible to NBTI [9, 10].

Vast majority of recent extensive investigations of NBTI have, therefore, been
focused to the related phenomena in ultrathin gate dielectric layers of SiO2, SiON,
and high-k materials [1–6, 8–10], and only few research groups seem to have
addressed the NBTI in thick gate oxides [11–19]. However, though the gate oxides
in nanometer scale technologies have been continuously thinned down, the interest
in thick oxides has not ceased owing to widespread use of MOS technologies for the
realization of power devices. Power MOSFETs are widely used as fast switching
devices in home appliances and automotive, industrial, and military electronics.
In a number of applications, these devices are routinely operated in the harsh
environment and at high current and voltage levels, which lead to self-heating
and/or increased fields, and thus favor NBTI. Accordingly, NBTI could be critical
for reliable operation of power MOSFETs even though they have ultra-thick gate
oxides. Our research over the past few years has been focused to degradation
mechanisms and lifetime estimation in p-channel power Vertical Double-Diffused
MOSFETs (VDMOSFET) [20, 21] subjected to NBT stressing, including effects
found during the post-stress annealing under the low gate bias and during the
sequence of several NBT stress and low gate bias annealing steps [22–25]. Also,
threshold voltage instabilities under the pulsed NBT stress conditions have been
analyzed and compared with static stress in terms of the effects on device lifetime
[26, 27], and NBTI in n-channel power VDMOSFETs has been investigated as well
[28]. This chapter, aimed at revealing the main features of NBTI in thick gate oxides
for power MOSFETs, will review the work mentioned above with suitable reference
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to other published work. Peculiarities associated with NBTI in thick oxides, such as
the unusual post-stress generation of interface traps and rarely observed remarkable
instability in n-channel devices [25, 26, 28], will be particularly addressed.

The devices used in our studies were the commercial p-channel and n-channel
power VDMOSFETs, designated as IRF9520 and IRF510, respectively, both built
in standard Si-gate technology with assumed gate oxide thickness of 100 nm.
The p- and n-channel devices had similar current/voltage ratings (6.8 A/100 V,
5.6 A/100 V, respectively) and approximately equal absolute values of threshold
voltage before stressing (∼3 V). The sets of p- and n-channel devices were stressed
by specified negative gate voltage (−30, −35, −40, or −45 V) up to 2,000 h at
125, 150, and 175◦C. Few devices were subjected to corresponding positive bias
temperature (PBT) stress for comparison. The post-stress annealing under the low
gate bias (−10 V, 0, +10 V) was performed at the same temperatures as during the
stress. Electrical characterization of devices under test (DUT) during both stressing
and annealing was performed by intermittent measurements of their transfer I–V
characteristics as well as by charge pumping (CP) current measurements (triangular
pulses, f= 100 kHz, ΔVG = 2.6 V, DTC= 50%). A traditional measure–stress–
measure approach, where the stress (or bias anneal) voltage is removed from DUT
to perform the measurement and is reapplied once the measurement has been done,
was employed. The conventional equipment used was slow to avoid relaxation
effects and could not capture most of the “fast” or “recoverable” component of
NBTI, so the data to be shown here practically represent only the “slow” NBTI
component, which is more or less permanent [15, 29–31]. The fast and on-the-fly
NBTI measurement techniques [32–37], which have recently been developed for
deep submicron MOS devices with ultrathin gate oxides where the magnitude of the
stress voltage is comparable to the normal operating gate voltage, are not applicable
in the case of VDMOSFETs. Namely, VDMOSFETs have much thicker gate oxide,
which means the stress voltages required for accelerated NBTI investigations in
these devices must be several times higher than their typical operating voltage, so the
separate circuits for providing the stress voltage and performing the measurements
are needed. We have recently developed a cost-effective stress and measurement
setup suitable for NBTI investigations in power VDMOSFETs, which was shown
to enable accurate interim measurements within the time window short enough
to mitigate the relaxation effects and capture the faster part of the slow NBTI
component [38], but have not yet managed to collect enough data with this setup
and will therefore rely in this review on earlier results from previously used slow
measurement approach. The above threshold region of the measured transfer I–
V characteristics was used to extract device threshold voltage and calculate its
changes during the stressing and annealing [39], while the subthreshold region
of these characteristics was used to determine the corresponding changes in the
densities of oxide-trapped charge and interface traps by means of subthreshold
midgap (SMG) technique [40]. The measured CP characteristics were additionally
used for independent calculations of stress-induced ΔNit [41, 42].
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20.2 NBT Stress Effects in p-Channel Devices

The threshold voltage shifts observed in p-channel VDMOSFETs during the NBT
stress under various conditions are shown in Fig. 20.1. As it could be expected, more
significant threshold voltage shifts were obtained at higher stress voltages and/or
temperatures. Data analysis has shown that ΔVT time dependencies follow the tn

power low, but with three different phases (as indicated by the dashed lines), which
can be clearly distinguished depending on the value of parameter n. In the first
(early) phase of stressing, n strongly depends on both bias and temperature, varying
from 0.4 to 1.14. In the second phase, parameter n is almost independent on bias
and temperature and equals approximately 0.25, as reported in other NBTI studies
done with similar (slow) measurement approach on devices manufactured in various
technologies [1, 2, 11]. Suitable mathematical analysis of the data shown in Fig. 20.1
leads to the following dependence of stress-induced ΔVT on electric field, stress
time, and temperature in the second stress phase [22]:

ΔVT = 3.04E2.05t0.25exp(−0.24/kT). (20.1)

Finally, at long stress times (third phase), parameter n becomes bias and
temperature dependent again, gradually decreasing from 0.25 to 0.14, while ΔVT

tends to saturate. The relative values of ΔVT in saturation after 2,000 h of NBT
stressing were found to vary from 4.4% (125◦C, −30 V) to near 20% (175◦C,
−45 V).

The underlying phenomenon leading to the above threshold voltage shifts in
stressed devices is the stress-induced buildup of oxide-trapped charge (ΔNot) and
interface traps (ΔNit). Typical time dependencies of stress-induced ΔNot and ΔNit

for different stress voltages at the temperature of 150◦C and for different stress

Fig. 20.1 Time dependencies of NBT stress-induced ΔVT in p-channel power VDMOSFETs
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Fig. 20.2 Time dependencies
of ΔNot , ΔNit, and ΔVT for
different stress voltages at
150◦C

Fig. 20.3 Time dependencies of ΔNot , ΔNit , and ΔVT at various stress temperatures for
VG =−40 V

temperatures at stress voltage VG =−40 V are shown in Figs. 20.2 and 20.3,
respectively. Both figures include the corresponding ΔVT data for comparison. Note
that the stress phase transitions as indicated in Fig. 20.1 for ΔVT are not clearly
visible in the cases of ΔNot and ΔNit time dependencies, but earlier established
transitions are preserved in Figs. 20.2 and 20.3 (dashed lines) for the purpose
of data analysis. It is important to note that, in the case of p-channel devices,
SMG and CP techniques yielded similar values of ΔNit, so the CP measurements
practically were not necessary in this case (in n-channel devices, however, SMG
and CP techniques yielded quite different values of ΔNit, which will be addressed
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in details in Sect. 20.4). As can be seen in Figs. 20.2 and 20.3, the buildup of oxide
charge is more significant than that of interface traps for every specific combination
of stress voltage and temperature in all three stress phases. It can be noted that
ΔNit rapidly increases in the early phase, but slows down in the second phase
and tends to saturate faster than ΔNot. The time dependencies of ΔNot in both
figures look similarly shaped to those of ΔVT , whereas such a strong correlation
does not seem to exist between corresponding ΔVT and ΔNit dependencies, with
disagreement becoming more pronounced as the NBT stressing advances into
the second phase and especially further into the saturation. Therefore, ΔVT time
dependencies in power VDMOS devices seem to be mostly affected by NBT stress-
induced buildup of oxide-trapped charge, which is not in agreement with early
literature data emphasizing dominant role of stress-induced interface traps [1, 2, 11].
The procedure similar to one used to obtain ΔVT dependence given by Eq. (20.1)
was applied to ΔNot and ΔNit data shown in Figs. 20.2 and 20.3, and the following
dependencies of ΔNot and ΔNit on NBT stress field, time, and temperature in the
second stress phase were obtained [22]:

ΔNot = 1.16 ·1011E2.44t0.25exp(−0.21/kT), (20.2)

ΔNit = 1.56 ·1010E2.11t0.18exp(−0.15/kT). (20.3)

Comparing Eqs. (20.1) and (20.2), it can be seen that ΔNot and ΔVT follow the
same t0.25 time dependence, which confirms the above observation on dominant
influence of oxide-trapped charge on VT shift in NBT stressed p-channel power
VDMOSFETs.

In addition to the above power law fitting functions, we have also fitted our data
by the stretched exponential (SE) model [43, 44]. The SE model did not provide
good fit to our data at stress times shorter than 1 h, probably because of the fact
that our slow measurements failed to capture the fast NBTI component, which at
short stress times likely dominates in overall degradation over the slow component
[15]. In contrast, the SE fit was in good agreement with our data at longer stress
times, over the entire second and third stress phases, and was thus useful for lifetime
estimation [23]. It could be, however, even more plausible in the near future to
try fitting with more recent analytical model, which is based on the occupancy of
defects in the capture/emission time maps [45]. In this approach, the overall NBTI
degradation is represented by the sum of two separate expressions for the fast and
slow degradation components, so the latter could be suitable for fitting to our data
which dominantly include slow component.
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20.3 Post-Stress Annealing Effects

Following the above analysis of the behavior of threshold voltage and underlying
changes in the densities of gate oxide-trapped charge and interface traps in
p-channel VDMOSFETs subjected to NBT stress, we have tried to disclose the
effects of post-stress and intermittent annealing on degradation associated with
NBTI. More specifically, it was expected that low gate bias annealing after each of
three stress phases observed could clarify the role of charged species in NBTI and
provide an additional insight into the related phenomena. Accordingly, three sets
of devices had been subjected to NBT stressing under typical conditions (−40 V,
150◦C) for 1 h (end of first phase), 168 h (end of second phase), and about 2,000 h
(deep third phase), respectively, for each set. After stressing, each set was divided
into three subsets for 168 h of annealing at 150◦C under the low gate bias of −10 V,
0, and + 10 V, respectively, for each subset.

The time dependencies of the VT shift observed in three sets of devices subjected
to above NBT stress and gate bias annealing schemes are shown in Fig. 20.4. As
can be seen, annealing under the low negative gate bias did not cause any significant
changes to VT shifts induced by the preceding NBT stress. A small recovery, less
than about 10%, seems to have been only achieved in devices stressed for 1 h, but
one cannot be sure if the recovery in this case was real because of large scattering

a b

c

Fig. 20.4 VT shifts during NBT stressing and low gate bias annealing in p-channel VDMOS
devices stressed for (a) 1 h, (b) 168 h, and (c) 2,000 h
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Fig. 20.5 ΔNot during NBT stressing and low gate bias annealing in p-channel VDMOS devices
stressed for (a) 1 h, (b) 168 h, and (c) 2,000 h

of the annealing data (Fig. 20.4a). However, it must be noticed that the recovery
achieved by annealing under the zero and especially positive gate bias was quite
remarkable: the VT after 168 h of annealing under the positive gate bias recovered
almost 65% in devices stressed for 1 h, about 56% in devices stressed for 168 h, and
about 30% in those stressed for 2,000 h.

The above observations generally apply to all three sets of devices, but it is
possible to see two potentially important differences among the sets stressed for
different times. Actually, the annealing plots shown in Fig. 20.4 strongly suggest
that relative amounts of VT recovery achieved by post-stress annealing decrease
with extending the time of preceding NBT stress as well as that the differences in
the amounts of post-stress recovery among the devices annealed under the zero and
positive gate bias shrink with extending the stress time. These are clear indications
that the effects of post-stress annealing depend not only on temperature and gate
bias conditions but also on the status of the gate oxide and the SiO2–Si interface
found immediately after the stress, including the densities of stress-induced oxide-
trapped charge and interface traps and their spatial and energy distributions, number
of potential trapping sites and quantities of reacting species available after the stress,
and quantity and distribution of new defects possibly created by preceding stress.

The underlying changes in the densities of gate oxide-trapped charge and
interface traps are shown in Figs. 20.5 and 20.6, respectively. As can be seen, the
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Fig. 20.6 ΔNit during NBT stressing and low gate bias annealing in p-channel VDMOS devices
stressed for (a) 1 h, (b) 168 h, and (c) 2,000 h

changes in the density of oxide-trapped charge generally are more significant than
in that of interface traps, which is in line with our earlier observation on dominant
role of oxide-trapped charge in shaping the ΔVT time dependences in NBT-stressed
VDMOSFETs (see Sect. 20.2). Moreover, it can be noticed that the shapes of ΔNot

curves (Fig. 20.5) mostly follow those of ΔVT (Fig. 20.4) for corresponding gate bias
conditions during the subsequent annealing as well. However, in the case of interface
traps (Fig. 20.4), this applies only to annealing under the negative bias, which does
not seem to cause any changes to stress-induced ΔNit. In contrast, ΔNit in devices
annealed under the zero and especially positive gate bias does not decrease like
both ΔVT and ΔNot, but continues its tendency from the stress period to increase.
Therefore, it appears that annealing performed under the zero and positive gate
bias removes the portion of NBT stress-induced oxide charge while creating new
interface traps, in addition to those that have been created during the preceding
NBT stress. This additional increase of ΔNit begins shortly after replacing the high
negative stress voltage with zero or +10 V gate bias and ends after just about 2 h
of annealing, when ΔNit in the case of positive bias saturates and remains nearly
unchanged throughout the rest of 168 h post-stress annealing period, whereas in the
case of zero bias, it gradually decreases down to the level found immediately after
stressing. The post-stress growth of ΔNit is least significant in devices stressed only
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for 1 h, where it is less than 10% in respect to ΔNit value found at the end of the
NBT stress, but it increases to remarkable 60% in devices stressed for 168 h and near
70% in 2,000 h-stressed ones. It is particularly interesting to note, for example, that
168 h of NBT stressing followed by just an hour of annealing (Fig. 20.6b) resulted
into ΔNit larger even than in the case of 2,000 h continuous NBT stress (Fig. 20.6c).

The post-stress generation of interface traps has frequently been observed in
MOS devices exposed to various doses of irradiation and is well documented in
the literature [46–51]. Degradation after termination of NBT stressing does not
seem to have been observed so far in the case of thin oxides, where the density
of NBT stress-induced interface traps was found either to remain unchanged after
stress or to decrease with annealing time [1–5]. It was even shown that NBTI
degradation can be completely annealed at somewhat higher temperature of 300◦C
[31, 52, 53]. However, the extension of degradation to the period after the end of
NBT stress was observed in 30 nm thick SiO2 films grown on hydrogen rich wafer
[15]. Our results shown in Fig. 20.6, which were obtained by both SMG and CP
techniques, clearly indicate that annealing under the zero or low positive gate bias
after NBT stressing leads to formation of additional interface traps in p-channel
VDMOSFETs with 100 nm thick gate oxide rather than to the recovery. These facts
suggest that degradation after the NBT stressing might be only associated with thick
gate oxides, which serve as reservoir of hydrogen-related reacting species required
for both passivation and depassivation processes occurring at the SiO2–Si interface
during the stress and after the end of stress in similar manner as in the case of
devices exposed to irradiation. Accordingly, some elements of the approach applied
in standard models of irradiation damage [49–51, 54, 55] might be plausible in
considering the NBTI in thick oxides, as will be discussed in Sect. 20.5.

Following the above results, it appeared interesting to examine what would
happen if the annealed devices were stressed and annealed again. Accordingly,
the set of IRF9520 devices, which in previous experiment had been stressed and
annealed at 150◦C, were restressed and re-annealed under the same conditions as
in the previous experiment and finally were stressed once again for about 1,000 h.
Devices were, therefore, subjected to a five-step sequence, which included three
NBT stress steps interchanging with two intermediate bias annealing steps. The
threshold voltage shifts and underlying changes in the densities of gate oxide-
trapped charge and interface traps observed in devices subjected to the full sequence
are shown in Figs. 20.7, 20.8, and 20.9, respectively, where the results for a first
stress–anneal subsequence have been practically repeated from Figs. 20.4, 20.5,
and 20.6 for comparison with those obtained during the next stress–anneal–stress
subsequence.

There are few quite interesting features that can be observed in Figs. 20.7, 20.8,
and 20.9. A general one is related to the role of oxide charge vs. that of interface
traps. In addition to earlier finding on more significant buildup of oxide-trapped
charge than that of interface traps, it can be seen in Figs. 20.7 and 20.8 that
the shapes of ΔNot curves mostly follow those of ΔVT for corresponding device
subsets (as defined by the annealing bias) over the full sequence of NBT stress
and bias annealing steps, suggesting that charge-trapping/detrapping processes
occurring in thick oxide bulk could be of primary importance for NBTI in power
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Fig. 20.7 VT shifts in p-channel VDMOSFETs during the five-step sequence of NBT stressing
and gate bias annealing

Fig. 20.8 ΔNot in p-channel VDMOSFETs during the five-step sequence of NBT stressing and
gate bias annealing

Fig. 20.9 ΔNit in p-channel VDMOSFETs during the five-step sequence of NBT stressing and
gate bias annealing

VDMOSFETs indeed. The other features are related to the specific gate bias applied
during annealing. It can be seen that ΔVT induced by the initial NBT stress, as
well as the underlying ΔNot and ΔNit, in the case of annealing under the low
negative bias remain almost constant not only during the first annealing but also
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during the forthcoming subsequence of repeated stress and annealing steps. Further
degradation in this case was only observed at the end of the final stress step,
which was extended to 1,000 h, so it seems that negative bias annealing could
conserve initial degradation for a while. On the other hand, initially created VT shifts
in devices annealed under the zero and positive gate biases suffered remarkable
changes. As can be seen in Fig. 20.7, ΔVT in both these subsets of devices decreased
during each annealing, but increased again during the subsequent NBT stressing,
with changes fading a little on repeating the stress–anneal steps. More significant
decrease of ΔVT was observed in devices annealed under the positive bias, but
forthcoming increase during the next stressing was also higher in these, so the
resulting VT shifts found at the end of each stressing step in devices annealed under
the zero and positive biases were equal. Similar behavior during the whole sequence
is observed in the case of stress-induced ΔNot (Fig. 20.8): a remarkable decrease
during annealing was followed by increase during the next stress, etc., with all
changes being more significant in the case of devices annealed under the positive
bias and fading a little on each repetition. The behavior of stress-induced ΔNit in
this case seems, however, more interesting. A remarkable post-stress increase of
ΔNit under the zero and especially positive gate bias has already been discussed
(see above discussion of Fig. 20.6) and is confirmed in Fig. 20.9 (see first anneal
data). The behavior of ΔNit in devices annealed under the positive gate bias is
most intriguing. In contrast to the expectation that stress repetition would lead to
additional degradation, the second stress in this case actually leads to a decrease
of ΔNit down to approximately equal value as after the first stress, whereas second
annealing had very similar effect as the first one and reproduced most of ΔNit that
were lost during the second stress step. In the final third stress step, ΔNit decreased
in a similar way as during the second stress and started slowly to increase only
after prolonged stressing. As for devices annealed under the zero bias, during the
first anneal step, ΔNit initially increased as in the case of annealing under the
positive bias, but then decreased down to the level found immediately after the
initial stressing and remained almost unchanged during the second stress, which
all repeated during the subsequent second anneal and third stress steps, respectively.

Summarizing the above considerations, it was shown that intermittent annealing
under the low gate bias might have significant impact on overall NBT stress-
induced degradation. Annealing under the negative bias maintains degradation at
the level found after the initial NBT stress, whereas annealing under both zero and
positive biases leads to apparent recovery of device threshold voltage. However,
this recovery does not seem to be a true one because only ΔNot decreases while ΔNit

simultaneously increases. It was further shown that the changes in both Not and Nit

observed during positive bias annealing were reversible, as the repetition of NBT
stress after annealing restored most of the annealed oxide charge while removing
the reversible component of interface traps. It is interesting to note, however, that
all the changes shrink on each repetition of the stress–anneal subsequence, which is
further illustrated in Fig. 20.10 showing in linear scale the evolution of ΔVT during
the full 5-step stress–anneal sequence in devices annealed under the positive bias. As
can be seen, threshold voltage quickly recovers in the early stage of each annealing
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Fig. 20.10 Evolution of ΔVT in p-channel VDMOSFETs during the full sequence of NBT
stressing and positive bias annealing steps

step, but major portion of the shift induced by the initial NBT stressing is also
quickly restored on repeating the stress. The changes in ΔVT tend to decrease on
each new repetition, indicating that nonreversible components of Not and Nit tend
to increase. As a consequence, one may expect that stress-induced ΔVT may remain
within specific range (around 0.15 V in the case shown in Fig. 20.10) as long as the
NBT stress and positive bias anneal conditions are frequently interchanged.

20.4 NBTI in n-Channel Devices

Most of the literature data accentuate that NBTI can be of importance only in p-
channel MOSFETs [1–6], which seems to be in line with the nature of underlying
stress-induced oxide-trapped charge and interface traps. The oxide-trapped charge is
mostly positive in both p- and n-channel devices, whereas the net charge in interface
traps depends on gate bias: it is positive in p-channel transistors, which are normally
biased with negative gate voltage, but is negative in n-channel devices, which require
positive gate bias to be turned on. Accordingly, threshold voltage shifts due to stress-
induced oxide-trapped charge and interface traps in p- and n-channel MOSFETs can
be expressed, respectively, as [54]

ΔVT p =
qΔNot p

C’
ox

+
qΔNit p

C’
ox

, (20.4)

ΔVT n =−qΔNotn

C’
ox

+
qΔNitn

C’
ox

, (20.5)
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Fig. 20.11 Threshold voltage shifts during the typical NBT stress (150◦C, −40 V) in p- and n-
channel VDMOSFETs. Absolute value of threshold voltage in p-channel devices was found to
increase, so the corresponding shift is shown as positive

where q is the elementary charge and C’
ox is the gate oxide capacitance per unit

area. Assuming that NBT stress creates similar amounts of oxide-trapped charge
and interface traps in both p- and n-channel devices, the net effect on threshold
voltage, ΔVT , must be greater in p-channel devices, as only in this case the positive
oxide charge and positive interface charge are additive. Moreover, the n-channel
devices are not operated under the negative gate bias, so the NBTI generally
is not considered of importance in n-channel MOSFETs. However, arguing that
high negative gate bias can be used in some automotive applications for faster
turning the n-channel devices off, rather significant NBT stress-induced threshold
voltage shifts have been found in n-channel trench DMOS transistors [14]. Our
research on NBTI in power VDMOSFETs have led to a quite similar finding
[28]. This is illustrated in Fig. 20.11, which clearly shows that NBT stress under
typical conditions yields practically identical VT shifts in p- and n-channel VDMOS
devices. The corresponding PBT stress, however, does not seem to significantly
affect threshold voltage in any of two device types.

The VT shifts observed in n-channel VDMOSFETs during both NBT stressing
and post-stress annealing under the low gate bias are shown in Fig. 20.12. For the
purpose of comparison, n-channel devices were stressed for 168 h under the typical
conditions (150◦C, −40 V) and annealed in the same manner as earlier considered p-
channel ones (see Sect. 20.3). As can be seen from comparing Figs. 20.4b and 20.12,
NBT stress created VT shifts of about 0.3 V in both p- and n-channel devices. In the
case of p-channel devices (Fig. 20.4b), annealing under the negative gate bias did not
cause any apparent change to the stress-induced ΔVT , whereas annealing under the
zero or positive gate bias led to the VT recovery of over 50%. Positive bias annealing
appeared most efficient to reduce the stress-induced shift, but the final recovery of
threshold voltage was just a little higher than in the case of zero bias applied. On the
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Fig. 20.12 VT shifts during NBT stressing and gate bias annealing in n-channel VDMOSFETs

other hand, post-stress annealing in n-channel devices had clearly different effects
on threshold voltage in each of three gate bias conditions applied (Fig. 20.12). The
recovery was quite small under the negative and relatively significant under the zero
bias, whereas positive bias annealing yielded full recovery of threshold voltage in
just an hour, which was even followed by further increase (rebound) beyond the
value that VT had before the initial NBT stress. According to Fig. 20.4b, maximum
variation of threshold voltage in p-channel devices, somewhat less than 0.3 V, was
found at the end of the NBT stress, and the subsequent annealing under any bias
did not increase this variation, but only reduced it. Threshold voltage in n-channel
devices decreased during the stress also for 0.3 V, and annealing under the zero and
negative gate bias reduced the stress-induced shift again. However, annealing under
the positive gate bias (which is normal operation bias in n-channel devices) led not
only to a full recovery of threshold voltage but also to its increase for about 0.15 V
above the initial (prestress) value, so the total variation observed over the whole
stress and anneal sequence was about 0.45 V. This clearly indicates that, if the n-
channel devices were exposed to a negative gate bias and elevated temperature at
any stage of their operation, the resulting instabilities of threshold voltage could be
more serious than the corresponding instabilities found in p-channel devices.

The underlying changes in the densities of oxide-trapped charge and interface
traps in n-channel devices, as determined by the SMG technique, are shown in
Fig. 20.13 (the corresponding ΔNot and ΔNit data for p-channel devices were
shown in Figs. 20.5b and 20.6b, respectively). Regarding the ΔNot, it can be seen
from Figs. 20.5b and 20.13a that NBT stress caused more significant increase in
n-channel devices, whereas subsequent annealing in two types of devices had very
similar effects: stress-induced ΔNot in both cases almost did not change during
annealing under the negative gate bias, but decreased under the zero and, especially,
under the positive bias. Similarly, comparison of ΔNit data in Figs. 20.6b and 20.13b
for p- and n-channel devices, respectively, shows that stress-induced increase of
Nit also was higher in n-channel devices. The subsequent annealing under the
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Fig. 20.13 SMG data for the changes in the densities of (a) oxide-trapped charge and (b) interface
traps in n-channel VDMOSFETs during NBT stressing and low gate bias annealing

low negative gate bias did not cause apparent changes to stress-induced ΔNit in
both p- and n-channel devices. However, the effects of zero and positive bias
annealing in n-channel VDMOSFETs differed from the effects in p-channel ones:
rather remarkable post-stress increase in ΔNit was observed in p-channel transistors
(Fig. 20.6b), whereas ΔNit in n-channel devices (Fig. 20.13b) made only a small
increase in the early phase of annealing, which was followed by slow decrease. It is
interesting to note in both types of devices that NBT stress created ΔNot higher than
the corresponding ΔNit, whereas positive bias annealing caused ΔNot to fall below
the corresponding ΔNit.

The above results have shown that NBT stress did not create similar amounts of
oxide-trapped charge and interface traps in p- and n-channel VDMOSFETs. Instead,
we have actually found that NBT stress created similar VT shifts in two types
of VDMOS devices (Fig. 20.11), so in our case it could have been expected that
stress-induced ΔNot would be higher in n-channel devices, as confirmed by our data
(Fig. 20.5b cf. Fig. 20.13a). However, the difference in stress-induced ΔNot between
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Fig. 20.14 CP data for the changes in the densities of interface traps in (a) p-channel and
(b) n-channel VDMOSFETs during NBT stressing and low gate bias annealing

two device types seems too big, and it is even more surprising that stress-induced
ΔNit also was higher in n-channel devices (Fig. 20.6b cf. Fig. 20.13b). It should
be noted, however, that ΔNot and ΔNit shown in previous figures were obtained by
SMG technique based on sweeping I–V measurements and may include contribution
from border traps, also known as switching oxide traps [56–58]. These are oxide
traps located near the SiO2–Si interface, which at low measurement frequencies
may easily exchange charge with the Si substrate and thus behave as interface
traps, so the above analysis might not be quite appropriate. That is actually why
we have additionally estimated ΔNit in our devices by the CP technique, which
is based on high-frequency measurements and is thus considered to sense only the
interface traps and perhaps just few the fastest among switching oxide traps [41, 42].
Accordingly, it is expected that comparison of SMG and CP data for ΔNit may pro-
vide information on the amount of stress-induced switching oxide traps. Our results
on power VDMOSFETs obtained by CP technique are shown in Fig. 20.14, which
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reveals that NBT stress created nearly equal amounts of interface traps in p-channel
(Fig. 20.14a) and n-channel devices (Fig. 20.14b), as well as that there was almost
no difference in ΔNit behavior between two types of devices during the post-stress
annealing either. Comparing the SMG and CP data, the difference between the
two techniques appears negligible in the case of p-channel devices (Fig. 20.6b cf.
Fig. 20.14a), but is rather significant in the case of n-channel ones (Fig. 20.13b cf.
Fig. 20.14b). It is particularly interesting to note that remarkable post-stress increase
of ΔNit under the low positive gate bias was observed by CP technique in both p- and
n-channel devices (Fig. 20.14), whereas SMG technique found significant increase
of ΔNit after the end of stressing only in p-channel VDMOSFETs (Fig. 20.6),
but not in n-channel ones (Fig. 20.13b). These observations suggest that NBT
stress did not create any significant amount of switching oxide traps in p-channel
devices, whereas the amount of stress-induced switching oxide traps in n-channel
ones was rather high and could even dominate in ΔNit values estimated by SMG
technique.

It should be noted that the above conclusion derived from direct comparison
of data obtained by the two techniques could be cast in doubt due to the fact
that different measurement techniques scan different portions of the Si bandgap
as well as due to the findings that CP method may enhance the recovery leading
to significant relaxation of ΔNit if the CP amplitude is chosen too large [15, 59–
61]. Indeed, CP measurements scan the central portion of the bandgap, whose
width ΔE may vary from 0.37 to 0.52 eV [61], whereas SMG technique probes
the range from the midgap to the energy level corresponding to the threshold
voltage. However, ΔE widths scanned by the CP and SMG techniques in the case
of standard VDMOSFETs are similar (approximately 0.46 eV for CP and 0.42 eV
for SMG) [62] and cannot be the cause for significant differences in ΔNit values
obtained by the two techniques in n-channel devices. We found good agreement
in ΔNit data between the SMG and CP techniques in p-channel devices, and our
CP data for both types of devices have shown that ΔNit did not decrease during
the post-stress annealing but actually increased under the specific bias conditions,
which all indicated that CP-induced relaxation was not significant in our case. It
should be noted that CP technique has also been reported to give good agreement
with subthreshold swing technique [61], which is (like the SMG technique used in
our study) also based on transfer I–V characteristics measured in the subthreshold
region. For all these reasons we believe that direct comparison of SMG and CP data
in our case was not inappropriate.

The n-channel VDMOSFETs also were, in the same way as the p-channel
devices, subjected to a five-step stress–anneal sequence, which included three NBT
stress steps interchanging with two bias annealing steps. The full plots for time
dependencies of ΔVT , ΔNot, and ΔNit in n-channel devices over the entire sequence
(such as the plots in Figs. 20.7, 20.8, and 20.9 for p-channel devices) will not
be shown here because they do not contain much novelty in comparison with
previous findings. Briefly, the results for n-channel VDMOSFETs confirmed earlier
results obtained on p-channel devices that annealing under the low negative bias
could suppress further degradation during the subsequent stress and anneal steps,
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Fig. 20.15 Evolution of ΔVT in n-channel VDMOSFETs during the full sequence of NBT
stressing and positive bias annealing steps

practically preserving initial degradation at the level found after the first NBT stress.
Also, the changes in stress-induced ΔVT , ΔNot, and ΔNit observed during annealing
under the zero and positive gate biases were found to be mostly reversible like in
the case of p-channel devices. For example, it is most interesting that each annealing
under the positive gate bias led to the full recovery of stress-induced ΔVT followed
by rebound (like in Fig. 20.12), whereas each repetition of NBT stress restored
most of the initial shift caused by the first NBT stress. This is further illustrated
in Fig. 20.15, which shows evolution of ΔVT during the full 5-step stress–anneal
sequence in n-channel devices annealed under the positive bias. It can be seen that,
in similar way as in the case of p-channel devices (Fig. 20.10), threshold voltage
quickly recovers and even increases above its initial value in the early stage of
each annealing step, but major portion of the negative shift induced by the initial
NBT stress is also quickly restored on repeating the stress. The changes in ΔVT

show tendency to decrease on each new repetition like in p-channel devices, but
comparison of the results shown in Figs. 20.10 and 20.15 confirms that overall
variations of threshold voltage over the entire stress and anneal sequence can be
greater in n-channel ones.

20.5 Mechanisms of Degradation

The microscopic origin behind the NBTI-related degradation is one of the most
extensively discussed issues in publications on reliability research in modern
MOS devices. The most common interpretations of NBTI include various forms
of the hydrogen reaction–diffusion (RD) model, which was originally proposed
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by Jeppson and Svensson [63]. The model assumes that hydrogen species are
released from previously passivated defects at SiO2–Si interface and diffuse into
the oxide, leaving behind interface traps [1, 2, 4, 63]. Arguing that trap-controlled
hydrogen migration in the oxide results in dispersive transport behavior, a number
of modified RD model versions to account for dispersive hydrogen motion were
proposed [5, 6, 64–66]. Those modifications were aimed at improving the flexibility
of the basic model to reconcile some experimental discrepancies, which were
believed to originate from wide variations in the state-of-the-art gate dielectric
technologies employed. There was, however, suggestion that interface trap creation
could be reaction-controlled mechanism rather than diffusion-controlled one [3],
and generation of positive charge in the oxide bulk due to hole trapping has been
reported in addition to generation of interface traps [3, 5, 65, 67]. For some time
there was a controversy on the role of trapped charge in NBTI [3, 68], but a number
of studies strongly suggest that dominant contribution to degradation actually comes
from the hole trapping [31, 69–73]. These findings have eventually led to the
proposal of a new charge-trapping model, which links the NBTI degradation with
the creation of switching oxide traps and is consistent with recovery data showing
dispersion over the wide range of time [74, 75].

The results obtained on VDMOS devices, which were shown in Sects. 20.1–
20.4, signify that major contribution to NBT stress-induced degradation in these
devices also comes from the oxide-trapped charge. The other important feature of
NBTI in ultra-thick gate oxides for power VDMOSFETs is additional generation of
interface traps during the post-stress annealing under the positive gate bias, which
was observed in both p- and n-channel devices. It is also important to note that
NBT stress creates equal threshold voltage shifts in both device types, whereas
subsequent annealing under the positive gate bias results in more significant overall
instability in n-channel devices. Our results indicate strong bias dependence of
the processes occurring over both stress and anneal periods, suggesting that one
or more kinds of charged species have been involved. The holes induced and/or
accumulated under the gate oxide must be among them, as only negative gate bias
stress resulted into significant VT shifts in both p- and n-channel VDMOSFETs.
We believe that hydrogen, as the most common impurity in MOS devices, which
is widely considered as the primary agent of instabilities associated with radiation
damage [46–51], hot carrier injection, and high electric field stress [76–82], has to be
considered in BTI as well. As mentioned above, various versions of the RD model
have already been used to explain NBTI through stress-initiated electrochemical
processes involving oxide and interface defects, holes, and hydrogen species [1, 2,
4–6, 64–66]. The impact of hydrogen on BTI is discussed in details in Chap. 18.

Qualitative similarity between the effects that we observed in p- and n-channel
VDMOSFETs (which recently has been found in deeply scaled FETs with various
gate dielectrics as well) [83, 84] suggests that similar or the same mechanisms could
be responsible for NBTI in both device types. Let us begin with considering the
processes occurring during the NBT stress. The buildup of oxide charge under the
high negative oxide field at elevated temperatures can be attributed to hole trapping
at oxygen vacancy defects near the SiO2–Si interface [22]:

http://dx.doi.org/10.1007/978-1-4614-7909-3_18
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O3 ≡ Si••Si ≡ O3 + h+ → O3 ≡ Si+•Si ≡ O3. (20.6)

Generation of interface traps also can be ascribed to high electric field, which at
increased temperatures and in the presence of holes may dissociate the Si−H bonds
at the SiO2–Si interface [2, 60]:

Si3 ≡ Si−H ↔ Si3 ≡ Si•+H•. (20.7)

The NBT stress-induced generation of interface traps through this reaction has
been explained as a hole-assisted field-enhanced thermally activated process of
Si−H bond breaking [60]. Hydrogen atoms released in reaction 20.7 are highly
reactive and they also can dissociate the interfacial Si−H bonds, thus leading to
additional creation of interface traps [1, 2, 51]:

Si3 ≡ Si−H+H• ↔ Si3 ≡ Si•+H2. (20.8)

Alternatively, the H atoms can react with holes from the substrate to form
ions [51]:

H•+ h+ → H+, (20.9)

which thereafter, drifting away from the interface under the negative oxide field, can
dissociate the Si−H bonds in the gate oxide near the interface [2, 51]:

O3 ≡ Si−H+H+ ↔ O3 ≡ Si++H2, (20.10)

leading to creation of additional positively charged oxide defects. It should be
noted that reactions 20.7, 20.8, and 20.10 may occur in both forward and reverse
directions. As for the reverse reactions 20.7 and 20.8, they practically re-passivate
interfacial Si−H bonds and are not expected in the early stage of stressing. Instead,
H• atoms released in reaction 20.7 are more likely to participate in reaction 20.9,
while H2 molecules released in 20.8 are likely to diffuse away from interface
into the oxide, where they can be cracked on positively charged oxide defects
through the reverse reaction 20.10. Note that multiple occurrences of reaction 20.10
in reverse and forward directions under the negative oxide field tend to move
positive charge deeper into the oxide bulk with extending the stress time. Extended
stressing gradually reduces the number of previously passivated interface defects
available for dissociation, whereas the probability of re-passivation through the
reverse reactions 20.7 and 20.8 gradually increases, so the stress-induced ΔNit tend
to saturate.

The basic assumption in the above consideration is that electric field applied dur-
ing typical NBT stress is strong enough to dissociate interfacial Si−H bonds through
the reaction 20.7, which also releases H• atoms required for the reactions 20.8, 20.9,
and 20.10. It has been argued, however, that removal of hydrogen from the Si−H
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bond requires an activation energy of about 2.4 eV [85], which is reduced to about
2.1 eV in the presence of holes, but is still much higher than activation energies as-
sociated with typical BT stress conditions [85]. Accordingly, it has been concluded
that reaction 20.7 remains inactive under BTI conditions. Instead, it was proposed
that the processes on the interface could be triggered by an alternative reaction,
which involves H+ ions originating from the semiconductor substrate and has much
lower activation energy [85]. The other alternative proposal is that hydrogen- and
water-related species trapped at the gate–SiO2 interface after deposition of the metal
(or polysilicon) gate could be cracked when exposed to a high electric field at high
temperature, producing H• atoms, which subsequently migrate towards the Si–SiO2

interface to participate in reaction 20.8 [86]. Reaction 20.8 in this case assumes the
main role in processes occurring at the Si–SiO2 interface and may lead either to
the creation of interface traps or their passivation, depending on whether it occurs
in forward or reverse direction. However, there is still a possibility that hydrogen
required for the above processes may originate from the Si–SiO2 interface itself.
Namely, it has been reported that the binding energies of the Si−H bonds exhibit
Gaussian broadening [3, 87], which suggests that typical BTI conditions may suffice
to break some of the weaker bonds and thus initiate degradation at the interface. In
addition, it has also been reported that large background concentration of hydrogen
may exist near the Si–SiO2 interface [88] as well as that hydrogen in thick oxides
may be released near the anode at gate oxide fields just above 1.5 MV/cm [76],
which also suggests that the required hydrogen may originate from the Si–SiO2

interface.
Regarding the processes occurring during the post-stress annealing under the

low gate bias, positive charge that was found trapped near the SiO2–Si interface
immediately after ceasing the NBT stress may interact with interfacial Si−H bonds
to be transformed into the interface traps [22, 24, 89]:

O3 ≡ Si+•Si ≡ O3 +Si3 ≡ Si−H+ e− → O3 ≡ Si••Si ≡ O3 +Si3 ≡ Si•+H•.
(20.11)

In addition, the H+ ions formed during the preceding NBT stress may dissociate
interfacial Si−H bonds [2, 51]:

Si3 ≡ Si−H+H++ e− ↔ Si3 ≡ Si•+H2, (20.12)

leading to an additional generation of interface traps during the post-stress anneal-
ing. These two reactions require electrons from the substrate and interface-oriented
drift of H+ ions, so they are not likely to occur under the negative gate bias.
Accordingly, ΔNot and ΔNit in the case of annealing at −10 V gate bias remain
nearly constant in both p- and n-channel devices. However, both reactions are
enhanced by positive oxide field, either external or local (due to oxide-trapped
charge itself), leading to simultaneous decrease in ΔNot and increase in ΔNit in
devices annealed under the zero or +10 V gate bias. The results shown in Figs. 20.5
and 20.6 for p-channel devices, as well as those in Figs. 20.13a and 20.14b for n-
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channel ones, do not indicate the one-to-one correspondence between the decrease
in ΔNot and simultaneous increase in ΔNit, implying that some of the positively
charged oxide defects could be simply neutralized by electrons from the substrate.
Besides, the H2 molecules released in reaction 20.12 may diffuse into the oxide
to be cracked at positively charged traps through the reverse reaction 20.10 [51],
neutralizing the oxide traps and creating additional H+ ions for reaction 20.12.
However, as the annealing progresses and ΔNit exceeds ΔNot, the probabilities for
the occurrence of reactions 20.11 and 20.12 are getting lower, so ΔNot tends to
saturate and ΔNit starts slowly to decrease, which suggests that H• atoms and H2

molecules released in these reactions begin to passivate interface traps through the
reverse reactions 20.7 and 20.8. It must be noted here that, in addition to the presence
of positive gate bias, increased temperature during annealing also seemed necessary
to trigger reactions 20.11 and 20.12, as the room temperature annealing did not
cause any apparent changes to NBT stress-induced ΔVT , independently on whether
the −10 V, zero, or +10 V gate bias was applied [90].

The above considerations can be extended to explain both qualitative and
quantitative differences in threshold voltage behavior between p- and n-channel
devices observed during the positive gate bias annealing (Fig. 20.4b cf. Fig. 20.12).
Namely, looking into Eqs. (20.4) and (20.5) for the stress-induced threshold voltage
shifts in p- and n-channel transistors, one can deduce that transformation of oxide
charge trapped near the interface into interface traps through reaction 20.11 does
not have any apparent impact on VT shift in p-channel devices as both terms on
the right-hand side in Eq. (20.4) are positive. Accordingly, the decrease of VT

shift in p-channel devices on annealing under the positive gate bias (Fig. 20.4b)
cannot be attributed to reaction 20.11, but only to neutralization of the portion
of the oxide traps with electrons from the substrate. In contrast, the occurrence
of reaction 20.11 has double effect on stress-induced VT shift in the case of
n-channel devices. Namely, the decrease in ΔNotn and simultaneous increase in
ΔNitn cumulatively contribute to a positive threshold voltage shift, which is further
enhanced by oxide trap neutralization with electrons. As a result, the initial NBT
stress-induced negative VT shift in n-channel devices rapidly decreases during
positive bias annealing down to zero and even turns into a positive shift once the
ΔNitn value exceeds that of ΔNotn (Fig. 20.12).

Regarding the peculiarities associated with the repetition of the stress–anneal
subsequence (Sect. 20.3), the processes identical or similar to those observed
in the first stress–anneal subsequence are expected to occur during the repeated
subsequence. However, the total number of potential trapping sites at the SiO2–
Si interface and in the oxide, and the amount of hydrogen species available for
reactions as well, have been changed during the preceding stress and anneal steps,
so all the changes are now less dramatic. Moreover, ΔNit in devices annealed
under the positive bias does not increase during the second stress but decreases,
indicating that H• atoms and H2 molecules released during the preceding anneal
step in reactions 20.11 and 20.12 now contribute to the passivation of interface traps
through the reverse reactions 20.7 and 20.8 rather than to dissociation of the Si−H
bonds. The processes during the second anneal and third stress steps are similar to
those occurring in the first anneal and second stress steps, respectively, but all the
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changes shrink owing to nonreversible component of NBT stress-induced Not that
cannot be annealed. The results in Fig. 20.9 show that ΔNit tends to saturate at the
end of each stressing step, which indicates that even high negative gate bias, pulling
the holes and/or H+ ions from the SiO2–Si interface, may lead to nearly balanced
processes at the interface (Si−H bond dissociation vs. interface trap passivation).
This balance is disturbed on applying the positive gate bias, which redirects positive
charge towards the interface causing Nit to increase, but is reestablished on applying
the negative stress bias again. Seemingly, positive bias annealing removes the
reversible component of Not and creates that of Nit, the latter being removed on
redoing the NBT stress.

20.6 Conclusions

The main features of negative bias temperature instability in thick gate oxides found
in power VDMOSFETs have been reviewed. The NBT stress was found to cause
equal threshold voltage shifts in p- and n-channel devices. The underlying buildup
of oxide-trapped charge in both device types was more significant than that of
interface traps. Comparing the results for stress-induced interface traps obtained by
the SMG and CP techniques, it was concluded that significant contribution to NBTI
in n-channel VDMOSFETs could actually originate from the switching oxide traps.
The effects of post-stress annealing performed at the same temperature as during
the stress were strongly dependent on gate bias applied. Annealing under the low
negative bias did not affect degradation found after initial NBT stress and appeared
to suppress further changes during the subsequent repetitions of the stressing and/or
annealing. However, annealing under the zero and especially positive gate bias
removed significant portion of stress-generated oxide-trapped charge while creating
comparably smaller (but also rather significant) amount of additional interface traps.
These changes were reversible, as each repeated NBT stress regenerated most of
the annealed oxide charge and removed interface traps created during the preceding
anneal step, leveling their concentrations at values found after the initial NBT stress.
Similar phenomena during annealing under the positive bias (removal of reversible
component of stress-induced oxide charge and simultaneous generation of reversible
component of interface traps) were found in both p- and n-channel devices, but the
resulting effect on threshold voltage differed: only partial recovery was observed
in p-channel devices, whereas threshold voltage in n-channel devices recovered
completely and even increased beyond its prestress value. These results have shown
that, if the n-channel devices were exposed to a negative gate bias and elevated
temperature at any stage of their operation, the resulting instability could be even
more serious than that in the case of p-channel devices.

The experimental results were discussed in terms of the mechanisms that include
charge trapping–detrapping in the gate oxide and various stress-initiated electro-
chemical processes involving interface and oxide defects, holes, and hydrogen
species as common impurity in MOS devices. The NBT stress-induced buildup of
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oxide-trapped charge was assumed mostly to be the consequence of hole trapping
at near-interface oxide defects under the high negative field, while the generation of
interface traps was ascribed to Si−H bond dissociation and/or passivation processes.
The post-stress generation of interface traps under the positive oxide field was
explained by the reversed drift direction of positively charged species, which
initiated processes at the SiO2–Si interface that were not likely to occur under the
negative gate bias. The full recovery of threshold voltage and even rebound beyond
the initial value, which was observed in n-channel devices during annealing under
the positive gate bias, was ascribed to transformation of near-interface oxide-trapped
charge into the interface traps.
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Microelectron. Reliab. 46, 1828 (2006).



558 N. Stojadinović et al.
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Chapter 21
NBTI and PBTI in HKMG

Kai Zhao, Siddarth Krishnan, Barry Linder, and James H. Stathis

Abstract As the CMOS technology nodes progress aggressively into “nano” era,
introduction of High-k Metal gate (HKMG) has became key to maintain the scaling
trend. Much effort has been devoted to understand the reliability aspects of HKMG
over the last decade. Especially in recent years since HfO2-based HKMG was first
implemented in high-performance products, the understanding of device instability
such as PBTI and NBTI associated with HKMG and gate stack integration has
been advanced significantly. In this chapter, some of the latest learning of NBTI
and PBTI in HKMG is reviewed. In the first part of the discussion, latest results of
process interaction with BTI are reviewed and the key process knobs in HKMG,
such as high-k thickness, interfacial layer thickness, nitrogen concentration at IL,
and channel type, which modulate NBTI and PBTI are discussed. In the second
part of the discussion, recent study of relaxation dynamics and AC behavior of
PBTI/NBTI in HKMG is reviewed. The implications to accurate modeling of BTI
Vt shift under realistic circuit operation conditions are discussed.

21.1 Introduction

As the CMOS technology nodes progress aggressively into “nano” era, introduction
of High-k Metal gate (HKMG) has became key to maintain the scaling trend
[1–4]. The unique advantage of HKMG over conventional SiON/poly-Si is to
allow aggressive scaling of electrical inversion thickness (Tinv) for the need of
device short channel effect (SCE) control and performance enhancement while
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keeping the gate leakage constrained under relevant technology use conditions.
Much effort has been devoted to understand the reliability aspects of HKMG over
the last decade [5–25]. Especially in recent years since HfO2-based HKMG was first
implemented in high-performance products, the understanding of device instability
such as PBTI and NBTI associated with HKMG and gate stack integration has been
advanced significantly [11–15]. While the exact underlying mechanism still remains
controversial, NBTI has been known since SiON technology to be primarily driven
by the interface state density and hole trapping in bulk defects; on the other hand,
PBTI has been known as a unique reliability phenomenon associated with HKMG
and is mostly driven by the electron trapping in preexisting oxygen vacancy states
in the bulk high-k dielectric [16, 17]. In general, NBTI and PBTI are reliability
hazards that result in circuit degradation through the product’s lifetime. Because
both NBTI and PBTI in HKMG exhibit complex dynamic behavior, their impact in
circuits is strongly dependent on the operation environment [17–19]. To minimize
the circuit degradation induced by NBTI and PBTI in HKMG, great effort has been
given to understand the process dependence and to reduce BTI through process
optimization during technology development. In addition, to accurately predict the
circuit degradation due to BTI, a focal point has been to understand the underlying
mechanism that governs the BTI dynamics in HKMG.

In this chapter, some latest learning of NBTI and PBTI in HKMG will be
reviewed. The first part of discussion will be focused on the latest study of process
interaction and to review some of the key process knobs in HKMG that modulates
NBTI and PBTI. In the second part, some recent study of relaxation dynamics and
AC behavior of PBTI/NBTI in HKMG will be discussed.

21.2 BTI in HKMG: Gate Stack Process Dependence

HKMG reliability is a well-documented area of research, with literature spanning
over a decade [5–25]. The introduction of HKMG products into the field in
servers and mobile chips, over the last few years [2–4], however, has required
a substantial improvement in the understanding of the many different sources of
transistor instability with use, particularly in PBTI and NBTI. Due to the large
number of variables that contribute to device instabilities, process centering needs
to be a lot quicker, feeding into both reliability and performance. This complexity
has led to the need to innovate in the way these instabilities are now assessed.
PBTI has been known to be driven by preexisting traps in the high-k dielectric,
into which electrons tunneling through the gate oxide can be trapped, causing
an increase in the threshold voltage. NBTI, alternately, is mostly affected by the
interface state density as well as hole traps in the SiO(N) and is known to be largely
influenced by nitrogen in the interface layer—the exact mechanisms that lead to
NBTI are still fairly controversial and HKMG-specific NBTI has only added to the
controversies. An accurate understanding and modeling of the device instabilities
and their dependencies on process variations in the gate stack is generally essential
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Table 21.1 Key parameters
that influence PBTI and NBTI PBTI NBTI

High-k thickness Channel type (Si vs. SiGe)
Interface thickness Interface quality
Thermal budget Nitrogen in interface
Gate leakage Thermal budget

to accurate modeling of the device over its lifetime. In this part of the discussion,
we look at the key process knobs that modulate NBTI and PBTI in HKMG. While
much of this discussion deals with a “gate first”-like integration scheme, we also
explore some basic BTI behavior of the replacement gate “gate-last” scheme. The
high-k dielectric used here is HfO2, for the most part, unless otherwise specified.

As reviewed already in the previous chapter [49], the ramp voltage BTI test can
significantly reduce the BTI stress time and provide quicker feedback for process
optimization [9, 21]. For this reason, ramp voltage BTI is the main technique that
was used in this work to study the process dependence of BTI in HKMG. There
are two key parameters—the voltage to a specified value of threshold voltage (Vt)
shift (in this case, we use Vg to 50 mV Vt shift or Vg50) and the slope of the Vt −
Vg transfer curve [the slope equals the sum of the voltage acceleration factor (m)
and the time exponent (n)]. The two attributes can be used to estimate lifetime at a
reference bias (e.g., operating bias).

21.2.1 Key Process Parameters That Influence BTI

Table 21.1 summarizes the most important parameters that influence NBTI and
PBTI in HKMG.

In the subsequent sections, we will look at the impact of some of these process
parameters on PBTI and NBTI, respectively.

21.2.2 PBTI: Interface Thickness and High-k Thickness

Figure 21.1 illustrates how PBTI and the lifetime projection evolve as HK thickness
and IL thickness change in HKMG devices.

As the interface thickness is changed from 10 to14Å, through a variety of
methods (including changing the temperature of thermally grown oxides), PBTI
Vg50 increases along with an increase in the slope. The interface thickness, therefore,
is the primary parameter to minimize PBTI. The slope, as previously mentioned, is a
sum of the voltage acceleration factor and the time exponent of PBTI. With the time
exponent (∼0.17) forming a small fraction of the slope, the determining factor in the
change of slope is the voltage acceleration factor. High-k thickness, when reduced
from about 20 Å to about 14 Å, increases Vg50. The increase in Vg50 is accompanied
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Fig. 21.1 (a) PBTI Vg50 vs. slope as a function of interface layer thickness (I) and HfO2 thickness
(II)—the slope reduces rapidly with a reduction in interface layer and high-k thickness. (b) PBTI
lifetime projection as a function of IL thickness at all operating biases (I); at an arbitrarily chosen
operating bias, lifetime as a function of HfO2 thickness (II)
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by a reduction in slope (or voltage acceleration factor). The lifetime at operating
bias, therefore, can increase or decrease with increasing HfO2 thickness based on
which operating bias we extrapolate to.

For HKMG with Replacement Metal Gate integration, PBTI also exhibits a very
strong dependence on interface layer and high-k thickness. The primary difference
in gate-last HKMG is that reducing the high-k thickness has a much stronger impact
in reducing the trap density and improves lifetime substantially (Fig. 21.2).

21.2.3 PBTI: Gate Leakage

While PBTI has been understood to be primarily due to electron trapping in
preexisting traps in HK, relating PBTI to gate leakage is not a straightforward. This
is mostly because the amount of trapped charge also depends on the number of
trapping center in HK, which modulates with high-k thickness. However, for a given
high-k thickness, PBTI can be correlated back to gate leakage as shown in Fig. 21.3.
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Fig. 21.4 (a) Increasing the nitrogen content in the interface layer reduces both Vg50 and the
slope, while increasing the oxygen content in the interface increases Vg50, but reduces the slope.
(b) Nitrogen in the interface reduces lifetime, while the oxygen content in the interface does not
appreciably affect the NBTI lifetime

21.2.4 NBTI: Interface Quality, Thickness,
and Nitrogen Quantity

The sources for NBTI degradation in HKMG stacks are similar to the sources in
previous silicon oxy-nitride-based technologies. The two key sources of NBTI are:

(a) Hydrogen atoms at the interface, which break under electric fields, causing
positive charges to be created in the interface, leading to an increase in threshold
voltage.

(b) Nitrogen in the interface layer, which acts as a trapping center for holes from
the inversion layer in the channel. The impact of nitrogen and oxygen content
is illustrated in Fig. 21.4 in gate-first-based HKMG devices. The nitrogen in
the gate stack is increased using the temperature of thermal nitridation of the
interface layer, while the oxygen content in the interface layer is increased using
a thermal oxidation of the interface layer.
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Increasing the nitrogen content in the interface layer reduces both Vg50 and the
slope, a reflection of the reduction in voltage acceleration factor. Increasing the
thickness of the interface layer, however, has minor impacts on both the slope and
Vg50. Nitrogen in the interface layer, therefore, reduces lifetime, while the oxygen
content in the interface layer has no appreciable impact on NBTI extrapolations.

21.2.5 NBTI: Channel Type

While Silicon has dominated the device landscape till the 45 nm technology node,
silicon germanium (SiGe) has been introduced as the channel material in the 32 nm
technology node, due to improved threshold voltages in HKMG gate-first (and
Replacement Metal Gate) technologies [22, 23]. Silicon germanium, additionally,
improves NBTI substantially (Fig. 21.5). The NBTI improvement due to SiGe can
be exploited by gate stack designers to add nitrogen into the gate stack for Tinv
scaling.

21.2.6 NBTI: Thermal Budget

Thermal budget is a very significant modifier of NBTI behavior in HKMG stacks.
Figure 21.6 illustrates the improvement in NBTI as we go from a low thermal budget
gate stack to a high thermal budget gate stack.

NBTI and PBTI cause systematic degradation in nFETs and pFETs in HKMG
technologies, causing circuit degradation due to threshold voltage shifts. PBTI is
modulated primarily by the interface thickness and the high-k thickness. NBTI, on
the other hand, depends strongly on the nitrogen quantity in the interface layer,
the type of channel (Si vs. SiGe), and the thermal budget that the dielectric stack
experiences. These process knobs can be used during technology development to
reduce BTI effect. As technology continues to scale, new process innovations may
be engaged to further reduce the BTI effect.
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21.3 BTI Dynamics in HKMG: Relaxation Phenomena
and AC Effects

While process optimization has been the driving force to reduce NBTI and PBTI
effect in HKMG during technology development, modeling of the BTI effect accu-
rately in realistic circuit operation condition is equally important. This requires good
understanding of the underlying mechanism of NBTI and PBTI and their dynamics
under DC and AC conditions. In this part of discussion, two important properties of
BTI, relaxation phenomena and AC effects, will be discussed. Trapping/de-trapping
of defects in HKMG is believed to be the main mechanism that governs the BTI
dynamic characteristics.

21.3.1 Relaxation in BTI

Relaxation phenomenon in NBTI and PBTI has been long observed and studied in
the past years [19, 25–32]. A transistor under stress experiences threshold voltage
(Vt) increase. Immediately after releasing the stress voltage, part of the Vt shift
during stress can be relaxed in a temporal fashion. Figure 21.7 shows a typical time
trace of Vt shift during PBTI stress and relaxation. The typical time scale of the
relaxation process spans over orders of magnitude in time from sub-usec to hours.
The relaxation phenomena have profound implication to BTI dynamic behavior. As
a result of the relaxation effect, a transistor under AC operation condition generally
experiences less Vt shift than under DC condition over its lifetime. Detailed study of
relaxation also can provide insight to the understanding of underlying mechanism
that governs the BTI dynamics.

In this part of discussion, experimental data is collected from samples with
hafnium-based high-k dielectric layer on a SiO2 interlayer (IL) with TiN/poly-Si
electrodes. Typical waveforms for DC stress and AC stress with 50% duty cycle are
illustrated in Fig. 21.8.
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Fig. 21.8 Typical waveforms used to study PBTI relaxation after AC and DC stresses. Relaxation
is measured ∼300 μs after the stress is removed. For AC stress, the net stress time is defined as
ts = N ×C×T

During AC stress, the gate bias is alternating between Vstress and zero. The net
stress time is defined as ts = N ×C×T , where N is the total number of the stress
cycles, C is duty cycle, and T is the period. In all cases, AC stress is compared
to DC stress with the same net stress time ts. To monitor the PBTI relaxation, a
fresh device is stressed for ts, and then the drain current Id is measured at sense bias
set approximately equal to the initial Vt. Finally, the Vt shift is calculated from the
Id degradation by comparing the Id value with a reference Id–Vg curve measured
before the device was stressed. For both stress and relaxation measurements, the
first Id point is measured ∼300 μs after the end of stress.

Figure 21.9 shows the comparison of PBTI and NBTI relaxation traces measured
after different stress time ts, under AC (100 Hz) and DC stresses. In this experiment,
Vstress and Vrelax were kept the same for all measurements. As can be seen, in both
PBTI and NBTI, for the same stress time ts, AC stress always results in less Vt
shift. It also shows that the relaxation slope right after AC stress is much shallower
than those after DC stress. At long relaxation time, the relaxation after DC and AC
stresses gradually merges together. This indicates that after the same total stress
time Ts, AC stress results in less trapped charges, thus less Vt shift than DC stress.
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As stress ts increases, the difference between DC stress and AC stress also increases.
The shallower slope at the beginning of AC relaxation suggests the traps responsible
for Vt shift difference are mostly shallow traps with short emission time.

Because AC relaxation exhibits much shallower slope, the measurement sensi-
tivity to delay time is reduced. As shown in Fig. 21.10, for the same measurement
delay time, the relative difference in measured PBTI Vt shift is suppressed in the AC
stress case.

The comparison of relaxation after AC and DC BTI stresses reveals that the
stress and relaxation dynamics are strongly correlated. For both NBTI and PBTI
in HKMG, the difference in AC and DC relaxations is driven by the different
distribution of trap occupancy after AC and DC stresses. A simplified model is
illustrated in Fig. 21.11. During DC and AC stresses, filling of trap states follows
a distribution function F(tr, ts) and F′(tr, ts), where tr is the emission time of traps
and ts is the total stress time. For the same amount of stress time, ts, the difference
between F and F′ is caused by the additional de-trapping events occurring at the
short relaxation intervals during AC stress. The relaxation interval of AC stress is
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Fig. 21.11 Schematic comparison of the trap-filling process subject to DC and AC stresses. Notice
that for AC stress case, occupancy modulation affects mostly the shallow traps

determined by the frequency and duty cycle and it mostly modulates the occupancy
of shallow traps with relative short emission time tr. In other words, for a given
stress time, AC stress populates less shallow traps. On the other hand, deep traps are
not as “responsive” to AC modulation. Thus, AC and DC stresses produce similar
occupancy for deep traps. Therefore, at the beginning, AC relaxation always starts
at a lower Vt shift value and shows a slower relaxation rate. Then, as relaxation
proceeds, when shallow traps are mostly emptied and deep traps become more and
more dominant, the AC relaxation merges with the DC relaxation.

21.3.2 Fast Transient Relaxation of PBTI in HKMG

Fast transient relaxation can be often observed after PBTI stress in HKMG NFETs
[29–32]. The fast transient component builds up quickly and relaxes fast. The
presence of fast transient relaxation can have important implications to PBTI
measurement requirement, circuit level modeling, and, in extreme case, circuit yield
and functionality at “time zero” [33, 34]. Here, a recent study of fast transient
relaxation of PBTI in HKMG is reviewed.

Figure 21.12 shows a series of PBTI relaxation curves measured after a wide
range of stress times. A fast transient relaxation can be clearly seen at the beginning
of each relaxation curve. The fast component quickly decays and merges to a slow
relaxation process. As the stress time ts is reduced, the contribution from the slow
traps becomes less while the fast component remains the same. When the stress time
ts is reduced to a minimum time of ∼200 μsec, the fast transient relaxation becomes
dominant and the overall relaxation approaches an empirical power law time
dependence tα with exponent α= 0.38. Note that due to measurement limitation,
the first relaxation measurement is done ∼300 μs after the releasing of stress. An
empirical equation as shown below is found to be able to model both the fast and
slow relaxation:

ΔVt (tr, ts) = R(ts)
[
1+B(tr/ts)

β
]−1

+A× tr
−α (21.1)
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Fig. 21.13 (a) Fast transient relaxations measured from samples with different high-k thickness,
showing the same power law dependence after short stress under constant stress field. The ampli-
tude of the fast transient relaxation decreases as the high-k layer becomes thinner. (b) Parabolic
high-k layer thickness dependence of fast transient Vt shift, suggesting the fast traps are located in
a narrow energy band across the HK layer

where the first term on RHS describes the typical universal relaxation [29] and the
second term is an empirical fitting of the fast transient component. As shown in
Fig. 21.12, the model calculation using Eq. (21.1) (the solid line and the dash lines)
fits the experimental data very well for both the fast and slow relaxation process
over a wide range of stress times. Note that due to measurement limitation, the
relaxation is measured ∼300 μs after the releasing of stress; thus, the empirical
power law dependence of the fast relaxation may not apply to shorter time scales.
To understand the relaxation dynamics at shorter time, an ultrafast measurement
technique is needed.

Both fast and slow Vt instabilities contribute to the overall Vt shift in HKMG
nFETs. The fast transient component dominates the overall relaxation for PBTI
stress with short stress time. Figure 21.13 shows that for samples with different HK
thickness, the relaxation measured after short stress under constant field condition.
The fast relaxation is strongly modulated by the HK thickness. As HK thickness
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decreases, the amplitude of fast transient Vt shift quickly diminishes to a negligible
level, following a parabolic dependence. This suggests that the defects responsible
to the fast transient component locate in a narrow energy band in high-k layer [35]:

ΔVt = n(E) ·
(
tH f O2 − t0

)2

2 · ε0 · εH f O2

(21.2)

Thanks to the strong HK thickness dependence, the fast transient Vt instability
can be effectively suppressed as the HK thickness reduces with the general scaling
trend.

Very different field dependence of the fast and slow PBTI component is shown
in Fig. 21.14. It is interesting to notice that the increase of the slow PBTI
component correlates the increase of gate leakage current and follow nonlinear
field dependence. In [47, 48], it is reported that NBTI follows power law field
dependence. On the other hand, the fast PBTI component does not correlate with
gate leakage current and follows linear field dependence. This evidence again
suggests that the fast transient component is likely associated with a group of defects
in a narrow energy band near Fermi level. These defects have very large capture
cross section, i.e., very short capture time constant, so that they can become fully
occupied very quickly. As a result, the Vt shift caused by these defects are limited
mostly by the total number of the available defect states under a given electrical
field, i.e., ΔVt=N(E)/Ceff , rather than the current density.

21.3.3 AC Effect of BTI in HKMG

As a result of the relaxation phenomenon in NBTI and PBTI, a transistor under
AC stress condition in general experiences less Vt shift than under DC stress
condition. Figure 21.15 shows an example of PBTI under AC and DC stresses.
Clearly under AC stress, Vt shift is much reduced at a given power-on time. In high-
performance circuits, transistors are subject to AC switching during most of their
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Fig. 21.16 (a) PBTI frequency dependence measured from two HKMG samples with different
process conditions. Sense1 and sense 2 are measured after a Vhigh phase and a Vlow phase,
respectively. (b) Duty cycle dependence of NBTI and PBTI measured on HKMG PFET and NFET

lifetime. AC effect of NBTI and PBTI can provide significant relief to the overall
circuit degradation over circuit lifetime. AC effect in both NBTI and PBTI is highly
dependent on frequency and duty cycle of the AC bias.

Two examples of PBTI frequency dependence measured from different HKMG
samples are shown in Fig. 21.16a. As shown in the inset, during AC stress, Vt shift is
measured at sense 1 (end of a Vhigh phase) and sense 2 (end of a Vlow phase). Fraction
is defined as the ratio between Vt shift under AC stress and the reference DC stress
at a given power-on time. The difference in fraction between sense 1 and sense 2
is caused by the relaxation occurred during the Vlow phase. As frequency increases,
the difference between sense 1 and sense 2 quickly reduces and fraction merges to
a stable level and tends to become frequency independence in the tested frequency
range. As can be seen, for the two samples with different gate stack processes, the
fraction follows the similar general trend but merges at different levels. As will be
discussed later, this could be understood from a single defect trapping/de-trapping
point of view.
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For both NBTI and PBTI in HKMG, the AC effects are also largely modulated
by duty cycle. Figure 21.16b shows the typical duty cycle dependence of NBTI
and PBTI measured on different HKMG samples. In the experiment, frequency is
fixed at 100 Hz. As can be seen, in this case, for both NBTI and PBTI, the AC
fraction exhibits “S” shape dependence on duty cycle, which is similar to what has
been widely observed from other sources. The dependence is most sensitive at duty
cycle range from 0 to 10% and 90 to 100%. Frequency dependence and duty cycle
dependence are the two key properties that govern the overall AC effect and need to
be captured in circuit level NBTI and PBTI model. As will be discussed next, AC
effect and its frequency and duty cycle dependence can be largely understood from
a single defect trapping/de-trapping point of view.

21.3.4 Understanding of Underlying Mechanism:
Trapping/De-trapping of Single Defect

NBTI and PBTI in HKMG exhibit complex relaxation and AC dynamics. It is
essentially important to capture these effects in NBTI and PBTI modeling in
order to accurately predict any BTI-induced degradation under circuit operation
environment. In recent years, substantial progress has been made towards the
understanding of fundamental mechanism of NBTI and PBTI. With the availability
of deeply scaled FETs, the properties of individual defects in gate dielectric have
been studied through techniques such as Random Telegraph Noise (RTN) and
Deep Level Transient Spectroscopy [11, 13, 36]. It has been demonstrated that
the macroscopic NBTI dynamics can be reconstructed through summation of the
microscopic trapping/de-trapping events of individual defects in PFETs with SiON
gate stacks [11]. More recent study reveals that in HKMG, both NBTI and PBTI
dynamics can also be well modeled with the similar approach [14]. This provides
strong evidence that trapping/de-trapping of single defects is one of the fundamental
mechanisms governing NBTI and PBTI dynamics in HKMG.

Trapping/de-trapping of a single defect in HKMG usually can be investigated
through studying the random telegraph noise (RTN) measured from scaled FET.
Figure 21.17 shows a series of RTN signal measured on a HKMG nFET with small
gate area. In this experiment, the device under test is biased at different Vg and the
RTN signal is measured by monitoring the linear drain current. When a trapping or
de-trapping event occurs, the threshold voltage is disturbed and that translates to a
sudden drain current decrease or increase. The capture time and emission time are
the time interval between the current switches. As shown in Fig. 21.19, the capture
time and emission time of a single defect follow exponential distribution:

Pc(t) = 1− exp

(
− t

τc

)
. (21.3)

Pe(t) = 1− exp

(
− t

τe

)
. (21.4)
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Fig. 21.18 For both HKMG NFET (a) and PFET (b), capture time and emission time of a single
defect follow exponential dependence on Vg

By investigating a single defect trapping/de-trapping statistics at different gate
bias and temperature conditions, an exponential voltage dependence within the bias
range used in experiment and Arrhenius temperature dependence of capture time τc

and emission time τe are observed as shown in Figs. 21.18 and 21.19. Comparisons
are made side by side, showing very similar characteristics between HKMG NFETs
and PFETs. The dependence of capture and emission time, τc, τe, on the gate voltage
and temperature can be expressed as

τc = τc0exp(−βc ·Vg)exp

(
− Ec

kT

)
(21.5)

τe = τe0exp(βe ·Vg)exp

(
− Ee

kT

)
(21.6)
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whereβc and βe are the voltage dependence factors and Ec and Ee are the activation
energies. The strong dependence on temperature suggests that for the very thin
gate stacks, direct tunneling process is unlikely governing the trapping/de-trapping
process [37, 38]. On the other hand, the very similar characteristics between electron
trapping in NFETs and hole trapping in PFETs indicate the underlying mechanism
is likely related to the local atomic structure redistribution when capturing a charge
carrier in gate dielectric [39–42], given that tunneling path for electrons and holes
is very different in NFETs and PFETs.

With the insight that the trapping/de-trapping process follows exponential statis-
tics, occupancy of a single defect in HKMG can be modeled as a RC element with
different charging and discharging time constants [11, 46]. Based on this approach, a
simple analytical model can be derived to understand how the occupancy of a single
set of defects responds under AC stress. Since as discussed already, dynamics in
NBTI and PBTI in HKMG is largely governed by the collective trapping/de-trapping
response of many defects present in gate stack, understanding of the trapping/de-
trapping response of a single defect can provide great insight to the general AC BTI
dynamics.

Figure 21.20 shows the schematic diagram, illustrating the setup for single defect
modeling under AC stress. A single set of defects with capture time of τc under
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stress condition and emission time of τe under relaxation condition are equivalent
to a simple RC circuit with time constants RcC = τc and ReC = τe [3]. An AC stress
signal Vs, with frequency equals 1/(T1+T2) and duty cycle equals T1/(T1+T2), is
applied to the input terminal. The amplitude V0 of the AC stress signal corresponds
to the Vt shift when this single set of defects is all occupied. The occupancy level at
a given moment can be monitored by calculating the charging state of the capacitor.
As shown in the diagram, after n stress pulses, the occupancy level, Ptcte,n, right
after the stress phase and the occupancy level, P′

tcte,n, after the relaxation phase can
be derived analytically and are given by Eqs. (21.5) and (21.6):

Ptcte,n =

⎛

⎝
(

1− exp

(
−T1

τc

))
⎛

⎝1− 1

1− exp
(
−
(

T1
τc
+ T2

τe

))

⎞

⎠

⎞

⎠

× exp

(
−(n− 1)

(
T1

τc
+

T2

τe

))
+

(
1− exp

(
− T1

τc

))

1− exp
(
−
(

T1
τc
+ T2

τe

)) (21.7)

P′
τcτe,n = Pτcτe,nexp(−T2/τe) (21.8)

Figure 21.21 shows for a single set of defects with τc = τe =1 s (note here,
τc is for under stress condition and τe is for under relaxation condition), how
the occupancy changes as a function of time under different stress conditions. As
we can see, under DC stress condition, the occupancy increases exponentially and
approaches to 1 at stress time ts 	 τc. On the other hand, under AC stress, the
occupancy only increases to a certain equilibrium level at long stress time. At the
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equilibrium state, the occupancy jumps between two stable states, sense 1 state
(right after the stress removal) and sense 2 state (after the following relaxation
phase), showing that the capture probability during each stress phase equals the
emission probability during the following relaxation phase. The expression for the
occupancy at equilibrium is given by the second term in Eq. (21.7), showing that
at equilibrium (ts 	 [τc, τe]), the occupancy level is determined by the defect
capture/emission time and the frequency and duty cycle of the AC stress signal.
Note that the occupancy level at equilibrium under AC stress is always less than 1
and this explains the observation that AC BTI degradation is always lower than DC
BTI degradation by a certain factor.

To further illustrate how the capture time and emission time impact the AC
response, Fig. 21.22 plots, with duty cycle fixed at 50%, the calculated frequency
dependence of defects with different capture and emission times. For a given set
of defects, at a low-frequency region where f � [1/τc, 1/τe], the occupancy of the
defects at sense 1 and sense 2 switches between 1 and 0, indicating the defects
are filled completely during a stress phase and then relaxed completely during
the following relaxation phase. As the frequency increases, the occupancy levels
at sense 1 and sense 2 gradually approach each other. At frequency f 	 [1/τc,
1/τe], sense1 and sense 2 reach a common occupancy level and become frequency
independent. From Eq. (21.7), the occupancy at high frequency can be expressed as

Po
∣
∣
ts 	τc, f 	 [1/τc,1/τe] =

1

1+ τc
τe

(
1

Dutycycle − 1
) (21.9)

As we can see, at equilibrium, for defects with very small τe/τc ratio, because
the emission process during relax phase is much faster or more efficient than the
capture process during stress phase, most defects remain emptied. On the other
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hand, for defects with large τe/τc ratio, the capture process during the stress phase
becomes much more efficient and at equilibrium, most defects remain filled. More
recent AC BTI data shows that complex frequency dependence may still exist at
much higher-frequency region (>MHz) [43, 44]. This suggests a simple 2-state
trapping/de-trapping model may not be sufficient here and a trap transformation
model may need to be considered here [45].

Figure 21.23a shows the duty cycle dependence of defects with different τe/τc

ratios. For defects with τe = τc, the occupancy at equilibrium shows a linear
dependence on duty cycle. For defects with τe > τc, the duty cycle dependence is
more sensitive at low duty cycle region. While for defects with τe < τc, it is more
sensitive at high duty cycle region. Taking into account the defects distribution
in terms of τ̃eτc ratio, the “S” shaped duty cycle dependence can be generated,
as shown in Fig. 21.23b. For defects with symmetric distribution, the duty cycle
dependence shows a symmetric behavior. On the other hand, for the defects with
asymmetric distributions, the “S” curve moves up with more deep traps (τ̃eτc > 1)
or moves down with more shallow traps (τe/τc < 1). This suggests that in practical
application, the shape of duty cycle dependence in general can be used as an
indication of the trap distribution in terms of capture and emission times.

To expand from the single defect model to practically predict BTI behaviors
under different dynamic stress conditions, the distribution of defects in terms of
capture and emission times needs to be mapped out. The overall Vt shift can be
calculated by the summation of Vt shift contribution from defects with different τc

and τe, as shown in Eq. (21.10):

ΔVt(t) = ∑
τc

∑
τe

Pτcτe(t)ΔVt (τc,τe) (21.10)

where Pτcτe(t) is the occupancy of defects with capture time τc and emission time
τe and ΔVt(τc,τe) is the Vt shift caused by the corresponding defects. A general
method of mapping the defect distribution has been discussed in [11]. The basic
idea of this method is to extract the capture time and emission time from a series
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of DC stress/relax measurements. The defect map is in general bias dependent.
Figure 21.24 shows the defect map for the HKMG NFETs used in this work at
stress voltage of 1.45 V and relax voltage of 0.3 V. Note that a clear correlation
between capture time and emission time is observed.

Figure 21.25 shows the comparison between measured Vt shift and the corre-
sponding model prediction under various stress conditions.

For the case of 10 Hz AC stress, Vt shift at sense 1 was measured right after
stress (with a measurement delay of ∼1 ms). Vt shift at sense 2 was measured
after the relaxation phase. In the model calculation, the measurement delay time
has been taken into account. As can be seen, the model prediction shows excellent
agreement with the measured data for all cases. This further confirms the theory that
in HKMG NFETs, PBTI dynamics is mostly governed by the distribution of defects
and collective response (trapping/de-trapping) of individual defects to the applied
stress.

The difference in relaxation dynamics between AC and DC PBTI and NBTI
can also be well modeled from a trapping/de-trapping point of view. Figure 21.26a
shows the experimental data and model predication of the relaxation dynamics after
AC and DC PBTI stress. The AC relaxation shows much shallower relaxation rate at
the beginning and then gradually merges to the DC relaxation. The model prediction
shows excellent match to the experimental results. In Fig. 21.26b the occupancy
of defects with different capture and emission times is plotted for both AC and
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Fig. 21.26 (a) PBTI relaxation after DC and AC (100 Hz) stresses. Symbols are experimental
data. Solid lines are model prediction. (b) Occupancy map calculated after AC and DC stresses. It
is clearly demonstrated that the AC effect is essentially due to empty shallow traps at equilibrium.
Note that the measurement delay time has been taken into account in the model calculation
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Fig. 21.27 Transition of
PBTI between AC stress
mode and DC stress mode.
Symbols are experimental
data. Solid lines are model
prediction

DC PBTI (with the same net stress time). It is noticed that the defects with short
emission time are mostly unoccupied because of the delay time (∼1 ms) introduced
in the measurement. It is clearly shown that the difference between AC PBTI and
DC PBTI comes from the occupancy of shallow defects with τe < τc. For AC stress
case, these shallow traps are mostly unoccupied at equilibrium.

In many circuit applications, the stress mode may change over time. Figure 21.27
shows an example where the stress mode is changed from AC to DC at ∼100 s and
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then from DC back to AC at ∼1,000 s. The degradation dynamics is compared to
the continuous DC stress case. When the stress mode is changed from AC stress to
DC stress, the Vt shift quickly approaches and merges to the DC degradation curve.
Then, when the stress mode is changed from DC stress back to AC stress, the Vt

shift relaxes towards the AC degradation curve and the degradation resumes after
it merges with the AC degradation trend. The experiment was also simulated using
the trapping/de-trapping model and the model prediction shows excellent agreement
with the experimental observation. This simple example clearly demonstrates that
the occupancy of each individual defect reaches certain equilibrium state under a
given stress mode (DC, AC, frequency, duty cycle, etc.). When the stress mode is
changed from one to another, the occupancy tends to transition to a new equilibrium
condition appropriate to the stress condition.

21.3.5 Conclusion

In conclusion, experimental evidence suggests that although origin of defects is
different between PBTI and NBTI in HKMG, those defects follow the similar
statistical behavior. The capture and emission processes follow exponential statistics
regardless whether it is electron trapping in HK layer or hole trapping in interfacial
layer. By modeling the occupancy of single defects under AC stress, key insights can
be summarized as the following: under AC stress, the occupancy level is determined
by the equilibrium between charge capture during stress phase and charge emission
during relaxation phase. τe/τc ratio is found to be the key parameter that determines
the occupancy level at equilibrium. Excellent agreement between model simulation
and the experimental data of PBTI under various AC stress conditions demonstrates
clearly that the macroscopic BTI behaviors are largely governed by the microscopic
response of each individual defects present in HKMG.
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Chapter 22
PBTI in High-k Oxides

Chadwin D. Young and Gennadi Bersuker

Abstract Interaction of different materials in the multilayer high-k/metal gate
stacks results in the formation of structural defects in the high-k dielectric and
interfacial SiO2 layer. This section discusses the impact that defects in intrinsic Hf-
based dielectric layers have on the electron trapping process and concurrent defect
generation occurring under positive bias stress in NMOS devices. A brief discussion
on improvements to the intrinsic Hf-based films in regards to charge trapping is also
discussed.

22.1 Introduction: Material Properties of High-k
Dielectric Stacks

A multilayer structure and appreciably high density of as-grown structural defects
in the transition metal oxides [1] complicates the evaluation of the electrical char-
acteristics and reliability of the high-k gate stacks. Indeed, HfO2 dielectrics were
shown to have positively charged, mobile defects [2], consistent with characteristics
of the oxygen vacancies in these materials as calculated by ab initio methods [3].
Oxygen vacancies in the high-k film induce, in turn, the oxygen vacancy generation
in the underlying SiO2 interfacial layer [4–6]. These preexisting defects, which
act as electron traps, give rise to the fast transient charging (FTC) phenomenon
[7], which can manifest itself in the observed threshold voltage instability and
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mobility degradation [8]. The question then arises for separating contributions to
the instability from the high-k and interfacial layers. Thus, valid assessments of
the high-k gate stack properties require novel measurement techniques and analysis
providing high spatial and time resolutions.

Extracting root causes of the instability in high-k gate stack structures requires
deconvoluting the contributions from the preexisting electron traps and stress-
generated traps in devices subjected to electrical stress [7, 9, 10], as well as
delineating the interfacial SiO2 layer and high-k layer contributions. Such tasks
require testing sets of samples with different combinations of the gate stack
materials (electrodes, high-k dielectrics, interfacial layer quality, substrate dop-
ing), processing conditions (anneal temperature, ambient, etc.), and thicknesses
of individual layers, as well as adequate characterization techniques and data
interpretations [11].

Here, we focus on the electrical measurements that allow the delineation of
preexisting, bulk traps and generated, interfacial layer traps in high-k dielectric stack
structures through the use of pulsed current–voltage (I–V) measurement methods [8,
12–14] and frequency-dependent charge pumping [11, 15–17] as a monitor during
PBTI measurements [8, 12–14, 18–20].

22.2 Electron Trapping in High-k Dielectric Stacks

A schematic of the fast transient charging (FTC) process [21] is shown in Fig. 22.1.
Substrate-injected electrons may tunnel through the interfacial layer (IL) and get
trapped in the preexisting defects (electron traps) in the Hf-based film resulting in
threshold voltage instability [9, 12, 22, 23] and degrading overall device perfor-
mance [8, 24–27]. The inset shows the key time parameters of the fast transient
charging effect (FTCE): the trapping occurs when the charging time, tp, which is
the sum of the pulse rise and width time, accedes the electron trapping time, which
is a characteristic of the trap atomic structure and stress conditions [28] (see inset in
Fig. 22.1). Therefore, to study the kinetics of trapping, the measurements must be
faster than the characteristic trapping/detrapping times.

22.2.1 Fast Trapping Kinetics

Since the conventional DC measurement techniques are not fast enough to study
the FTC kinetics, the pulsed I–V measurement was introduced [8, 12–14]. In this
technique, the transistor under test is connected as part of an inverter circuit (inset,
Fig. 22.2a). The pulsed Id–Vg measurement output is shown in Fig. 22.2. The pulsed
Id–Vg curve exhibits a hysteresis—a shift between the rise (tr) and fall (tf) Vg
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Fig. 22.1 Schematic of the charge trapping process and the corresponding energy band diagram.
The substrate-injected electrons (nMOS in inversion) might get trapped by preexisting defects in
the high-k layer if the total injection time tp (the sum of tr and pulse width—see inset) accedes the
characteristic trapping time, τc

pulse swings (Fig. 22.2a)—while the Id—time dependency shows that Id decreases
during the pulse width period. The width of the pulse represents an ultrafast constant
voltage stress, and the Id–Vg hysteresis and Id—time degradation reflect the amount
of charge trapped during this stress. These Id changes can be translated into a
threshold voltage shift (ΔVt) allowing quantification of the trapped charge [8, 29]—
which, in the non-optimized high-k example of Fig. 22.2, is 0.72 V.

22.2.2 Fast Relaxation Kinetics

Figure 22.3 illustrates the fast trapping and fast detrapping (i.e., relaxation) of the
electrons when using the pulsed Id—time approach for the given gate voltage pulse
in the inset. This demonstrates that charges can be “detrapped” at a similar time
scale as the fast trapping occurs. Therefore, fast trapping/detrapping can result in
underestimating the charging effects when the conventional, DC-based “stress and
sense” measurements are employed [16]. This is demonstrated in Fig. 22.4 showing
significant detrapping during a very short relaxation period due to the delay between
removal of the stress bias and sensing measurement.
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200 300 400 500

200 300 400 500
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5

V g p
ul

se
 [V

]

Time [μμs]

De-trapping/
RelaxationD

ra
in

 C
ur

re
nt

 [A
rb

. U
ni

ts
]

Time [μμs]

Charge
Trapping

Fig. 22.3 An example of the fast transient charge trapping (Id decay) and detrapping (Id recovery)
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22.3 Pulse-Based Bias Temperature Instability

Since fast relaxation can have a significant impact on the conventional DC-based
“stress and sense” measurements used for the bias temperature instability (BTI)
evaluation, more advanced measurement methodologies are required to evaluate
the impact of stress on the instability (Fig. 22.5). An extremely useful approach
uses pulsed Id–Vg in conjunction with bias stress [30] with no measurement
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interruption, thereby minimizing the effect of detrapping. Figure 22.6 shows data
for the ΔVth vs. stress time for various relaxation delay times before pulsed Id sense
(middle image: downward pulse, right at stress “removal”) and the conventional
DC technique (top image) to illustrate the impact of the delay. The ΔVth values
extracted from the pulsed measurements are usually higher because of less charge
detrapping (relaxation). This data also demonstrates that the power law exponent
value, typically used to evaluate device lifetime, is significantly impacted by the
relaxation time [30].

To correlate ΔVt measured using different approaches, one needs to understand
the charge trapping kinetics in high-k nMOSFETs. The concept of a two-step
process—comprised of fast (<1 s) and slow components—to explain the charge
trapping in high-k devices under stress has been proposed [9]. The fast trapping
kinetics, a characteristic time of which is about 100 μs, is shown to be temperature
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measurement time [33]

independent, suggesting the trapping of injected electrons at the preexisting defects
occurring with a very small activation barrier [31]. Slow trapping can be related
to either a different type of defects [32] or a different trapping mechanism, for
instance, redistribution (assisted by temperature and applied field) of the trapped
charges through the “charge migration” process to the nearby traps [9, 33]. The
relaxation process also demonstrates a similar two-step (fast and slow) characteristic
as shown by the pulse-based measurements [33].

The fast charging, which determines the initial ΔVt values, strongly affects
the slope of the ΔVt(t) power law dependency and, thus, the PBTI life time
estimate. Building on the above-discussed understanding, a practical approach to
treating the ΔVt(t) projection was proposed [33]. In this approach, the initial ΔVt

shift, Vt(t= 1 s), caused by fast transient charging, which is also sensitive to fast
relaxation, is subtracted from all the subsequent ΔVt(t) values: ΔVt’(t)≡ΔVt(t) −
ΔVt(t= 1 s). The ΔVt’(t) results in Fig. 22.7 generated by the different fast BTI tech-
niques were reevaluated using this approach, Fig. 22.8. The ΔVt’(t) curves obtained
using the fast measurement methodologies with different characteristic relaxation
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times exhibit an identical time dependency. This intrinsic time dependence, which
is independent from the measurement approach, can be attributed solely to a slow
charge trapping process [9, 33].

22.4 Factors That Aid in the Reduction of ΔVt

From these pulse-based findings on the intrinsic fast trapping nature of Hf-based
dielectric gate stacks, improvements in the reduction of the FTCE have occurred
allowing high-k dielectric films to be in production. First, scaling the high-k layer
has ultimately resulted in no detectible fast trapping [34, 35] which leads to im-
proved device performance. Furthermore, this has obviously resulted in a significant
reduction in the FTC contribution to ΔVt. Another approach is the incorporation of
silicon in the dielectric film. With as little as 20% of Si incorporation, there can be a
significant reduction in the fast transient charging [36]. Yet, another technique is the
use of a postdeposition anneal of the Hf-based film in ammonia (NH3). This anneal
incorporates nitrogen in the layer, thereby filling what would have been oxygen
vacancies [35].

The incorporation of zirconium (Zr) has also shown drastic reduction of ΔVt [37]
and improved time-dependent dielectric breakdown times [38]. The lower observed
PBTI degradation in the Zr:HfO2 stack was shown to be caused by a smaller fast
electron trapping component. Therefore, the Zr incorporation lowers the amount of
preexisting defects present in the gate dielectric.

22.5 Defect Generation in Interfacial Oxide Layer
Under Positive Bias Stress

A significant portion of the Vt shift caused by a positive bias stress can be recovered
by applying a negative bias “discharge” step after the stress to empty the traps
prior to the “sense” measurements (Fig. 22.9) [11, 15, 39]. Such Vt recovery was
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reported to be accompanied by stress-induced leakage current (SILC) recovery [40,
41]. The unrecoverable portion of the Vt shift has been attributed to trap generation
during stress [11, 16]. Separating reversible, fast transient charge trapping from that
caused by the generated traps can be done by implementing the discharge. Then,
one can introduce various “sense” measurements which have different dielectric
probing capabilities—both spatially and energetically. The charge pumping (CP)
measurement is one of the techniques widely accepted for the trap profiling study
[42, 43].

Following a discharge (by applying a negative bias to nMOS), a fixed-amplitude,
fixed-base CP with a frequency sweep (typically in the range of 2 MHz to 2 kHz)
method was used as a sense measurement during stress to study trap generation
[11, 15, 17]. An example of these measurements is shown in Fig. 22.10 for a 300-s
CVS/discharge/CP cycle that was repeated several times. A negative DC bias for
10 s (“discharge”) was applied immediately prior to CP measurements during each
stress interruption. The density of the traps sensed at lower frequencies are seen
to increase after the stress, while only a very small increase is detected at higher
frequencies (Fig. 22.10). This suggests an apparent trap generation farther away
from the interface with the Si substrate [15–17, 39, 44, 45].

An interfacial layer gettering process, which significantly reduces the IL thick-
ness and places the high-k layer in closer proximity to the substrate interface, allows



22 PBTI in High-k Oxides 593

104 105 106
0

25

50

75

100

25

50

75

100

15 MV/cm Stress

N t
[1

010
/(c

yc
le

*c
m2 ) ]

Frequency [Hz]

 Initial
 After 75s
 After 300s

17 MV/cm Stress
Fig. 22.11 Trap density as
measured by CP before and
after the 75-s and 300-s
stresses of the gate stack with
minimal IL. No detectable
trap generation is observed

0.0 0.6 0.8 1.0 1.2
0
1
2
3
4
5
6
7
8
9

10

After:
 300s
 600s
 900s

N
t R

at
e 

[#
/(c

yc
le

*c
m

2 *s
ec

)]

Probing Depth [nm]

1.1nm SiO2/3nm HfO2/TiN

Vstress = 2.4 V

Overall Trapping Rate

Fig. 22.12 Trap generation
rate decreases with the stress
time suggesting that the trap
generation occurs primarily at
“precursor” defects,
suggesting that there is an
initial density of these defects
available for conversion to
traps at the beginning of the
stress, and then only the
remaining defects are
available for conversion with
the next stress cycle and so on

access to the high-k layer during CP. This sample was subjected to the low-voltage
stress/CP measurements [17]. There is no detectable stress-induced trap generation
in this gate stack, Fig. 22.11; this is consistent with the proposed model of trap
generation primarily within the interfacial layer since the bond formed by the d-
electrons in the high-k materials is expected to be very stable [46].

Furthermore, the trap generation in the interfacial layer in close proximity to
the overlying high-k layer has been shown to directly correlate to the increase in
non-recoverable SILC data [11, 17, 47, 48], as shown in Figs. 22.12, 22.13, and
22.14. Figure 22.12 (Nt generation) and Fig. 22.13 (SILC) demonstrate a similar
“rate of generation” where an initial density of “precursor” defects available for
conversion to traps at the beginning of the stress is highest, and then, only the
remaining defects are available for conversion with each subsequent stress cycle,
resulting in a reduction in the generation rate with time. The direct correlation at
various stress voltages is shown in Fig. 22.14. The excellent agreement between the
low-frequency CP and SILC Ig–Vg curves corroborates the thought that SILC is
controlled by defect generation in the IL. This degradation is determined to be the
“weak link” or precursor to hard breakdown in time-dependent dielectric breakdown
(TDDB) [47, 48].
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22.6 Summary

Positive bias stress coupled with various characterization techniques such as pulsed
I–V and/or frequency-dependent charge pumping—along with robust analysis and
meticulous data interpretation—has effectively enabled the separation of preex-
isting, fast transient charging and discharging defects from defects generated by
stress. In addition, the ability to distinguish among electrically active bulk high-k
traps and interfacial layer traps has also been demonstrated. In addition, a brief
synopsis for the reduction of excessive ΔVt in intrinsic HfO2 was provided. Physical
thickness scaling and Si or Zr incorporation are ways to minimize the fast trapping
component of PBTI. The above results present the examples of the application of
novel characterization approaches to effectively evaluate the properties high-k gate
stack devices.
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Chapter 23
Characterization of Individual Traps
in High-κ Oxides

M. Toledano-Luque and B. Kaczer

Abstract As the result of the vertical scaling of the CMOS technology, high-κ
materials were introduced in the gate stack in order to reduce leakage current while
keeping electrostatic control over the channel. Despite the high level of the bulk
defects of these materials, only a handful of defects are present in the gate oxide
due to the reduced lateral dimensions of the current CMOS technology. However,
the relative impact of these traps on the device characteristics increases. In Chap. 17,
it has been demonstrated for the conventional SiO2/poly-Si stack that the properties
of each Si/SiO2 defect, such as its capture and emission times and its impact,
are voltage and/or temperature dependent and widely distributed. In this chapter,
we show that identical properties are followed by high-κ-based dielectrics. The
stochastical nature of the behavior of the dielectric traps results in each of the nom-
inally identical nm-scaled devices behaving very differently during operation and,
therefore, increasing time-dependent variability (heteroskedasticity). Consequently,
the lifetime of nm-sized high-κ devices cannot be predicted individually, but can be
only described in terms of time (or workload)-dependent distributions.

23.1 Introduction

As the vertical scaling of the conventional poly-Si/SiO2/Si field effect transistors
(MOSFET) reached the nanometric scale, the high electric field over the gate
oxide resulted in an intolerable gate leakage current. At that point, industry
opted for replacing the conventional SiO2/poly-Si structure with high-κ/metal gate
stacks that tolerate physically thicker oxide while keeping or even increasing the
oxide capacitance. Once the leakage current issue was circumvented, the so-called
bias temperature instability (BTI) is becoming one of the most critical factors,
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complicating the qualification of the future technology nodes [1–3]. Furthermore,
the number of stochastically behaving gate oxide defects in each device decreases
to a numerable level due to the lateral downscaling, while their relative impact on
the device characteristics increases. For all these reasons, BTI lifetime cannot be
described any longer by a unique average number, and BTI lifetime distribution has
to be taken into consideration. As a consequence, even in the case of the average
BTI lifetime meeting the ITRS [4] specifications, a fraction of nanoscaled devices
will fail at low overdrives. In this chapter, the necessary physical understanding
to predict the BTI lifetime distributions is developed for high-κ-based nFETs and
pFETs.

We start by briefly reviewing the elementary definitions and experimental
observations of BTI in large area and in nm-scaled high-κ devices. Specifically, in
this chapter, stacks formed by 0.8 nm-SiO2/1.8-nm-HfSiO/5 nm-TiN were studied
and compared to SiO(N)/poly-Si FETs. As in the case of SiO2 based devices,
the continuous BTI relaxation curves observed on large area devices after bias
temperature stress becomes quantized and giant discrete threshold voltage VTH

shifts are observed on nanoscaled high-κ devices [5]. Consequently, the properties
of high-κ defects such as characteristic emission and capture times and VTH impact
can be directly extracted from BTI relaxation measurements in deeply scaled
devices following identical methodology that was presented in Chap. 4 focused
on SiO2 devices [6]. Finally, we show how the understanding of gate oxide defect
properties can be used to explain time dependent BTI variability in deeply scaled
high-κ-based technologies.

23.2 Bias Temperature Instability BTI in Large
and in Nanometer-Scaled High-κ Devices

During CMOS circuit operation, the devices typically undergo electrical stress
at elevated temperature resulting in a shift of the device parameters such as its
threshold voltage, channel mobility, transconductance, and subthreshold slope,
instigating a decrease of the FET’s drive current. Since these instabilities are
strongly accelerated by temperature T and gate bias VG, they are known by the
acronym BTI (Bias Temperature Instability). These phenomena are mainly the
consequence of charging of defects in the gate oxide and at its interface [7]. BTI in
n-channel FET devices, which are typically biased at positive VG in CMOS circuits,
is referred to as positive BTI (PBTI), while negative BTI (NBTI) takes place in
p-channel FETs.

Figure 23.1a illustrates the typical gradual shift of pFET threshold voltage ΔVTH

during accelerated stress at elevated temperature [8]. Data are typically measured at
several VGs to obtain the maximum circuit operating voltage VDD that the devices
could withstand for 10 years, while the |ΔVTH| is below a given value (typically 30
or 50 mV).

http://dx.doi.org/10.1007/978-1-4614-7909-3_4
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Fig. 23.1 (a) Threshold voltage shift ΔVTH is observed during negative gate bias stress and high
temperature (125 ◦C) in a W × L= 10× 0.5 μm2 pFET formed by 0.8 nm-SiO2/1.8-nm-HfSiO.
(b) When the stress bias is removed, a recovery of the effect is observed

However, this extrapolation procedure is problematic due to the immediate ΔVTH

recovery after the stress bias is removed [5, 7], as illustrated in Fig. 23.1b. As
we will discuss henceforth, this recovery or relaxation typically proceeds on many
time scales, causing difficulties to extrapolate to both shorter and longer relaxation
times and therefore to obtain the permanent degradation component [7, 9, 10]. This
ΔVTH relaxation is thus a crucial problem for BTI measurements, interpretation,
and extrapolation. Understanding the recoverable component has been crucial to
unraveling the BTI mechanism and has been greatly facilitated by means of the
thorough study of deeply scaled devices.

Figure 23.2 displays the relaxation traces after a BTI stress obtained on 90×
35 nm2 pFETs. Each trace reveals the combined response of multiple defects and
every discrete drop is due to a single-carrier discharge event [5, 7]. The average
relaxation resembles the curve taken on a large area device under equal stress
condition, indicating that identically behaving traps are responsible for BTI in both
small and large area high-κ FETs [8, 11].

The figure illustrates the wide variation in the behavior of individual nanoscale
devices. We will show hereafter that this variation can be described analytically
[12] by means of two parameters: the mean total ΔVTH and the mean impact on
VTH per trap η , i.e., 〈totalΔVTH〉=η ×NT , with NT as the mean number of active
traps channel percolation effects in small devices [13–15] as explained in the next
sections.

23.3 BTI Nonsteady State Case of Random Telegraph Noise

From the quantized recovery behavior observed in nanoscaled FETs, it is straight-
forward to understand the recoverable component of BTI as the dynamic nonsteady
state case of random telegraph noise (RTN) [15, 16]. As in the case of ID-RTN,
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Fig. 23.2 Bias temperature instability (BTI) relaxation transients obtained on W × Leff = 90×
35 nm2 0.8 nm-SiO2/1.8 nm-HfSiO pFETs. Steps due to single-carrier discharge events are evident.
The large dispersion is due to the stochastic distributions of the number of active traps after BTI
stress and the impact of each trap. Note that the average relaxation resembles the curve taken on a
large area device

the large quantized ΔVTHs observed in Fig. 23.2 are explained by the nonuniform
potential at the Si/SiO2 interface caused by the random distributions of dopants
in the channel and charged traps in the dielectric. The potential fluctuations
produce variations of the inversion charge density and, consequently, preferential
conduction paths from the source to the drain. The charging and discharging of
single oxide traps over critical positions of the conduction paths can produce
significant fluctuations of the drain current [13, 15]. The change of drain current
can be in turn transformed into a VTH shift, ΔVTH , when taking the ID–VG curve of
the fresh device as a reference [16, 17].

In the case of RTN, the emission and capture times are of the same order
of magnitude causing random switching of the drain current at fixed VG. In the
case of BTI, the capture of charge is forced at high gate voltage (VSTRESS) and
the emission at low voltage (VRELAX). This allows studying states with dissimilar
emission and capture times, reducing the prohibitive acquisition time of standard
RTN experiments.

In this chapter, we present two approaches for the study of the discretized
relaxation curves obtained on nm-scaled HfSiO-based devices: (1) repeatedly
performing the same experiment on a single device or (2) conducting one single
experiment on many devices.

From the former approach, the technique named time-dependent defect spec-
troscopy (TDDS) [6] presented in Chap. 4 allows the study of the kinetic properties
of single high-κ defects as a function of stress/recovery bias conditions and
temperature [4, 18–21]. These studies have revealed interesting facts about the
charge trapping component that we summarize in the next section.

From the latter approach, we demonstrate the methodology to predict the ΔVTH

distributions after BTI stress through a detailed understanding of the atomistic

http://dx.doi.org/10.1007/978-1-4614-7909-3_4
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impact of individual traps [12, 16, 22]. This approach has proven to be useful
for reliability engineers [22] and circuit designers to predict time-dependent BTI
variability [23] as shown in Chaps. 7 and 30.

23.4 Properties of Individual High-κ Traps: Impact
of Single Charged Traps on the VTH, Emission,
and Capture Times

In this section, we first present a statistical comparison of the discrete threshold
voltage shifts caused by charged traps in a larger number of SiO(N) FETs and,
technologically more relevant, SiO2/HfSiO devices after negative and positive bias
stress. For pFETs, similar distributions are measured for SiO2 and high-κ-based
devices, reinforcing the idea that NBTI is mostly related to traps close to the oxide
interface and the semiconductor. On the other hand, for nFETs, traps placed in the
high-κmaterial play an important role [24, 25]. It is shown that even though the trap
density in HfSiO is larger than in SiO2, high-κ traps have a reduced impact on the
total threshold voltage shift due to their larger separation from the channel. Next,
a set of individual traps in a single SiO2/HfSiO nFET is analyzed by the TDDS
technique. Similarly to the SiO(N) traps, the emission and capture times of high-κ
traps show strong thermal and bias dependences.

23.4.1 Statistical Comparison of Impact of Single Traps
in SiO(N) and SiO2/HfSiO FETs on VTH

Figure 23.3 shows the typical relaxation transients obtained on (a) 2.1 nm EOT
SiO(N) and (b) 1.4 nm EOT SiO2/HfSiO 35× 90 nm2 nFETs after applying a gate

Fig. 23.3 Typical relaxation transients obtained in (a) SiO(N) and (b) SiO2/HfSiO stacks with
W ×Leff = 90× 35 nm2. Larger noise due to the higher trap density in the high-κ dielectric is
observed in the HfSiO nFETs with respect to the “clean” SiO(N) traces

http://dx.doi.org/10.1007/978-1-4614-7909-3_7
http://dx.doi.org/10.1007/978-1-4614-7909-3_30
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Fig. 23.4 Complementary cumulative distribution functions (CCDF) normalized to the number of
devices of VTH step heights larger than 1.5 mV for (a) 244 SiO(N) and (b) 122 SiO2/HfSiO nFETs.
Note that the number of traps (interceptions of fits with y-axes) is larger for SiO2/HfSiO stacks
than for SiO(N) devices. Complementary CDF for SiO(N) follows an exponential distribution
with average value η = 5.4 mV. For the SiO2/HfSiO stacks, the data can be fitted to a bimodal
exponential distribution with η1 = 3.7 mV and η2 = 0.85 mV. The number of steps per device NT2

is ten times larger than NT1

oxide electric field of 13 MV/cm for 240 ms. In both cases, the VTH transients show
a discrete behavior due to electron emission from individual traps [6, 13, 18]. As
opposed to the “clean” VTH relaxation traces obtained in SiO(N) nFETs, the high-κ
stacks present a higher level of noise.

When the VTH step heights are displayed in a complementary cumulative plot
normalized to the number of traces (see Fig. 23.4), it is observed that the number
of steps, i.e., traps, after identical stress conditions (the electric field and time) is
larger for the HfSiO stacks than for the SiO(N) stacks. Indeed a significant number
of SiO(N) devices did not show any step (not displayed in the graph).

The step heights for SiO(N) shown in Fig. 23.4 follow an exponential distribution
[12]. The inverse of the slope of the distribution provides the average value η and
the intercept of the fit with the y-axis the average of active traps NT after stress when
all the traces show a full recovery. For the case of SiON, Fig. 23.4a, the calculated
average value is η of 5.4 mV and the trap density NT is 0.19 trap/device.

For the high-κ nFETs, a clearly bimodal distribution can be observed in
Fig. 23.4b. Each mode can be fitted by means of the maximum likelihood method
using two exponential distributions with η1 = 3.7 mV and NT1 = 0.3 trap/device
and η2 = 0.85 mV and NT2 = 2.6 trap/device, respectively. Distribution 1 (η1) is
similar to SiO(N), both in η and in magnitude NT . Therefore, we can argue that this
mode is due to defects in the SiO2 layer and η1 =η IL from now on. Since the η
value is related to the centroid (x0 distance from the gate) of the trapped electrons
in the dielectric [4, 10], i.e., η ∝ x0, the higher value of η for the SiO(N) stacks
is due to larger EOT. On the other hand, the low η value obtained for distribution
2 corresponds to the defects in the high-κ dielectric (η2 =ηHK). Also it is worth
noting that the number of steps per device NT2 is ten times (!) larger than NT1.
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Fig. 23.5 Complementary cumulative distribution functions normalized to the number of devices
of the single hole-discharged ΔVTH for (a) SiO(N) and (b) HfSiO pFETs with similar EOT
(∼1.4 nm). Average step height 〈ΔVTH〉= η is 3.6 mV for SiON devices and 3.4 mV for high-
κ/metal gate pFETs

This indicates a higher density of traps in the high-κ dielectric with respect to SiO2.
However, the impact on the total VTH is reduced since η2 is significantly lower.
Therefore, the large density of high-κ traps with a small impact on the VTH explains
the larger noise level observed in the high-κ stack (Fig. 23.3b).

In the case of pFETs (Fig. 23.5), a monomodal distribution of the single hole
discharged ΔVTH is measured after the NBTI relaxation curves for SiO(N) and
HfSiO with similar EOT. Note that a single charged defect can cause up to tens
of mV of ΔVTH , for both cases with an average value η of 3.6 mV and 3.4 mV
for SiON and HfSiO devices, respectively. These values are much larger than the
value predicted by the simple charge sheet approximation η0 ∼Cox/q∼ 1.7 mV
(η /η0 ≈ 2.0 in these cases). This is due to the amplifying effect of the random
dopants in the FET channel as discussed in Sect. 3. The comparable η and NT

values obtained for both distributions strengthen the extended assumption that traps
close to the Si/SiO2 interface are mostly responsible of NBTI degradation [24].

23.4.2 Kinetics of Individual Traps in a Single
SiO2/HfSiOnFET

Figure 23.6 shows three typical relaxation curves taken on a single SiO2/HfSiOn
FET. Under the conditions of the experiment, the selected device has four active
traps with VTH step heights lower than 4 mV. From the bimodal distribution shown
in Fig. 23.4b, the probability of observing a high-κ trap with a VTH step height of
2 mV or lower is significantly larger than for SiO2 traps. This suggests that there
is a high probability that the traps observed in Fig. 23.6 are located in the high-κ
material.
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Fig. 23.6 Three typical ΔVTH transients after applied VSTRESS = 1.8 V (EOX = 7 MV/cm) for
189 ms at 25 ◦C to a single high-κ device. Up to four traps were active under the conditions
of the experiment in this device. Note that their step heights are lower than 4 mV. Based on the
bimodal distribution of Fig. 23.4b, we argue that the majority of these traps are in the high-κ layer

As in the case of SiO(N) devices [6], every high-κ trap has its characteristic
emission time and VTH shift, which form the “fingerprint” of the defect (see
Fig. 23.7). However, the extracted clusters are not as compact as those observed
in SiO(N) due to the higher level of noise present in the high-κ stack. Note that
all four clusters in Fig. 23.7a shift to shorter emission times by about 1 order of
the magnitude with an increasing temperature of only 25 ◦C (Fig. 23.7b). Trap #1
shifts out of the experimental window, while interestingly a new trap #5 that causes
a negative VTH shift appears. In the next paragraphs, we will analyze the emission
and capture times of the trap #3 and the trap #5 as a function of stress time, stress
voltage, and temperature.

Figure 23.8a shows the histogram of the emission times te of the trap #3 for two
tSTRESS values. As expected for Markov processes [6, 18, 33], the emission times can
be fitted to an exponential distribution in order to obtain the average characteristic
emission time τe. Similarly to SiO(N) [6], the emission time τe is independent of the
stress time. Figure 23.8b displays the Arrhenius plot of the characteristic emission
time τe. It presents a strong thermal activation with EACT = 0.48 eV.

Figure 23.9 shows that the intensity of the cluster, probability of occupancy PC,
after stress, associated with trap #3 increases with stress time up to the saturation
level determined by the characteristic emission (τe) and capture (τc) times at
VSTRESS as expected from the equation of Fig. 23.9a [19, 23]. These characteristic
times are strongly temperature (Fig. 23.9a) and voltage (Fig. 23.9b) dependent. The
reduction of the occupancy with temperature is related to a higher activation energy
of τe with respect to τc. The PC increase with VSTRESS is due to the decrease of τc

with increasing VSTRESS as (23.1).

Pc =
τe

τc + τe
exp

[
−
(

1
τe

+
1
τc

)
tstress

]
(23.1)
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of a single SiO2/HfSiO stack
at two temperatures extracted
from 40 recovery traces under
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appear indicating the
presence of four active traps
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shifts out of the experimental
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As we already pointed out, in Fig. 23.7b, a new trap (trap #5) that causes an
unexpected negative VTH shift appears in the TDDS spectrum at high temperature.
We hypothesize that this effect is due to electron discharge from the dielectric
to the gate during stress [26]. Therefore, electron emission takes place during
stress condition and electron capture occurs during relaxation. As we will see in
the following, this trap follows analogous kinetics as the other four traps (#1–4).
Figure 23.10a shows the intensity of cluster #5 as a function of the stress time
for different temperatures. The emission probability increases with tSTRESS and can
be described by the equation given in Fig. 23.9 after exchanging the capture and
emission times, τc and τe, respectively. Again, this process is clearly thermally
activated as shown in Fig. 23.10b. In the inset of Fig. 23.10b, the histogram of the
capture times shows that the capture process can also be described by an exponential
distribution. The activation energy obtained from the fit of the data to an Arrhenius
law is 0.8 eV. The activation energies found in this study are close to the values
obtained in SiO(N) pFETs after negative stress [6] and those of SiO(N) nFETs after
positive stress [21].
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Fig. 23.8 (a) Histogram and (b) Arrhenius plot of the emission times te under the condition
of Fig. 23.4. The histogram when plotted on the logarithmic scale matches with the theoretical
expression shown in the inset [11]. Note that the emission times are independent of the stress
time (a) but strongly dependent on temperature (b). This strong thermal dependence cannot be
explained by a pure elastic tunneling process; therefore, non-radiative multiphonon processes have
to be taken into account [18, 33]

Fig. 23.9 (Symbols) Trap occupancy probability PC of trap #3 vs. tSTRESS for different (a) tempera-
tures and (b) VSTRESS. PC increases with tSTRESS up to a saturation level dictated by the characteristic
τe and τc times. These times depend strongly on temperature and VSTRESS. (Lines) Fit to the data
according to the equation shown in the inset [19, 23]

We therefore conclude for all these cases that both emission and capture in both
electron and hole gate oxide traps are without any doubt thermally activated pro-
cesses. This experimental fact is incompatible with direct elastic tunneling theories
widely used in different oxide trap characterization techniques and calculations.
Consequently, a new model that takes into account this thermal dependence has
to be considered. The most consistent explanation is provided by non-radiative
multiphonon (NMP) theory [27] which has recently been applied to BTI data [18].
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Fig. 23.10 (a) Emission probability PE of trap #5 vs. tSTRESS for different temperatures. Emission
increases with stress time and temperature. (Lines) Fit to the data according to the equation shown
in the inset of Fig. 23.9a after exchanging τe and τc times. (b) Arrhenius plot of the electron capture
time during relaxation. Inset shows that this process follows identical statistics as the emission
times in Fig. 23.8

23.5 BTI Variability in Nanoscaled High-κ Devices

In large devices the random properties of many defects average out resulting
in a well-defined lifetime as we showed in Sect. 2. However, in deeply scaled
devices, the stochastic nature of a handful of defects becomes apparent. For this
reason, the application of identical workload in such nanoscaled devices results
in distributions of the parameter shifts [16, 28]. Therefore, the well-defined bias
temperature instability (BTI) lifetime of large devices becomes widely distributed
[12, 22, 29]. The atomistic understanding of the properties of individual defects and
the demonstrated link between random telegraph noise and BTI presented in the
previous section helped us to explain the large BTI variability during relaxation [16,
22, 30].

In the representative set of quantized NBTI relaxation transients presented in
Fig. 23.2, the total ΔVTH (ΔVTH at given tRELAX) strongly varies from device to
device. Note that the total ΔVTH ranges from a few mV up to 40 mV among
devices under identical stress conditions. Figure 23.11 shows the complementary
cumulative distribution (CCDF= 1−CDF) of the individual step heights ΔVTH

normalized to the number of tested devices. Step heights follow an exponential
distribution with an average step height 〈ΔVTH〉=η equal to 3.4 mV, independent
of stress conditions. The number of detected steps increases with stress time and
stress voltage (Fig. 23.11).

The average number of traps per device NT can be obtained from a maximum
likelihood fit of the data with (23.5) in Table 23.1. Figure 23.12 shows that NT

follows a power-law voltage dependence and can be fitted with both power law and
logarithmic time dependences.
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Fig. 23.11 Complementary cumulative distributions (CCDF= 1−CDF) of step heights due to
single oxide defects normalized to the number of tested pFETs after NBTI follow an exponential
distribution ((23.5) in Table 23.1) with the average step height η . NT values can be read from the
intersection of the fit with the y-axis

As Fig. 23.13 shows, the number of steps causing ΔVTH larger than 1.5 mV
obtained from the relaxation curves following different stress times can be described
by a Poisson distribution (23.8 in Table 23.1). The average value increases with
increasing stress time and stress voltage as already emphasized by Fig. 23.12.

Figure 23.14 gives the total ΔVTH for pFETs for different (a) tSTRESS and (b)
VSTRESS. The total ΔVTH distributions Hη ,NT (ΔVTH) (23.9) [12, 31], a combination
of exponential discrete ΔVTH step distributions and the Poisson distributions with
average NT , are traced in Fig. 23.15 for η = 3.4 mV and different values of NT .
Note that the lines in Fig. 23.14 follow the experimental total ΔVTH data, and the NT

values given by 23.9 excellently match those obtained independently in Fig. 23.11
(see symbols *, †, ‡, §, #), thus confirming the description derived in Table 23.1.

A 10-year lifetime CDF prediction of the total ΔVTH is obtained by combining
(23.9) with the NT dependences on tSTRESS and VSTRESS. Figure 23.15 shows the
predicted lifetimes for different conditions. We can conclude the following:

– For a fixed failure criteria of ΔVTH = 30, 50, and 100 mV at tSTRESS = 10 years,
Fig. 23.15a allows one to readily read off the fraction of devices expected to
exceed a given failure criterion.

– As already alluded to in Sect. 2, the predicted ΔVTH distribution gets steeper
(“tighter”) with increasing device area A (Fig. 23.15b). Since the average total
ΔVTH is given by NT ×η and NT ∝ A, the median total 〈ΔVTH〉 is independent
of A if η ∝ 1/A [32]. Therefore, Probit (Hη ,N)= 0 determines the maximum
overdrive for large, i.e., deterministic devices (vertical line in Fig. 23.15b). In
contrast to that a considerable fraction of deeply scaled devices will exceed
failure criteria even at low overdrives (see, e.g., circles in Fig. 23.15b).
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Fig. 23.12 The number of active traps per device NT obtained from the fit of the CCDFs shown
in Fig. 23.11 with (23.5) in Table 23.1 (intercept of CCDF with ΔVTH = 0). Note that NT

increases with stress time and voltage. Data can be fitted with both a power-law (NT = 0.83×
tstress

0.094 × (Vstress −VTH)2.53) and logarithmic time (NT = 0.19× log(tstress/2.63× 10−5)×
(Vstress −VTH)2.53) dependences [22]

Fig. 23.13 Histogram of the number of steps per device detected (ΔVTH > 1.5 mV) from the
relaxation curves for 30 pFETs following different stress times. Steps per device n are Poisson
distributed (23.8). The average value N increases with increasing stress time

– Figure 23.15c shows that a reduction of the trap density NT stretches out the
overdrive (horizontal) axis, but the maximum fraction of working devices does
not improve significantly at low overdrives.

– On the other hand, a reduction of the η value shifts the lifetime prediction
vertically, boosting the number of working devices to high percentages over the
whole overdrive range. The largest gains in reliability can thus be achieved by
moving to technologies with reduced dopant concentration NA in the channel;
see (23.2) of Table 23.1 [3, 14, 22].



23 Characterization of Individual Traps in High-κ Oxides 611

Fig. 23.14 (Symbols) Cumulative distributions of the total ΔVTH normalized to η = 3.4 mV for
30 pFETs after stress (a) at different voltages and (b) for different times shown in Weibull plots.
(Lines) Total ΔVTH CDFs for different NT values from (23.9) match excellently the experimental
data

Fig. 23.15 Predicted 10-year-lifetime cumulative distributions of the total pFET ΔVTH at
tRELAX ∼ 1 ms. For different failure criteria (a), a slightly more optimistic prediction is given by
a logarithmic time dependent law. For different device areas (b), it is observed that the median
total ΔVTH is independent of area. A significant fraction of deeply scaled devices exceeds failure
criteria at lower overdrives. For different trap densities (c), CDF stretches out. For different η
values (d), a significant boost of the fraction of working devices is obtained



612 M. Toledano-Luque and B. Kaczer

Fig. 23.16 (Symbols) CCDF of step heights normalized to the number of tested nFETs after
positive stress. Data can be fitted with a bimodal distribution with η IL = 3.7 mV and ηHK = 0.9 mV.
Note that η IL is similar to the η value obtained in pFETs

Fig. 23.17 Predicted 10-year
lifetime CDF of the total
nFET ΔVTH indicates that
PBTI is a less severe issue
than NBTI (see Fig. 23.7a) in
deeply scaled devices

An analogous analysis was performed on nFETs after positive gate bias stress.
Figure 23.16 shows the CCDF for the step heights obtained from 60 nFETs.
As already analyzed in Sect. 4.1 of this chapter, the CCDF follows a bimodal
distribution with η IL = 3.7 mV and ηHK = 0.85 mV. As shown in (23.2), the η
value is related to the charge centroid 〈x〉: distance of the trapped charges in the
dielectric from the gate [14, 18]. The lower value of ηHK corresponds to the defects
in the high-κ dielectric. The trap density for ηHK is significantly higher, but it has
a reduced impact on the total ΔVTH shift due to the lower ηHK value. Note that η IL

value is close to the η value obtained from pFETs (Fig. 23.11), suggesting that it
is related to border traps, however, its trap density is ten times lower w.r.t. pFETs
under the same stress conditions. The ΔVTH predictions for pFETs and nFETs (cf.
Figs. 23.15a and 23.17) confirm that PBTI is a less severe issue than NBTI in deeply
scaled devices.

From this study it is evident that a significant fraction of nm-scaled FETs will fail
even at low overdrives assuming the classical failure criterion of maximum ΔVTH .
This conclusion was anticipated in the introduction, and it is obvious considering
the link between RTN and BTI, since RTN is a phenomenon that causes giant
VTH oscillation in weak inversion, i.e., low overdrives. In future technological
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nodes, circuit design will become statistical (non deterministic). For this reason,
the development of a circuit simulator that accounts for heteroskedasticity is
compulsory to design reliable circuit with unreliable components [23].

23.6 Conclusions

In this chapter, we have summarized some recent insights into BTI achieved from
the comprehensive study of deeply scaled devices. Among the most relevant, it is
the close link between RTN and the recoverable component of BTI, indicating that
identically behaving traps are responsible for both effects. Useful information about
the kinetic properties of individual traps has been straightforwardly extracted from
the recently developed TDDS technique. These insights helped to understand the
charge exchange mechanisms between silicon substrate and gate oxide traps. Based
on detailed understanding of the behavior and statistics of individual defects, we
have demonstrated a new methodology to predict the BTI lifetime distributions of
deeply scaled high-κ-based nFETs and pFETs.
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Chapter 24
NBTI in (Si)Ge Channel Devices

Jacopo Franco and Ben Kaczer

Abstract This chapter focuses on the negative bias temperature instability (NBTI)
of the novel Ge-based high-mobility channel pMOS technology, with Si passivation
scheme and SiO2/HfO2 dielectric stack. We observe that this technology offers
a remarkable reliability improvement. In particular, a significantly reduced NBTI
is obtained by optimizing the gate stack with a high Ge fraction in the channel,
a sufficiently thick channel quantum well, and a Si passivation layer of reduced
thickness. By means of such optimization, sufficiently reliable ultrathin EOT SiGe
pMOSFETs with a 10-year lifetime at operating conditions are demonstrated in both
gate-first and gate-last process flows. Furthermore, the reliability improvement is
observed to be process independent and architecture independent, proving to be an
intrinsic property of the studied MOS system consisting of a Ge-based channel and
a SiO2/HfO2 dielectric stack.

We ascribe this superior reliability chiefly to a reduced interaction between chan-
nel inversion holes and dielectric defects, thanks to a favorable energy alignment of
the Fermi level in the (Si)Ge channel. This beneficial effect considerably alleviates
also the time-dependent variability which arises as devices scale toward atomistic
dimensions.

The extensive experimental results here reviewed strongly support (Si)Ge tech-
nology as a clear front-runner for future CMOS technology nodes, offering a
solution to the reliability issues for ultrathin EOT nanoscale pMOS devices.

24.1 Introduction

Negative bias temperature instability (NBTI) is considered as the most severe
reliability issue for scaled CMOS technologies [1]. The quasi-constant supply
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voltage scaling proposed by the International Technology Road Map [2] for the
recent technology nodes enhances NBTI due to the ever increasing interfacial
oxide electric field (Eox). As a consequence, although several groups have already
demonstrated well-behaving CMOS devices with aggressively scaled EOT down to
0.5 nm [3, 4], a 10-year lifetime cannot be guaranteed for the expected operating
voltages [5, 6]. Hence, the device reliability is becoming an impending showstopper
for further scaling.

Meanwhile, the use of high-mobility materials such as SiGe or pure Ge for p-type
channels and III-V compounds for n-type channel is being considered for further
enhancement of the CMOS performance [7–10]. The main benefits promised by the
Ge-based technology can be briefly summarized as (1) enhanced mobility which can
alleviate the mobility reduction caused by the defective high-k layer coming closer
to the channel due to the scaling of the SiO2 interfacial layer (IL) and (2) pMOS
threshold voltage tuning toward the roadmap target.

In this chapter, we discuss the NBTI reliability of Ge-based quantum well (QW)
pMOSFETs. Already in 2009 we have observed that the incorporation of Ge into
the channel significantly improves the NBTI robustness [11, 12]. Later on we have
observed this reliability improvement to be process independent and architecture
independent and therefore intrinsically related to the incorporation of Ge in the
channel layer.

Here, we review the extensive experimental results collected over the recent
years, and we discuss the physical model we have proposed to understand the
superior NBTI reliability of this technology. It is made clear how incorporation of
Ge into the pMOSFET channel opens a new degree of freedom for optimizing the
NBTI reliability of ultrathin EOT devices. In particular, a reliability-oriented gate-
stack optimization with a high Ge fraction, a thick QW, and a thin Si passivation
layer is shown to boost the allowed gate voltage overdrive for 10 years operation
above the expected operating VDD for devices with ultrathin EOT (down to ∼0.6 nm
EOT) [13].

In the first part of the chapter, we discuss experimental results obtained on large
area (W×L= 10× 1 μm2) test devices, as customary for standard NBTI testing.
On such large area devices, the random properties of the many defects in the gate
oxide (e.g., for a defect density of ∼1011 cm−2, one device contains ∼104 defects)
average out, yielding the same, well-defined, BTI degradation curve on each device
[14, 15]. Conversely, recent works have shown that as the device geometries scale
toward atomistic dimensions, the number of dopant atoms, as well as the number
of dielectric defects in each transistor, is reduced to numerable levels (e.g., for a
defect density of ∼1011 cm−2, a 90× 35 nm2 device would include an average of
only ∼3 defects per device). As an implication, both the fresh device parameters and
the parameter shifts during operation become statistically distributed [14–17, 42].
In other words, both a time-zero (i.e., as-fabricated) variability and a considerable
time-dependent variability (i.e., reduced reliability) arise. As a consequence, the
deterministic “average” lifetime which is normally assessed on large area devices
should be replaced by lifetime distributions [15, 18]. This time-dependent variability
(i.e., nanoscale NBTI reliability) can be studied in terms of statistical measurements
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of the charging and discharging of individual defects [19–21]. We and others have
recently shown that the properties of individual charged-gate oxide defects can be
directly observed and measured by looking at the individual discharge events visible
in NBTI ΔVth relaxation transients recorded on nanoscaled devices [14, 15, 17, 41].
This approach recently led to the introduction of a novel defect characterization
technique, the time-dependent defect spectroscopy (TDDS [22]).

For these reasons, in the second part of the chapter we focus on the NBTI of
nanoscale SiGe pFETs and compare with the results obtained on large area devices.
The use of a SiGe channel is shown to offer a considerable reliability improvement
also for deeply scaled devices, which is expected to significantly alleviate the time-
dependent variability issue.

The extensive experimental results collected on a variety of processed wafers and
reviewed here strongly support SiGe channel technology as a promising candidate
for future CMOS technology nodes, offering a significant relief to the reliability
issue for ultrathin EOT nanoscale pMOS devices.

24.2 Device and Experimental Methodology

The experiments here discussed were performed on SiGe channel pFETs fabricated
at imec on 300 mm Si wafers. A sketch of the device gate stack and its band diagram
in inversion are depicted in Fig. 24.1. The channel consists of an epitaxially grown
compressively strained thin Si1−xGex layer, with thickness varying between 3 and
7 nm. Ge fractions up to x= 0.55 were used. Pure Ge (i.e., x= 1) unstrained channel
devices were also used.

On top of the (Si)Ge layer, a thin undoped Si cap was grown epitaxially. The
physical thicknesses of this thin Si cap varied between 0.65 and 2 nm, as estimated
from capacitance–voltage (C–V) curves and TEM pictures of the final device.

TiN

HfO2

SiO2 IL

Si cap (relaxed)
SiGe (strained)
Si 

EΔ v

tSicap

Si   SiGe Si SiO2 HfO2 TiN

tQW

a
b

Fig. 24.1 (a) Gate-stack sketch of the (Si)Ge devices used in this work. (b) Band diagram in
inversion. Channel holes are confined into the (Si)Ge quantum well due to the valence band offset
(ΔEv) between the channel and the Si cap. The Si cap thickness (tSicap) therefore contributes to the
Tinv of the gate stack
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Fig. 24.2 (a) SiGe channel device process flow schematic. With respect to a standard Si flow, two
epitaxy steps are introduced for the (Si)Ge channel and the Si cap growths. (b) TEM picture of the
(Si)Ge channel device gate stack [8]
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Fig. 24.3 Full C–V curve
(i.e., “gate to all”) measured
on a pure Ge channel device.
Due to the band alignment of
the (Si)Ge channel toward the
Si cap, the latter acts as an
additional displacement for
inversion holes only, i.e., an
asymmetry between inversion
and accumulation oxide
capacitance is observed [11]

Gate-stack fabrication started with a wet chemical oxidation (imec clean [23])
of the Si cap. On top of this SiO2 interfacial layer (IL), ∼1.8 nm of HfO2 was
deposited using an atomic layer deposition (ALD). Finally, a PVD TiN metal gate
was deposited. The metal gate thickness controlled the final IL thickness by means
of the oxygen-scavenging technique, as discussed in [3]. A schematic of the process
flow is depicted in Fig. 24.2 together with a representative TEM picture of the final
devices. With respect to a standard Si device process flow, only the two epitaxy
steps for the growth of the thin (Si)Ge channel layer and Si cap were added [24].
For comparison purposes, standard Si channel devices with an identical gate stack
were also used.

Due to the valence band offset between the (Si)Ge layer and the Si cap (see
Fig. 24.1b), inversion channel holes are confined in the (Si)Ge layer, which
therefore acts as a quantum well. This causes the Si cap thickness to lower the
inversion capacitance as compared to the accumulation capacitance, as documented
by Fig. 24.3. For a fair benchmarking of these devices, it is therefore necessary
to consider the capacitance-equivalent thickness in inversion (Tinv, evaluated at
VG =Vth − 0.66 V) which includes the contribution of the Si caps of varying
thicknesses.
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Fig. 24.4 Split-CV mobility
curves for SiGe devices with
EOT= 0.85 nm compared to
the universal Si hole mobility.
A significant mobility boost
is observed even at such
scaled EOT [8]

The effective mobility enhancement factor of SiGe devices with respect to Si
control (Fig. 24.4) ranged between 1.5× and 2.4×, depending on the process
parameters [7, 8]. Three major process parameters of the (Si)Ge pMOSFETs, i.e.,
the Ge fraction, the quantum well thickness, and the Si cap thickness, were varied
separately in order to assess their individual impact on the device reliability.

NBTI stress experiments were performed using the extended measure-stress-
measure technique [25]. The devices were stressed at T = 125◦C with several gate
overdrives, while the sensing bias was VG =Vth0. To minimize NBTI relaxation
effects for the device lifetime predictions, ΔVth was evaluated at trelax = 1 ms, i.e.,
the minimum delay of the used setup (Keithley 2602 Fast Source Meter Units).
This delay was fixed in the experiments to allow cross-comparison. For each gate
voltage, the stress time needed to reach a failure criterion, assumed at 30 mV
threshold voltage shift, was extracted (i.e., the time to failure). The maximum
operating overdrive for a 10-year lifetime (Vop, i.e., the maximum |VG −Vth0|) was
then extrapolated by fitting a power law to the time-to-failure vs. gate overdrive
dataset (see, e.g., Fig. 24.5).

24.3 (Si)Ge Gate-Stack Optimization for Reliability

In this section we review the impact of the three main gate-stack parameters on the
NBTI reliability, namely, the Ge fraction in the channel, the quantum well thickness,
and the Si cap thickness. In this preliminary set of experiments, the EOT was not
aggressively scaled (EOT∼ 1.2 nm). For comparison purposes, a set of standard
Si channel devices with an identical high-k/metal gate stack was also used as a
reference.

As shown in Fig. 24.5a, the introduction of Ge in the channel significantly
improved the NBTI reliability. The extrapolated maximum operating overdrive
voltage for 10-year lifetime (maximum |VG −Vth0| ≡Vop) increased from 0.46 V
for the Si reference up to 0.8 V for 45% Ge fraction device with a SiGe layer
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Fig. 24.5 Extrapolated lifetimes as a function of the gate overdrive voltage for devices: (a) with
varying Ge content, a higher Ge fraction boosts the NBTI robustness; (b) with varying quantum
well (QW) thickness, a thicker quantum well boosts the NBTI robustness; and (c) with varying Si
cap thickness (0.65–2 nm), a reduced thickness of the Si cap boosts the NBTI robustness while
enabling Tinv reduction

thickness of 7 nm and a Si cap thickness of 1.3 nm. Increasing the Ge fraction
to 55% while fixing the other parameters boosted the operating overdrive voltage
even more, reaching 0.9 V.

Increasing the thickness of the SiGe quantum well resulted in an additional
improvement of the NBTI reliability (Fig. 24.5b): Vop increased from 0.85 V up to
1.01 V when moving from a 3 nm-thick SiGe layer to a 7 nm one. This observation
was made while fixing the Si cap thickness to 1.3 nm on devices with 55% Ge
fraction.

The most significant impact on the NBTI reliability was observed when varying
the Si cap thickness (Fig. 24.5c). Interestingly, a reduced thickness of this layer
clearly improved the NBTI robustness. Naively, one would expect the thinner Si cap
to act as a reduced tunneling barrier for holes, but conversely Vop increased from
0.82 to 1.14 V when the Si cap thickness was decreased from 2 to 0.65 nm. This
counterintuitive observation is crucial for understanding the superior reliability of
SiGe devices, as we will discuss later in this chapter. Moreover, the observation is
particularly relevant since a reduced Si cap thickness, while improving the NBTI
reliability, also reduces the device Tinv (thanks to reduced hole displacement; see
Fig. 24.1b) and therefore enhances the current drive performance.

The estimated Vop values for different Si cap thicknesses are shown in Fig. 24.6
in a benchmark plot vs. the Tinv values and compared with reference data measured
on Si channel high-k/metal gate pMOSFETs. It is clear that reducing the Si cap
thickness yields a significant Vop boost together with a Tinv reduction. Such a Vop

boost for reduced Si cap thickness was observed consistently at several Tinv ranges
obtained by SiO2 IL scaling [3]. This remarkable trend is clearly different from the
data collected on Si channel devices where a Tinv reduction is always associated with
a reliability reduction (see Fig. 24.6 diamonds).
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Fig. 24.7 A high Ge fraction (55%) in a 6.5 nm-thick SiGe quantum well, combined with a Si
cap of reduced thickness (0.8 nm) boost NBTI lifetime to meet the target VDD at ultrathin EOT
in a MIPS process flow (open circles, as compared to solid circle). The optimization was also
implemented in a RMG process flow (open triangles, as compared to solid triangle and square).
The results were reproduced for several thermal budgets

The remarkable impact of the individual SiGe gate-stack parameters discussed
above can be proficiently used to optimize the NBTI robustness and restore
the reliability of ultrathin EOT devices with aggressively scaled IL. Figure 24.7
shows that the beneficial effects of a high Ge fraction, a thick quantum well,
and a Si cap of reduced thickness can be combined to boost the NBTI lifetime
above the ITRS [2] target VDD for ultrathin EOT devices (10-year continuous
operation at |VG −Vth0| ≈ 0.6 V at Tinv ≈ 1 nm, EOT≈ 0.6 nm). This result was
first obtained in a metal inserted poly-Si (MIPS) process flow and reproduced for
several thermal budgets (open circles in Fig. 24.7). Furthermore, the optimization
was also implemented in a replacement metal gate (RMG) process flow: high-k
last SiGe sample with a thick Si cap (square) shows poor NBTI robustness; an IL
reduction by means of O-scavenging in a high-k first process flow further reduces
NBTI robustness as discussed above (solid triangle); however, the SiGe gate-stack
optimization (open triangles) boosts the Vop above the ITRS target. Also for the
RMG process flow, the result was reproduced for several process thermal budgets.
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These process-independent results suggest the reliability improvement to be an
intrinsic property of the Ge-based channel/SiO2/HfO2 MOS system. Moreover, the
improved reliability was observed to be also architecture independent: preliminary
results on novel SiGe wrapped-channel bulk pFinFETs [26] showed improved NBTI
lifetime w.r.t. Si planar ref. when removing the Si cap (Fig. 24.8).

Furthermore, the experiment with varying Si cap thickness was repeated on pure
Ge channel pMOSFETs with 4, 6, and 8 Si monolayers (ML) epi-grown from silane
precursor at 500◦C. A reduced thickness of the Si layer again resulted in a reduced
NBTI at fixed stress conditions (electric field, stress time, stress temperature,
sensing delay): four MLs devices degraded about four times less than eight MLs
devices (Fig. 24.9a). The same trend was also observed for Si caps grown using a
350◦C epi-growth from trisilane precursor: a ∼8× reduction of the degradation was
observed when reducing the Si from nine to three MLs (Fig. 24.9b).
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Independent confirmations of improved NBTI reliability in Ge-based pMOS-
FETs have been reported lately by several other groups [9, 27, 28]. All these
process- and architecture-independent results suggest that the reduced NBTI is an
intrinsic property of the pMOS system consisting of a Ge-based channel and a
SiO2/HfO2 dielectric stack, further emphasizing the use of a (Si)Ge channel as a
promising candidate for future CMOS technology nodes. In the next sections, the
physical mechanisms behind this observed property are discussed, and a model for
the improved NBTI reliability is proposed.

24.4 NBTI Kinetics on (Si)Ge

A reduction of the Si cap thickness on SiGe was shown to yield the most significant
reliability boost. It is then worth discussing this remarkable experimental result in
more detail. Figure 24.10 shows the typical NBTI ΔVth evolution vs. the stress time
for the Si ref. and the SiGe devices with different Si cap thickness. As one can see,
the SiGe devices show a significantly reduced ΔVth, especially for the samples with
reduced Si cap thickness. The NBTI ΔVth evolution is often described as a power
law of the stress time:

ΔVth = Atn
stress. (24.1)

The power-law pre-factor A is dependent on the stress bias, while the apparent
exponent n is typically reported to be in the range of 0.1–0.25 [1], depending on
the relaxation allowed by the measurement delay [25]. Figure 24.11 documents
the extracted power-law pre-factors for all the devices here considered. A dramatic
NBTI reduction for the SiGe devices is apparent, in particular for a reduced Si cap
thickness. Moreover, it is evident that the pre-factors show a significantly stronger
Eox acceleration for SiGe with respect to the Si reference device, yielding further
improvement at the lower operating fields.

Figure 24.12 reports NBTI-induced ΔVth at different stress temperatures on a
Si ref. device, SiGe devices with a 2 nm and with a 0.65 nm-thick Si caps. No
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clear difference in the activation energies is observed for the different devices. The
extracted apparent ΔVth-activation energy is ∼60 meV, in the typically reported
range [1].

NBTI degradation is often described as the combination of two different
components [1, 29, 30]: a recoverable component (R) related to hole trapping in
preexisting bulk oxide defects (ΔNot) and a so-called permanent component (P)
typically associated with the creation of new interfaces states (ΔNit). To get a deeper
insight into the measured NBTI trends, the charge pumping (CP) technique [31] was
used to monitor the interface state creation during the NBTI stress. While ΔNit was
monitored by CP, ΔNot was calculated by subtracting the ΔNit contribution from
the total ΔVth measured. Figure 24.13 reports ΔNit and ΔNot evolutions measured
on SiGe devices with two different Si cap thicknesses and on a Si reference device
for fixed stress conditions (Eox = 10 MV/cm, T = 125◦C). The SiGe device with
a thin Si cap shows both reduced R and P, with the reduction in R being of higher
relevance on the total ΔVth, since R contributes most to the degradation at short tstress.
Interestingly, ΔNit follows a power law with stress time with the same exponent
of ∼0.25 for the Si and for SiGe devices with different Si caps, suggesting the
same interface bond breaking process. This conclusion is also supported by the P
component showing the same dependence on the stress electric field for the SiGe
and Si reference devices, as illustrated in Fig. 24.14.
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Fig. 24.13 Total ΔVth split into the so-called permanent (P) ΔVth, assumed to be caused by ΔNit,
and the recoverable (R) ΔVth, assumed to be caused by filling of preexisting oxide traps (Not). ΔNit

measured with charge pumping during NBTI stress were converted to ΔVth Permanent (=ΔNit.q/Cox)
in order to decouple their contribution from the total measured ΔVth. ΔNit follows a power law on
the stress time with the same exponent (∼0.25) on all three samples. However, SiGe devices with
thinner Si cap show both reduced P and R, with the reduction of R having a higher impact on the
total ΔVth
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two different Si cap thicknesses (2 and 1.3 nm). A reduced P component is observed for the SiGe
device with a thinner Si cap, while the similar Eox dependence suggests the same interface bond
breaking process taking place as in the Si device

The above-discussed experimental observations of the NBTI kinetics in opti-
mized SiGe devices with a reduced Si cap thickness as compared to Si reference
devices can be summarized as follows:

1. Reduced overall ΔVth, i.e., lower power-law pre-factor
2. Similar temperature activation (apparent EA ≈ 60 meV)
3. Significantly reduced ΔNit and ΔNot, with the latter reduction being of greater

relevance
4. Similar ΔNit time exponent (∼0.25) and field dependence (∼4.8), suggesting

same interface bond breaking process
5. Stronger Eox acceleration of the overall ΔVth (∼5.8 vs. ∼2.3), to be attributed to

the recoverable charge trapping component
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24.5 Model

As discussed in the previous section, SiGe devices with reduced Si cap thickness
show both reduced P and R NBTI components. In the following subsections, models
for reduced P and R are proposed.

24.5.1 Reduced P (∼ΔNit)

Nit creation during NBTI stress is commonly attributed to de-passivation of
H-passivated Si dangling bonds (Pb0) at the Si/SiO2 interface. Electron spin
resonance spectroscopy (ESR) [32] measured on a Ge substrate with a thick Si cap
revealed a high Pb0 density (∼1× 1012 cm−2), while it could not detect these defects
(<1011 cm−2) for a very thin Si cap (Fig. 24.15). This suggests that the higher Ge
segregation at the Si/SiO2 interface reported for thin Si caps [33] can reduce the Nit

precursor defect density and therefore reduce the creation of interface states (ΔNit)
during NBTI stress.

As a confirmation of this, we observed on pure Ge channel devices that the
NBTI reliability showed a dependence on the growth temperature of the epitaxial
process of the Si passivation layer. In particular, an increased NBTI was observed
in devices with a Si cap grown at 350◦C from trisilane precursor with respect to
the more common 500◦C epi from silane precursor (Fig. 24.16). This experimental
result confirmed that a higher Ge segregation at the interface, caused by a higher
temperature process [34], might reduce the interface state creation during stress
thanks to a lower precursor defect availability.

Fig. 24.15 ESR measurements performed on Ge (100) single crystal p-type substrates, passivated
with epitaxial Si caps subsequently UV oxidized at room T. In the sample with a thick cap, a high
Pb0 density was found (∼1012 cm−2), while these defects could not be detected (<1011 cm−2)
for a very thin and almost completely oxidized Si cap. Data courtesy of Profs. A. Stesmans and
V. Afanas’ev, Dept. of Physics and Astronomy, KU Leuven. Similar results were obtained by the
same group on samples prepared with imec clean oxidation combined with a HfO2 layer
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Fig. 24.16 NBTI-induced threshold voltage shift for pure Ge channel devices with similar Si
cap thickness (∼1 nm) but different epitaxial growth temperature. The higher temperature epi-
process yields reduced NBTI at high equivalent oxide stress field (i.e., possibly in a ΔNit-dominated
degradation regime), possibly owing to a reduced precursor defect density linked to Ge segregation
at the interface

The reduced creation of interface states undoubtedly plays a role in the improved
NBTI reliability of (Si)Ge channel devices (see Fig. 24.13). In particular, since the
P component has a higher time exponent (n∼ 0.25) with respect to R (n∼ 0.05–0.1)
[25], it is expected to dominate at the device end of life—a reduced P component
extends the predicted device lifetime.

However, the reduced P component alone cannot explain the dramatically
reduced overall NBTI degradation in optimized SiGe devices (∼0.01× as compared
to Si reference, see Fig. 24.10) already observed at short stress times, i.e., when R is
unarguably the dominating component. Furthermore, in ultrathin EOT devices with
aggressively scaled SiO2 IL, the enhanced hole trapping in high-k defects increases
the contribution of R to the total degradation [6]. It is therefore crucial to understand
the origin of the reduction in the R component in (Si)Ge devices, as discussed next.

24.5.2 Reduced R (∼ΔNot): A Model for the Superior NBTI
Reliability of (Si)Ge Channel pMOSFETs

We have proposed that the reduction in R is related to a favorable alignment shift
of the Fermi level EF in the SiGe QW with respect to the preexisting bulk oxide
defect energy levels (Fig. 24.17). Larger misalignment yields a reduced interaction
of carriers with oxide traps (Not) since fewer defect levels are energetically favorable
for charging by channel holes.

To model this effect, we assumed the existence of a defect band both in the SiO2

IL and in the high-k layer; we note that interacting defects have to be located in both
the dielectric layers since the same NBTI trends on SiGe with different Si caps were
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in the SiO2 IL and in the HfO2, respectively. The channel Fermi level determines which part of the
defect bands is accessible to channel holes. The defect band is modeled as a Gaussian distribution
over energy. Charged defects at different spatial positions contribute differently to the total ΔVth

due to electrostatic

consistently observed when scaling the IL (see Fig. 24.6). As depicted in Fig. 24.17,
the Fermi level in the channel determines which part of the defect band is accessible
to channel holes. The defect bands were modeled as Gaussian distributions over the
dielectric energy bandgap:

Not(E, μ, σ, x) = Not0 · e−
(E−μ(x))2

2σ2

σ
√

2π
, (24.2)

where E is the energy within the dielectric bandgap; μ and σ are the mean and the
standard deviations of the Gaussian distributions, respectively; and x is the spatial
position inside the dielectric layer (Fig. 24.18). This proposed representation of
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the defect levels is a mere assumption serving the sole purpose of simplifying the
mathematical treatment of the model. Different energy distributions of the defects in
the dielectric layer might exist in reality. Nevertheless, a similar beneficial effect by
shifting up the Fermi-level energy in the channel would be obtained independently
of the chosen defect-level representation [e.g., even for a uniform energy distribution
of defect levels, a fraction of defects would become unfavorable for holes at the
(Si)Ge channel Fermi level].

While the exact nature of the defects causing NBTI is still not clear, oxygen
vacancy-related defects are typically blamed due to their ubiquitous presence in
dielectric layers [35]. We chose therefore to pin the mean values of the distributions
at the theoretically calculated values of common oxygen vacancies, i.e., at 0.95 eV
below the Si valence band for the IL (corresponding to the E’γ[E0/+] center in
SiO2 [36]) and at 1.4 eV below the Si valence band for the high-k (corresponding
to the neutral oxygen vacancy [Oo] level in HfO2 [37]). Notice that the use of a
particular defect representation is purely illustrative and does not affect the general
concept of the model proposed here. As a function of the applied gate voltage, all the
defects located above the channel Fermi level are considered occupied by trapped
holes, while all the defects below are considered neutral (note: no trapping/de-
trapping kinetics is included in this calculation, i.e., thermodynamic equilibrium
condition [38]).

The model was first calibrated using the R component NBTI data obtained
on the Si reference devices: the standard deviations of the Gaussian distributions
were used as fitting parameters (obtained values, ∼0.3 eV in the SiO2 IL and
∼0.5 eV in the HfO2) in order to capture the experimentally observed electric field
dependence, while the defect densities were fitted in order to match the observed
ΔVth magnitude. The varying contribution to ΔVth of defects located at varying
depths due to their electrostatic effect was also included. Once the defect band
parameters were obtained to reproduce the experimental data of standard Si channel
devices, the expected ΔVth was calculated for SiGe channel devices, by including
the valence band offset of +0.35 eV in the channel and the varying voltage drop on
Si cap with varying thicknesses.

As one can see in Fig. 24.19, the simple model matches excellently the
experimental data relative to the recoverable component. Specifically, the model
readily captures both the reduced NBTI and the stronger field dependence observed
for SiGe devices with reduced Si cap thicknesses. The model explains also the
other experimental observations previously made concerning the Ge fraction and the
quantum well thickness. In order to minimize the percentage of accessible defects,
i.e., in order to “push up” the Fermi level in the channel with respect to the defect
band, the valence band offset between SiGe and Si has to be maximized: higher
Ge fractions (reduced bandgap and higher ΔEv) and thick quantum wells (to reduce
quantization) are therefore beneficial.

The observation of a distinct relation between the fresh device Vth0 and the NBTI
observed in SiGe devices with various process parameters (Fig. 24.20a) further
supports the proposed model: as calculated with MEDICI for, e.g., a Si cap thickness
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Fig. 24.21 Unified picture for BTI mechanism in high-k-based MOS gate stacks. (a) nMOSFETs:
improved positive-BTI (PBTI) reliability has been obtained by rare earth doping [39] which pushes
up the electron trap energy level [40]. (b) Equivalently, for pMOSFETs a significantly improved
reliability is obtained by pushing up the channel hole energy level by Ge incorporation

split, gate stacks with lower |Vth0| (i.e., less negative Vth0) have higher channel
Fermi-level energy (Fig. 24.20b) and therefore benefit from reduced interaction
between holes and oxide defects.

Further on, the model also predicts improved NBTI reliability for SiGe channel
devices even without any Si cap (i.e., no voltage drop on the cap→maximum
Fermi energy shift, cf. Fig. 24.17) as observed experimentally for planar devices
and finFETs (see Fig. 24.8). It should be also noted that an alternative explanation
for the reduced NBTI reliability with thicker Si caps could be related to a spillover
of inversion holes into the cap at high oxide fields: according to the proposed
model, holes at the valence band of the Si cap would be favorably trapped in the
dielectric defects, and therefore the benefit of using a Ge-based channel would be
partially lost.

Finally, the model we have proposed for improved NBTI in Ge-based channel
pMOSFETs yields a unified picture (Fig. 24.21) of the understanding of BTI
mechanism in thin EOT high-k-based MOS gate stacks, which appears to be mainly
controlled by the energy alignment between channel carriers and oxide defects.
For nMOSFETs, an improved reliability has been obtained by doping the high-
k layer with rare earth metals (La, Gd, Dy) [39]. This beneficial effect has been
attributed to a favorable shift of the energy level of electron traps toward the
high-k conduction band [40]. Equivalently, for pMOSFET a significantly improved
reliability is obtained by shifting the carrier energy level by Ge incorporation in the
channel, as shown here.

24.6 Performance vs. Reliability

In the previous sections, we have shown that a reduced Si cap thickness is the key
for improved NBTI robustness on SiGe devices. However, previous work reported
reduced channel hole mobility for SiGe devices with a reduced Si cap thickness [33].
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Fig. 24.22 (a) Initial interface state density (Nit0) measured with CP on Si and SiGe devices. A
thick Si cap yields an excellent Si/SiO2 interface passivation, comparable with the Si reference
devices. A reduced Si cap thickness yields increased interface state density due to enhanced Ge
segregation from the channel. (b) Total Nit monitored by CP during the same NBTI stress on SiGe
devices with different Si cap thicknesses. The higher ΔNit observed during a typical NBTI stress
for a 2 nm-thick Si cap sample (see Fig. 24.13) causes the total Nit to soon overtake the value
measured on a medium-thick Si cap sample

This mobility loss was ascribed to poorer interface passivation: for a thinner Si cap,
the Ge segregation from the channel toward the interface is enhanced [34], causing a
higher density of preexisting interface states. This can be seen in Fig. 24.22a, where
Nit0 values extracted from CP measurements are reported for three different Si cap
thickness. However, it is worth emphasizing that the higher ΔNit observed during
NBTI stress for devices with thicker Si caps (see Fig. 24.13) quickly causes the
interface quality of these samples to become worse than the one of the devices with
reduced Si cap thickness, as documented by Fig. 24.22b.

Moreover, it is worth noting that a thinner Si cap, while causing a detrimental
mobility reduction, beneficially increases the gate stack Cox thanks to reduced hole
displacement (reduced Tinv , see Fig. 24.1b), as shown in Fig. 24.23a. When looking
at the ION [i.e., ID(VG =VD =VDD)] performance of the SiGe devices for different
Si cap thickness, the best performance is observed for a medium-thick Si cap of
∼1.2 nm, where an optimal trade-off between higher Cox and reduced mobility is
obtained (Fig. 24.23b). However, the ION stays within a ±5% range for the whole
Si cap thickness range considered here. Looking at the subthreshold swing of the
devices (which ultimately determines the IOFF figure of merit, when combined with
the device Vth0), a negligible increase is observed for the thinnest Si cap (∼3%,
Fig. 24.23b), thanks to the higher Cox reducing the effect of a poorer interface
passivation.

In conclusion, the Si cap shows an overall limited impact on the ION/IOFF

device metrics, while it has a dramatic impact on the device reliability. Therefore,
when implementing a SiGe channel process it is advisable to perform a Si cap
thickness optimization based on performance/leakage metrics first and then reduce
this thickness as slightly as needed to meet the NBTI reliability specifications.
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Fig. 24.23 (a) Thinner Si cap samples show reduced mobility due to poorer interface passivation
but also increased Cox thanks to reduced hole displacement; see Fig. 24.1b (Data courtesy of
J. Mitard). (b) The trade-off between reduced mobility and increased Cox yields an optimum ION
performance for a medium Si cap thickness. On the other hand, the subthreshold swing is observed
to be only marginally dependent on the Si cap thickness, thanks to the higher Cox reducing the
detrimental effect of a poorer interface passivation for thin Si caps

24.7 NBTI of Nanoscale SiGe Devices

As discussed in the introduction of this chapter, as the device area scales toward
atomistic dimensions, the stochastic properties of the handful of gate oxide defects
included in each device become apparent [41]. BTI reliability is then perceived as
time-dependent device-to-device variability, and deterministic degradation kinetics
has to be replaced by a statistical description [14, 15, 17]. In order to illustrate this, a
representative set of typical NBTI relaxation transients recorded on nanoscale SiGe
devices is shown in Fig. 24.24.a Several observations can be made:

1. As previously reported for Si devices [14, 17, 42], the total ΔVth observed after
the same NBTI stress strongly varies from device to device.

2. Single discharge events are visible, each causing a different ΔVth step.
3. Each device shows a different number of charging/discharging events (i.e., a

different number of active oxide traps, 〈NT 〉).
4. The ΔVth step heights appear to be approximately exponentially distributed

(Fig. 24.24b), with an average value η (i.e., the inverse of the slope of the
exponential distribution) being ∼3.9 mV but with some single-charged oxide
defects easily causing gigantic ΔVth [14] as large as ∼20 mV (probability of ∼1
in ∼240 observed defects) [42, 43].

This value is about ∼9 times larger than expected from a simple charge sheet
approximation [35]. For comparison, it is worth recalling that the typical BTI
failure criteria considered for process qualification range between 30 and 50 mV
of Vth shift. In other words, two such charged defects might already jeopardize
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Fig. 24.24 (a) NBTI relaxation transients recorded on different nanoscale SiGe devices. For
each device, multiple single-defect discharge events are visible. (b) Weighted complementary
cumulative distribution function (Weighted CCDF) plot of the individual ΔVth step heights
observed on multiple (41) devices. The ΔVth step heights appear to be exponentially distributed,
with an average value η ≈ 3.9 mV. The average number of defects per device, 〈NT 〉, can be easily
read off in this plot as the intersection of the distribution with the y-axis [18]

the device reliable operation. Such anomalous large ΔVth are commonly ascribed
to the percolative nature of the current in nanoscale devices associated with
channel potential nonuniformity induced by variability sources (e.g., random dopant
distribution, line edge roughness, metal gate granularity, etc.) [16]. In the unlucky
case of a gate oxide defect spatially located close to (i.e., directly on top) the critical
point of a channel current percolation path, a single charge/discharge event can
result in a significant change in the device current (i.e., observed as a large ΔVth

step in the NBTI relaxation trace).
The time-dependent device-to-device variability has been described by means of

the average number of active (i.e., charging/discharging) oxide defects, 〈NT 〉, and
the average ΔVth impact per defect, η [14, 18, 42]. In order to estimate 〈NT〉 and
η for each gate stack studied here, the same sequence including a charging phase
and a relaxation transient was repeated on a large set of nominally identical devices.
The device set size was chosen to be large enough to capture the signatures of some
hundred active defects for each gate stack (i.e., typically a few tens of devices but
up to 160 devices for SiGe devices with a reduced Si cap thickness). The ΔVth steps
observed in the relaxation traces were then collected into weighted complementary
cumulative distribution function (Weighted CCDF; see Fig. 24.24b) plots, and
a maximum likelihood fit was performed in order to estimate the exponential
distribution parameters η and 〈NT 〉.

As discussed in Sect. 24.4, for large area devices, we found that a reduced
Si cap thickness on SiGe pFETs results in a significantly reduced ΔVth at fixed
stress conditions (see Fig. 24.10). In a similar way, a thinner Si cap yields a ∼10×
reduction of the average number of ΔVth steps (i.e., average number of active defects
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Fig. 24.25 Consistently with large area device (cf. Fig. 24.11), nanoscaled SiGe channel pMOS-
FETs with a reduced Si cap thickness show reduced average number of charging/discharging
defects per device 〈NT 〉 and a stronger field acceleration. Note: Very high equivalent oxide fields
were needed for the charging phase in order to be able to observe active defects in SiGe devices
with the thinnest Si cap (〈NT 〉 as low as ∼0.33 at 15 MV/cm, i.e., one defect observed for every
three measured devices)

〈NT〉) observed in nanoscale devices (Fig. 24.25). Note also the stronger dependence
of 〈NT〉 on the charging oxide electric field, consistently with the observation made
on large area devices (cf. Fig. 24.11). It is worth noting that very low 〈NT 〉 values (as
low as ∼0.33 for the short charging time used here, i.e., only one defect observed
per three measured devices) are observed for SiGe channel devices with the thinnest
Si cap. Such low 〈NT 〉 values complicate the experiment, requiring larger sample set
(up to ∼160 devices were used for this particular gate stack) to observe a sufficient
number of charging/discharging events. However, as discussed later, such low 〈NT〉
values might still jeopardize the reliability of a fraction of devices in a realistic
device population (billions of devices) [18, 42].

By looking at the weighted CCDF plots of the ΔVth step heights observed on
SiGe devices with two different Si cap thicknesses, a reduced η is also found for
the thinnest Si cap (Fig. 24.26a, η ≈ 3.9 mV for a 2 nm Si cap and η ≈ 1.8 mV for
a 0.65 nm Si cap). In order to benchmark more correctly the η values estimated
on different gate stacks, a normalization of η for the expected ΔVth per single
charge calculated according to the electrostatic charge sheet approximation (i.e.,
η0 = q/Cox) is proposed. Moreover, it is important to note that, since the device-
to-device variability is known to depend on the doping level in the channel [16,
44, 45], a beneficial effect is expected for SiGe devices, owing to their undoped
epitaxially grown channel. Therefore, for correct benchmarking, a particular Si
channel reference gate stack was considered, including a ∼8 nm-thick undoped
Si channel layer grown epitaxially. The normalized η /η0 values for SiGe devices
with different Si cap thicknesses and with two different thickness of the SiO2

interfacial layer are shown in Fig. 24.26b and benchmarked against the reference
value measured on the undoped Si channel devices. A ∼2× reduction in η is found
for the thin Si cap devices.
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Fig. 24.26 (a) Weighted CCDF plot of the ΔVth step heights observed on SiGe devices with two
different Si cap thicknesses. The average ΔVth step height η is significantly reduced for the devices
with the thinnest Si cap. Note also the reduced 〈NT〉 (lower y-axis intercept). (b) Extracted average
ΔVth step heights η for SiGe devices with different Si cap and for undoped Si channel devices after
a pre-charging phase at Eox ≈ 12 MV/cm. SiGe devices with the thinnest Si cap show a significantly
lower η (∼2×). The observation is confirmed on SiGe devices with two different SiO2 interfacial
layer thicknesses. The dashed line demarcates the benchmark value experimentally estimated on
undoped Si channel ref. devices. The error bars on the estimated η values are related to the lower
〈NT〉 observed for SiGe, while the dotted line is a guide to the eye

The above-discussed experimental observations on nanoscale SiGe devices with
reduced Si cap thickness can be summarized as follows:

1. Reduced average number of active oxide defects, 〈NT〉
2. Stronger dependence of 〈NT〉 on the electric field
3. Reduced average ΔVth impact per charged defect, η

These experimental observations are readily explained by the model discussed
in Sect. 24.5.2 (cf. Fig. 24.17): fewer oxide defects are energetically favorable
for SiGe channel holes (i.e., lower 〈NT〉), with the energetically favorable defects
preferentially located on the gate side of the dielectric, resulting in a reduced
electrostatic effect on the channel (i.e., lower η) [46].

As proposed by our group [14, 18, 42], the fraction of a realistic population
(i.e., billions of devices) expected to be still functional after 10 years of continuous
operation can be estimated from the 〈NT〉 and η values extracted on individual
devices. The calculation is based on the convolution of a Poisson-distributed number
of defects with the mean value 〈NT 〉, with an exponential distribution of impact
per single-charged defects on the device threshold voltage with mean value η . The
mathematical details can be found in [42]. Figure 24.27 illustrates the projected
fraction of device still functional after 10 years of continuous operation at varying
gate overdrive voltages, based on the experimental estimation of 〈NT 〉 and η for
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Fig. 24.27 Calculated fractions of working devices after 10-year continuous operation at varying
operating voltages for the different gate stacks studied here. A dramatic improvement of the
distributions for SiGe devices with reduced Si cap thickness is apparent. Note: Large area devices
would appear in this plot as a vertical dashed line (whole population fails above maximum allowed
operating voltage, while it passes for lower voltages) with same median value (probit = 0) of the
respective nanoscale device distribution. The reliability improvement previously observed in large
area SiGe devices (demarcated by the solid arrow, distance at probit= 0) is magnified at high
percentiles (demarcated by the dotted arrow, at ∼1 ppb)

Si and SiGe devices with varying Si cap thicknesses. A dramatic improvement
of the distribution for optimized SiGe devices is apparent, particularly at the high
percentiles (e.g., ∼one failure per billion devices).

24.8 Conclusions

We have reviewed a broad range of experimental NBTI data of novel Ge-based high-
mobility channel pMOSFETs, with Si passivation scheme and SiO2/HfO2 dielectric
stack, showing that this technology offers a significantly improved NBTI reliability.
A (Si)Ge gate-stack optimization, including a high Ge fraction in the channel, a
sufficiently thick quantum well, and a reduced Si cap thickness, has been identified
to maximize the NBTI reliability. By implementing this optimization, ultrathin EOT
SiGe devices with 10-year NBTI reliability at operating VDD were demonstrated
both in gate-first (MIPS) and gate-last (RMG) process flows. The improved NBTI
reliability was shown to be process independent (i.e., consistently observed for
different process flows, different epi-precursors, different epi-growth temperatures,
and different process thermal budgets) and architecture independent (SiGe channel
planar and finFET architectures, pure Ge channel planar), and therefore it is to
be considered an intrinsic property of the pMOS system consisting of a Ge-based
channel and a SiO2/HfO2 dielectric stack.
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While typical NBTI temperature and time dependencies were observed on (Si)Ge
devices, suggesting the same degradation mechanism as in the standard Si channel
counterparts, a stronger electric field acceleration was highlighted and attributed to
the charge trapping component. This stronger field dependence projects to further
improvement at lower operating voltages.

Although a reduced creation of interface states was observed in (Si)Ge devices
and attributed to a lower precursor defect density, the superior NBTI reliability
was ascribed chiefly to a favorable alignment shift of the Fermi level in the
small bandgap (Si)Ge channel with respect to preexisting defect energy levels
in the dielectric layers, which effectively reduced the carrier-defect interaction.
A mathematical representation of the proposed model was shown to excellently
reproduce the experimental observations.

The NBTI of nanoscale SiGe devices was also discussed. As for Si counterparts,
individual discharge events were observed in the NBTI ΔVth relaxation traces, with
exponentially distributed step heights. The use of a Si cap of reduced thickness
on SiGe (i.e., the use of the proposed reliability-optimized gate stack) was found
to yield a significant reduction of the average number of active oxide defects
〈NT〉 (∼10×) causing the observed charge/discharge events and of the average
ΔVth impact per charged defect η (∼2×). The proposed model based on energy
decoupling between channel holes and preexisting dielectric defect energy levels
readily explains also these additional experimental observations, suggesting that
fewer defects preferentially located further from the channel are energetically
favorable for channel holes in optimized SiGe devices. Thanks to this effect, a
significant improvement of the time-dependent variability of a realistic population
of nanoscale devices has been illustrated.

The extensive experimental results here reviewed strongly support (Si)Ge tech-
nology as a clear front-runner for future CMOS technology nodes, offering a
solution to the NBTI reliability issue for ultrathin EOT nanoscale devices.
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Chapter 25
Characteristics of NBTI in Multi-gate FETs
for Highly Scaled CMOS Technology

Ru Huang, Runsheng Wang, and Ming Li

Abstract The multi-gate devices have been paid much attention nowadays. The
multi-gate FinFET has been used in manufacturing recently, and the gate-all-around
(GAA) silicon nanowire transistor (SNWT) is a promising device structure for
ultimate CMOS applications near the end of the technology roadmap. This chapter
briefly reviews the reliability of multi-gate FETs, with focuses on the negative bias
temperature instability (NBTI) behavior in GAA SNWTs, which exhibits some
new characteristics due to its unique structural nature of quasi-1D channel and 3D
surrounding gate.

25.1 Introduction

For the last five decades, IC technology has been driven by device scaling to
continuously enhance performance, as well as reduce cost and maintain low-
power consumption. However, as entering sub-100 nm region, performance gain
of Si MOSFETs has become increasingly difficult by conventional scaling. Many
critical issues, such as complex process integration, increased leakage current, short-
channel effects, high-field effects, reliability, variability, noise, and parasitic effects,
pose more obstructions for highly scaled CMOS devices. Therefore, a paradigm
shift has been occurring in the academe and industry, where material and device
structure innovation is becoming the primary enabler for performance enhancement
in CMOS technology [1–4]. New materials have been studied for many years and
have already been adopted in the state-of-the-art Si CMOS products. For example,
embedded SiGe source/drain for strained-Si channel and high-k gate dielectrics has
been introduced into products since 90 nm node and 45 nm node [4], respectively.
The new device structure, especially the multi-gate FET (MuGFET), is attracting
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more and more attentions recently for ultimately scaled CMOS technology, due
to their superior gate control capability than conventional planar devices [1–5].
Very recently, Intel has adopted tri-gate device architecture with Fin-shaped fully
depleted channel (i.e., Fin-shaped FET, or FinFET for short) as one of the key
enablers for its 22 nm products. Other companies, such as TSMC, have also
announced their technology roadmaps to use multi-gate FinFET device structure
for 16/14 nm node and beyond. Therefore, the multi-gate FinFET will be the
mainstream device technology until ultimate scaling.

At the ultimate scale, as shown in Fig. 25.1, one can improve the gate architecture
from tri-gate to gate-all-around (GAA) for getting the strongest gate controllability.
This enhancement can also greatly relax the stringent process requirements for more
flexible device design, e.g., the Si channel thickness can be comparable to (or even
double of) the gate length (LG) in GAA structure, rather than about 1/3–2/3 LG

in FinFETs [5]. And with the feature size continuously shrinking, the Fin-channel
thickness should be reduced accordingly and eventually will go to nanowire-like
geometry, which is called as the Si nanowire transistor (SNWT). In addition, the
GAA SNWTs with quasi-1D nanowire channel can achieve improved transport
properties from volume inversion and quasi-ballistic transport [6]. Therefore, the
GAA SNWT with top-down approach has been considered as one of the most
promising structures for ultimately scaled device at the end of the roadmap.

As shown in Fig. 25.2, this kind of device has the unique structural nature [6,
7]: for the nanowire channel, it is (quasi-) one-dimensional and strongly confined,
while within the surrounding gate stack, it is three-dimensional and has multiple
crystallographic interface orientations; for the source/drain region, there exists a
sharp transition from large (3D) source/drain to the (1D) nanowire. Therefore,
the above-mentioned critical issues may be even more complicated that would
give rise to new challenges in device engineering of SNWTs, and need careful
characterization and analysis [7]. On the other hand, these nanowire devices also
provide a unique opportunity to investigate the device physics and performance in
quasi-one dimensions.
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Reliability is one of the critical factors which should be comprehensively
evaluated before the new device goes into practical applications, especially for
nanoscale devices. For the GAA SNWT, the above unique device structure of quasi-
1D channel and surrounding gate of multiple crystallographic interface orientations
can result in some special reliability behaviors [8]. The small intrinsic area and
confinement effects from the device architectures, combined with the special trap
behavior may cause some new phenomena. Therefore, this chapter will discuss the
reliability in GAA SNWTs as well as in multi-gate FinFETs.

In the following parts of this chapter, a short overview of the process integration
of multi-gate devices will be given first, followed by a brief review of the results
of reliability in multi-gate FinFETs. Then the recent results of negative bias
temperature instability (NBTI) in GAA SNWTs and the related characterization
will be focused. Finally, the summary will be given.

25.2 Short Overview of Process Integration
for Multi-gate Devices

As the MuGFET has been discussed extensively as the alternative to conven-
tional planar MOSFET, how to fabricate it becomes a realistic problem. Device
reliability behavior can also be affected by the fabrication process, particularly
for the nonplanar MuGFET. Due to the three-dimensional nature, the fabrication
technology of MuGFET is very different from that of planar MOSFET. As known
until now, the following process challenges exist in the fabrication of a MuGFET: (1)
three-dimensional active region patterning, (2) sidewall channel surface roughness,
(3) channel strain engineering, (4) source/drain parasitic resistance, (5) threshold
voltage adjustment, and (6) process variation. The following context will give a
brief introduction to the state-of-the-art fabrication technologies of both multi-gate
FinFETs and GAA SNWTs.

For a scaled FinFET technology, the Fin patterning is the first technical challenge.
By using the advanced optical lithography process with double patterning technique,
Fin width can achieve 8 nm [9]. As feature size continuously scales down, the
sidewall spacer transferring technique [10, 11] can help to pattern smaller and denser
fins, as shown in Fig. 25.3. This technology can improve not only the Fin resolution
but also the Fin edge roughness due to highly uniform deposition process.

Another issue for FinFET fabrication is the roughness of sidewall surface which
can cause mobility and reliability degradation, resulting from the (110) orientation
of sidewall on the extensively used (100) wafer and the dry etching plasma damage
[12]. By hydrogen annealing and halogen passivation, sidewall surface roughness
can be effectively reduced for channel mobility and gate dielectric reliability
improvement due to increased surface atom migration [13]. As to the strain
technologies for FinFETs, the process-induced uniaxial stress such as embedded
SiGe and Si:C is the most effective way. On the other hand, reduction of source/drain
parasitic resistance is especially important for MuGFET technology since the source
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Fig. 25.3 Comparison of Fin width and pitch resolution between conventional lithography and
spacer pattern transferring technology. The spacer pattern transferring technology can produce
narrower and denser Fin arrays than a conventional lithography [10]

and drain fan-out region becomes smaller for this kind of structure. A traditional
method to reduce source and drain resistance is to selectively grow SiGe or Si on
source/drain [14]. Conformal doping technique is also needed to form highly doped
and steep lateral gradient junction to decrease the spread resistance.

Threshold voltage adjustment is another challenge for FinFETs. The channel
ion implantation is not effective to adjust the threshold voltage in FinFET due
to the fully depleted channel. Work function engineering has to be adopted to
obtain multiple threshold voltage. Combined with channel length modulation [15],
the dual metal gates can provide enough threshold voltage tuning range for SoC
application [16].

Although FinFET has a fully depleted thin body to control short-channel effect,
it still has the bottom leakage when built on bulk substrate. To solve this problem,
an anti-punch-through implantation is required. Some researchers also proposed to
use a localized isolation beneath the channel to cut off the bottom leakage path
[17], which can integrate the isolation merit of SOI and thermal dissipation merit of
bulk Si.

As feature size is scaled down to sub-10 nm, MuGFETs will evolve into GAA
nanowire transistor type from FinFET as discussed above. Due to the surrounding
gate structure, the most difficult step in fabricating a GAA SNWT is to form a
suspending nanowire channel on the substrate. By using wet etching of oxide,
it is relatively easy to form a nanowire on SOI substrate. On bulk Si substrate,
however, this process becomes extremely difficult. One method was reported to
adopt sacrificial layer method to form silicon nanowire on bulk substrate [18].
This method grows SiGe/Si layers on the bulk Si substrate firstly, and the SiGe
under channel is then selectively removed to release the nanowire. Another method
was proposed to make use of the saturation characteristics of stress/temperature-
dependent oxidation (a kind of self-limiting oxidation) to form the self-limited
nanowire on the prepared silicon pillar [19]. A kind of functional circuit was also
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Fig. 25.4 Schematic process sequence of GAA SNWT by self-limiting oxidation [19]

demonstrated based on this method [20]. As shown in Fig. 25.4, a vertical silicon
Fin is firstly formed, and the bottom of the Fin is then isotropically etched with
Fin sidewall protected by nitride spacer. After the nitride spacer is striped, a self-
limiting oxidation process is then performed to trim and round the Fin body. Due
to retardation effect of the oxidation, the profile of the Fin will be changed into
triangle firstly and then cylinder [19, 21]. Compared to the sacrificial layer method,
the latter method shows higher compatibility to conventional CMOS process and
can effectively avoid the junction leakage issue resulting from the interface of the
remaining SiGe and Si substrate in the sacrificial method.

For GAA SNWTs, in addition to new strain technology and threshold voltage
tuning methods specially needed, the parasitic resistance and process variation
control becomes even more severe than FinFETs due to its structural features, which
have attracted more and more attention recently.

Despite of the above-mentioned challenges in fabrication, MuGFET technology
is rapidly progressing as the solution of ultimate scaling due to its incomparable
scalability.

25.3 Reliability Behaviors of Multi-gate FinFETs

In general, the main reliability challenge in multi-gate FinFETs comes from the
edges and corners existing in this kind of nonplanar device structure, which is
known as the corner effect. For example, as shown in Fig. 25.5, large electric field
in the gate oxide occurs at the sharp corner/edge of the Fin-channel [22], which
would easily cause the oxide breakdown as demonstrated in Fig. 25.6a. Therefore,
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Fig. 25.5 (a) Large oxide electric fields occur at the sharp corner/edge of the Fin-channel.
(b) Reduced oxide electric fields for corner rounding-shaped Fin-channel [22]

Fig. 25.6 (a) The TDDB for FinFET with and without corner rounding [22]. (b) TDDB in Tri-gate
FinFETs with good corner rounding is similar to planar devices [23]

the corners should be carefully rounded for multi-gate FinFETs to reduce the
corner/edge electric fields. Figure 25.6b shows that the time-dependent dielectric
breakdown (TDDB) of multi-gate FinFETs with good corner rounding is similar
to that of planar devices. The perfect area scaling with corner-rounded multi-gate
devices indicates the same TDDB mechanism as for planar devices [23].

Another reliability challenge for FinFETs is the different surface orientations
of the sidewall channel rather than conventional (100) channel surface of planar
devices. NBTI was reported to be slightly worse for FinFETs due to (110)
sidewall orientation [24]. Therefore, special process optimization should be used,
for example, F surface passivation and surface NH3 nitridation have been proposed
for improving NBTI in multi-gate FinFETs [25]. Other reports show that, in spite
of the different surface orientations, similar values of the effective interface trap
density for tri-gate and planar FETs can be obtained [23], as shown in Fig. 25.7.

Therefore, in principle, there are no serious reliability problems in multi-gate
FinFET with well-rounded Fin-structure design and careful process optimizations.
Intel’s data show that the reliability issues in their 22 nm Tri-gate FinFETs have
been well controlled to achieve good TDDB, hot carrier, and BTI reliability results
[9, 16], as shown in Fig. 25.8.
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Fig. 25.7 The interface trap density of tri-gate and planar FETs, extracted from flicker noise [23]

25.4 NBTI in GAA SNWTs

As shown above, the reliability behavior of FinFETs (with well-designed corner
rounding) is generally having similar degradation mechanisms with the conventional
planar devices, due to the fact that the FinFET is just the vertical version of a
planar FET. However, as mentioned in the introduction of this chapter, different from
FinFETs, the SNWT actually has a much distinct structural nature when compared
with planar FETs. Thus, the reliability behavior, especially the NBTI, could be
exhibiting new characteristics in SNWTs. The following will discuss the NBTI
and the related characterization of SNWTs with rounded channel (i.e., cylindrical
nanowire channel for avoiding corner effects).

25.4.1 Intrinsic (Average) NBTI Behavior in SNWTs

NBTI in p-type SNWTs exhibits new characteristics both in stress and recovery
stages, resulting from the unique device structure.

In the degradation stage, fast initial threshold voltage (Vt) shift (large power
exponential factor) and quick saturation (less than 1,000 s) of NBTI are observed, as
shown in Fig. 25.9. And higher stress voltages result in faster initial degradation and
longer saturation time [26, 27]. These are due to the structural nature of nanowire
devices. The GAA structure results in remarkable enhancement of the electrical
field near the channel surface, due to the large curvature of the concentric cylinder
capacitance, which accelerates the oxide hole trapping effect. It can be further
enhanced by the strain in gate oxide induced during the self-limiting oxidation [28,
29] for nanowire thinning and shaping. And the cross-sectional geometry effect of
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Fig. 25.8 (a) Intel’s 22 nm Tri-gate FinFET device shows good corner rounding structure, which
results in comparable or even better (b) TDDB, (c) HCI, and (d) NBTI reliability compared to
its 32 nm planar devices [9, 16] (Note: %ID Vcc in (c) and (d) means the on-current degradation
amount)

the cylinder wire can also cause faster trap generation at the initial stages. In the
SNWT with small gate area, the thin gate oxide only includes a small number of
oxide defects, which can result in quick saturation. Rangan et al. [30] and Grasser et
al. [31] have also found similar varying degradation slopes in large planar devices,
but with slower gradual changing due to larger gate area than SNWTs.

In the recovery stage, both effects of oxide hole trap detrapping and interface
trap passivation are observed in SNWTs. We know that the subthreshold swing
shift is mainly caused by the interface trap, while both the interface trap and oxide
trap contribute to the threshold voltage shift. From Fig. 25.10, it is found that the
interface trap recovery is relatively small and is inert to the gate voltage, while the
oxide hole trap relaxation is sensitive to the recovery voltage.
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Fig. 25.10 The typical results of NBTI recovery characteristics in p-SNWTs [26]

In addition, in some SNWTs the impact of electron trapping-detrapping on the
NBTI behavior is observed, which is usually neglected in the traditional devices
[32]. Over 100% recovery of both Vt and gate current (Ig) after NBTI stress is
observed in some extreme cases, as shown in Fig. 25.11a and b. For stress behavior,
we can find abnormally non-monotonic variation of the monitored Ig during the
stress time, as shown in Fig. 25.11c. Ig increases in the first few seconds and
then reduces rapidly. Based on the different trapping rate of electrons and holes
[34, 35], we deduce that the initial Ig increase mainly results from the injected
electrons from the TiN metal gate and captured by the as-grown electron traps,
which can distort the band diagram and enhance the gate current. As the stress
time increases, hole trapping induced by NBT stress dominates and is responsible
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Fig. 25.11 Over 100% recovery of (a) Vt and (b) Ig can be ascribed to the un-detrapped electrons.
(c) The typical monitored Ig during stress [32]

for the accordingly reduced gate current. Since electrons are easier to be trapped
and more difficult to be detrapped compared with holes [34, 35], in the stress
stage, both trapped electrons and trapped holes exist in the gate dielectrics, while
during the positive Vg or/and negative Vd recovery stage, holes are detrapped, with
some electrons still being trapped, resulting in more than 100% recovery. The non-
negligible impacts of electron traps in SNWTs are mainly caused by the cylinder
1D channel with multiple surface crystal orientations and strain induced by the self-
limiting oxidation for more as-grown defects. For the devices with gate trimming
process (see Fig. 25.12a), which can induce large amount of electron traps in the
oxide [32], the electron trapping-detrapping impact can be enlarged, as shown in
Fig. 25.12b, c. Therefore, for SNWTs, both electron traps and hole traps should be
involved in NBTI mechanisms, which is quite different from traditional theory with
hole trap action dominating.

25.4.2 Statistical NBTI Behavior in SNWTs

25.4.2.1 NBTI Fluctuations in Short-Channel SNWTs

Besides the above intrinsic NBTI characteristics, short-channel SNWTs suffer
additional NBTI fluctuation effects. Experiments on sub-100 nm SNWTs showed
that the Vt and ID degradation appears to be randomly fluctuated under NBT stress
(Fig. 25.13) [26]. This NBTI fluctuation mainly originates from the ultrasmall gate
area of short-channel SNWTs and the statistical nature of randomly trapped charges.
The gate area of short SNWTs is ultrasmall, thus only few trapped charges in the
oxide. The random dynamic variations in the number and spatial distribution of the
trapped charges can affect the drain current, depending on the local current density



25 Characteristics of NBTI in Multi-gate FETs for Highly Scaled CMOS Technology 653

Fig. 25.12 (a) The schematic illustration of the gate trimming process for SNWTs [33]. (b) Typi-
cal monitored gate current under NBT stress for SNWTs with and without gate trimming process
[32]. (c) The typical NBTI degradation in SNWTs with gate trimming process [32]
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Fig. 25.13 Typical results of NBTI degradation in short-channel SNWTs [26]

in its percolation path through the channel. While, in large-area planar devices,
this random nature is hidden by average effects. Therefore, how to characterize the
NBTI in ultra-scaled SNWTs is challenging. Traditionally, people usually talk about
NBTI only in large-area devices. However, in ultra-scaled nanowire devices with
ultrasmall gate area, people have to deal with NBTI with large fluctuations.
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In order to study NBTI in SNWTs, long-channel devices should be used to
suppress the statistical uncertainty from the above analysis. However, investigation
of ultrashort SNWTs is important for practical technology qualification. The results
above show that, the conventional ID-based methods (whether sweep mode or
on-the-fly mode) are not suitable. This problem can be alleviated in three ways.
First, multi-wire structure can be used to obtain a large gate area, yet it depends
on the requirements of the designed circuits. Second, advanced models can be
developed to predict the median NBTI degradation. The fluctuation can then be
calculated using statistical models based on the percolation theory [36, 37]. Third,
new characterization methods can be developed, which can deal with this kind of
fluctuation. Based on the principle that the trapped charge at the Si/SiO2 interface
and in the oxide bulk can modify the oxide electric field and thus the gate direct
tunneling current, an on-line Ig method [38] is developed and demonstrated, which
can effectively suppress the NBTI fluctuation of short-channel SNWTs (Fig. 25.14).
Another strategy is to live with the fluctuations rather than suppress it. That is,
to do the measurement statistically, as demonstrated very recently [39–44]. Since
it is essentially the process of “stimulating/stressing the trap and recording its
response statistically”, we named it “statistical trap response” (STR) method [43].
This method can be used to directly study the impacts of single/few trap in SNWTs
during NBT stress, as will be discussed in Sect. 25.4.2.2.

It is worth noticing that this kind of stochastic effect is not only relevant in
SNWTs, but it also affects planar FETs with very small area [39–44]. However,
this effect would be more serious in SNWTs even with large gate area. That is to
say, the impact of single/few trap in SNWTs is enhanced, as will be shown next.

25.4.2.2 Enhanced Single/Few Trap Behavior in SNWTs

In nanoscale devices, a single trap can induce non-negligible degradation in the
device, due to the following two reasons. One is a kind of simple size effect, i.e.,
the ΔVTH (∼q/COX) is increased with scaled gate area. Another is the localization
effect due to the channel percolation mechanism [37, 45]. In SNWTs or other kinds
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Fig. 25.15 The typical STR results in SNWTs under different stress time [46]

Fig. 25.16 The typical STR results in SNWTs under different stress temperature [46]

of thin-body devices, the single/few trap-induced degradation can be serious if the
oxide trap is located above the critical channel conduction path and may even lead
to device failure directly.

To study this single/few trap behavior in SNWTs, the STR method is adopted
[46]. With 100 STR measurement cycles, after different stress time (Fig. 25.15) and
under different stress temperature (Fig. 25.16), four discrete levels/states in drain
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Table 25.1 The comparison of the single trap-induced degradation in planar
devices and SNWTs

Device structure Planar bulk FET [45] GAA SNWT

Gate area (μm2) 0.003 0.36
Expected single trap-induced ΔVTH

(∼q/COX)
∼2 mV ∼0.02 mV

Measured single trap-induced ΔVTH
(mean value)

4.75 mV ∼10 mV

Measured single trap-induced ΔVTH
(extreme case)

∼30 mV ∼50 mV

current (induced by two traps) can be observed, which has the probability of about
50 mV apparent threshold voltage shift, induced by the single trap in p-SNWTs. On
the contrary, considering a simple charge sheet approximation, number fluctuation
of a single carrier can only induce less than 1 mV of the threshold voltage shift.
Table 25.1 further compares the amplitude of single trap-induced degradation in
planar device and SNWT with comparable gate area (to exclude the strong impacts
of quantum confinement on the switching behaviors of oxide traps in SNWTs [46],
large-diameter nanowires are adopted here). The enhanced single/few trap-induced
degradation in SNWTs is partly due to limited percolation path number in fully
depleted undoped channels.

Moreover, as shown in the figures, higher temperature increases the trap capture
probability and reduce the emission time, while longer stress time only increases
capture probability. And the experimental results show that the influence of single
electron trap in n-SNWTs is much smaller compared with single hole trap in
p-SNWT devices.

25.4.2.3 Other Open Issues

The above shows the NBTI fluctuation in SNWTs and the related characterization
method. But how would this “new” reliability behavior impact on SNWT-based
circuits? One of the answers is that it will affect the NBTI-induced dynamic vari-
ability. As we have demonstrated first on scaled planar FETs, the statistical NBTI
behavior in small gate-area devices adds the cycle-to-cycle variation effects into
the conventional time-dependent device-to-device variation during the circuit aging
[43, 44]. For SNWTs, since the trap-induced degradation is enhanced, this dynamic
variability issue would be more announced in SNWT circuits, which should be
further studied. And future investigation on the modeling and characterization
for accurate lifetime prediction in SNWTs and trap-aware circuit design are also
needed.

Another issue is that the experiments have shown the link between RTN and
NBTI fluctuations in SNWTs, which is consistent with the recent discussions in
ultra-scaled bulk MOSFETs [41, 47, 48]. As pointed out by Grasser et al., the link
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is that the RTN and the recoverable component of BTI are caused by the same
oxide defects [41, 47, 48]. That is why some people would like to consider RTN
as a kind of “microscopic BTI”. It is worth noticing that RTN is near-equilibrium
behavior of traps, while BTI is nonstationary response of traps. Some experimental
results have shown that the trap capture statistics exhibits Weibull distribution with
Weibull slope β <1 under high stress biases [43, 44, 49], which is different from
the expected exponential distribution (i.e., the Weibull slope β = 1) in RTN theory.
But some other reports showed that it is still exponential distribution (β ≈ 1) under
stress voltages [50, 51]. However, this issue has not been fully understood by now.
Nevertheless, to some extent, BTI can be regarded as the nonstationary RTN. More
studies are still needed to get full understanding of the trap behavior under different
conditions. And further questions for SNWTs are how RTN and BTI are interacting
or enhanced by the nanowire structure and how do they influence the reliability and
variability in nanowire-based circuits, which need further investigations as well.

25.5 Summary

The multi-gate FinFET structure has been used in manufacturing since 22 nm
technology node. The reliability of FinFETs can be improved by well-rounded
Fin-structure design (to overcome corner effects) and careful process optimizations
(for sidewall channel surface treatment). Therefore, there is no serious reliability
problem for multi-gate FinFET devices. When approaching the end of CMOS tech-
nology roadmap, the GAA SNWT is a promising architecture for ultimate CMOS
applications. The main part of this chapter briefly reviews the recent understanding
of the NBTI reliability behavior in GAA SNWTs. The experimentally characterized
reliability behaviors exhibit some new features unique to this structure with quasi-
1D channel and 3D surrounding gate, which should be carefully considered in their
circuit applications. The intrinsic (or average) NBTI characteristics of GAA SNWTs
show fast initial degradation, quick degradation saturation, and bias dependent
of recovery with more oxide hole detrapping at VG > 0. And additional electron
trapping-detrapping impacts are also observed especially for gate-trimmed SNWT
devices. The statistical NBTI characteristics are studied in ultra-scaled SNWTs,
which exhibit NBTI fluctuation during degradation with enhanced single/few trap
behavior. In addition to further in-depth analysis needed, special device-circuit
co-design methodology or trap-aware design is highly expected to maximize the
inherent advantages of this kind of emerging device.
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Chapter 26
Bias-Temperature Instabilities in Silicon
Carbide MOS Devices

D.M. Fleetwood, E.X. Zhang, X. Shen, C.X. Zhang, R.D. Schrimpf,
and S.T. Pantelides

We have investigated bias-temperature instabilities (BTIs) in 4H-SiC transistors and
capacitors under a range of stress conditions. The threshold voltage VTH of nMOS
transistors decreases for elevated temperature stress under negative bias, when the
surface is accumulated. Devices stressed with the surface inverted do not exhibit
significant VTH shifts. Similar results are observed for nMOS and pMOS capacitors
stressed in accumulation (measurable shift) or inversion (no significant shift). VTH

shifts due to BTI stressed under negative bias correlate strongly with the additional
ionization of deep dopants in SiC at elevated temperatures. The charge that leads to
BTI lies in interface traps that are more than 0.6 eV below the SiC conduction band,
nitrogen-related defects, and O vacancies in the SiO2.
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26.1 Introduction

Silicon carbide is attractive for high-power and high-temperature applications
because of its wide band gap (∼3.26 eV for 4H-SiC), high breakdown field strength,
high saturation electron drift velocity, high thermal conductivity, and compatibility
with Si processing [1–4]. Although bias-temperature instability (BTI) is a critical
reliability issue for SiC devices and circuits [5–11], only limited information on
underlying mechanisms is available. As shown for Si MOS devices in other chapters
of this volume, especially at low applied electric fields, the depassivation under BTI
stress of interfacial Si dangling bonds that were previously passivated with hydrogen
can lead to interface-trap buildup and oxide-trap charge [12]. Especially at higher
stressing fields, charge trapping in O vacancies can dominate the observed BTI for
Si MOS devices [13, 14]. Hydrogen processing is less effective in reducing SiC-
SiO2 interface-trap density than in Si MOS devices [14, 15]. Moreover, as a result of
their thicker oxides, applied electric fields tend to be lower for SiC MOS than for Si
MOS devices. Because of these reasons, the wide bandgap for SiC and differences
in processing compared to Si MOS devices, the mechanisms of BTI in SiC MOS
devices can differ significantly from those in Si MOS devices.

We have investigated bias-temperature instabilities (BTIs) for 4H-SiC-based
nMOSFETs and nMOS and pMOS capacitors with similar oxide processing.
Steady-state and switched-bias stresses were performed at positive and negative
bias. Significant shifts are observed for steady-state stresses at elevated temperatures
when the surface is in accumulation; negligible shifts are observed for steady-state
stresses at elevated temperatures when the surface is in inversion. We describe the
dynamics of the resulting charge trapping and recovery in detail.

26.2 Experimental Details

nMOSFETs and nMOS and pMOS capacitors were fabricated on an aluminum-
doped (p-type) 4H-SiC epitaxial layer with a 55 nm, NO-nitrided gate oxide.
A schematic diagram is shown in Fig. 26.1 [16]. All devices received a post-
oxidation NO anneal at 1,175◦C for 2 h to reduce their interface-trap densities [15,
17–21]. Steady-state and switched-bias stress experiments were performed at gate
bias of ±17.5 V with the other terminals grounded at temperatures that ranged from
25 to 300◦C. Electric fields were well below the thresholds for Fowler–Nordheim
charge injection [22, 23]. For the transistors, drain current versus gate voltage (ID–
VG) measurements were performed at room temperature with a HP4156A parameter
analyzer. For the capacitors, high-frequency (100 kHz) capacitance–voltage (C–V)
measurements were performed at room temperature with a HP4284A precision LCR
meter, after the device was allowed to equilibrate, at a ramp rate of ∼0.1 V/s.
No significant C–V hysteresis was observed for these devices and experimental
conditions. At least three devices were measured for each case shown; the results
represent the average response of the tested devices.
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Fig. 26.1 Schematic illustration of p-substrate capacitor. The wafer is n+ 4H-SiC, the epitaxial
layer is p-type 4H-SiC with doping ∼5× 1015 cm−3 (Al), the gate oxide thickness tox is 55 nm,
and the gate is p-type poly-crystalline Si, capped by Al. For n-substrate capacitors (not shown), the
wafer is also p+ 4H-SiC, the epitaxial layer is n-type 4H-SiC with doping ∼5× 1015 cm−3 (N),
tox is 67.5 nm, and the gate is also p-type poly-crystalline Si, capped by Al (After [16], © IEEE,
2012, reprinted with permission)

26.3 Experimental Results and Discussion

26.3.1 Time Dependence

Figure 26.2 shows ID–VG curves measured at room temperature as a function of
time for nMOSFETs stressed in inversion at an applied gate bias of 17.5 V at a
temperature of 150◦C [24]. The curves do not exhibit any significant shift with
stressing time; the threshold voltage shift ΔVTH is less than 1 mV. Even if we
increase the stress temperature to 250◦C, the magnitude of ΔVTH is only ∼4 mV
after 20-h stress, as shown in Fig. 26.3. This shows the relative stability of these
4H-SiC devices under positive bias (inversion) at elevated temperatures.

Figure 26.4 shows ID–VG curves measured at room temperature as a function
of time for nMOSFETs stressed at 150◦C under negative bias at an applied gate
bias of −17.5 V with the other terminals grounded. For these stress conditions, the
curves shift monotonically negatively with stress time due to hole trapping. The
corresponding threshold voltage shift is shown as a function of stressing time in
Fig. 26.5. The magnitude of the midgap voltage increases rapidly at early stress
times, with a significant decrease in degradation rate at longer times. These negative
shifts are strongly correlated with the ionization of deeper acceptor levels, as we
discuss further below [25–28].

Figure 26.6 shows C–V curves measured at room temperature before and after
stress for n- and p-substrate capacitors processed under conditions similar to the
nMOSFETs of Figs. 26.2, 26.3, 26.4, and 26.5. The C–V curves shift positively
after 20 min of stress at 20 V applied to the gate for the n-substrate capacitor and
negatively for the p-substrate capacitor stressed for 20 min with −17 V applied
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Fig. 26.2 Drain current
versus gate voltage (ID–VG)
and stress time for 4H-SiC
nMOSFETs, for (a) linear
and (b) logarithmic scale. The
applied gate bias is 17.5 V,
with other pins grounded, and
the temperature is 150◦C
(After [24], © ECS, 2011,
reprinted with permission)

to the gate. For n-substrate capacitors in Fig. 26.6a stressed under positive bias,
negative oxide-trapped charge and electrons in deeper interface traps (energies more
than 0.6 eV below the conduction band edge) can each lead to a positive midgap
voltage shifts in SiC MOS capacitors [29]. Interface traps with shallower levels
would lead instead to stretch-out in the C–V curve; no significant stretch-out is
observed in these devices under these stressing conditions. Some of the defects
that cause the midgap voltage shifts in Fig. 26.6 likely are process-induced; others
may be created during the BT stressing. In Fig. 26.6b, for p-substrate capacitors
stressed at negative bias, negative midgap voltage shifts are observed. These shifts
are consistent with positive oxide-trapped charge and/or holes in deeper interface
traps (energies more than 0.6 eV above the valence band edge) [30–35]. Again, no
significant increase in C–V stretch-out is observed.
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Fig. 26.3 Drain current as a function of gate voltage (ID–VG) and stress time for 4H-SiC
nMOSFETs, for (a) linear scale and (b) log scale. The applied gate bias is 17.5 V with the
other terminals grounded, and the temperature is 250◦C (After [23], © ECS, 2011, reprinted with
permission)

Figure 26.7 shows C–V curves as a function of stressing time for a p-substrate
capacitor; the gate voltage is −17 V and the stress temperature is 150◦C. The curves
shift monotonically to more negative values, again consistent with hole trapping.
Figure 26.8 shows the midgap voltage shift ΔVmg versus stress time for n-substrate
(Fig. 26.8a) and p-substrate (Fig. 26.8b) capacitors at biases of ±17 V on the gate at
a stress temperature of 150◦C. In each case, the trapping shows a monotonic increase
in the magnitude of the midgap voltage shifts at early stress times, with saturation
at longer times. This saturation represents the filling of process and stress-induced
interface and near-interfacial oxide (border) traps in these devices [19, 33].
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Fig. 26.4 Drain current as a function of gate voltage (ID–VG) and stress time for 4H-SiC
nMOSFETs, for (a) linear scale and (b) log scale. The applied gate bias is −17.5 V with the
other terminals grounded, and the temperature is 150◦C (After [24], © ECS, 2011, reprinted with
permission)

26.3.2 Temperature Dependence

Figure 26.9 shows the midgap voltage shifts as a function of stressing temperature
for n- and p-substrate SiC MOS capacitors stressed for 20 min at +20 V and −17 V
on the gates, respectively. The best fit, effective activation energies of the resulting
BTI are 0.12± 0.02 eV (for positive threshold voltage shifts), although at higher
temperatures the value may increase by as much as ∼50% (as shown by the dotted
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Fig. 26.5 Threshold voltage shifts as a function of stress time for the 4H-SiC nMOSFETs and
stress conditions of Fig. 26.4 (After [24], © ECS, 2011, reprinted with permission)

blue line in Fig. 26.9), and 0.23± 0.02 eV (for negative threshold voltage shifts)
for the n- and p-substrate capacitors [28]. The activation energies for the n-substrate
SiC capacitors in Fig. 26.9 are somewhat lower than those typically measured for
SiO2 on Si devices, but the p-substrate devices show effective activation energies
similar to those reported for SiO2 on Si [30, 35–37].

Calculations show that, for the Al acceptors in the p-substrate capacitors, assum-
ing an ionization energy of ∼0.22 (0.20) eV, only ∼37% (49%) are ionized at room
temperature [28]. At the elevated temperatures of the BT stress, additional carriers
are released from the dopants under these accumulation stress-bias conditions. The
excess carriers are available to tunnel into border traps [37] and increase the midgap
voltage shift. This mechanism appears to be more significant here than in Si because
SiC has more defects and fewer carriers than Si. We also note that no significant
PBTI is observed for transistors biased in inversion in Fig. 26.3, under conditions
that are higher in temperature and longer in time than those shown for devices in
accumulation in Figs. 26.4, 26.5, and 26.6. This is because carrier densities are
much lower in inversion than accumulation for these devices [38–40]. Moreover,
interface-trap levels that are away from the band edges are quite slow to populate
in SiC MOS devices [40, 41]. Hence, carrier availability can affect BTI due to both
interface and oxide-trap charge effects in SiC MOS devices much more significantly
than in Si MOS devices.

For an ionization energy of 0.125 eV (0.105 eV), ∼92% (∼96%) of the N-donors
in n-type SiC are ionized at 25◦C. However, Chatterjee et al. have suggested that
the NO anneal may lead to a significant increase in the effective N-doping of the
SiC channel [42]. This may decrease the fraction of ionized N-dopants at 25◦C,
consistent with the possibility that dopant ionization is also rate limiting for BTI in
n-type SiC over a similar range of temperatures [28].
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capacitor, stressed at a gate
voltage of −17 V at a
temperature of 250◦C (After
[16], © IEEE, 2012, reprinted
with permission)

There are other differences between Si MOS and SiC MOS devices that must be
considered. The gate oxides on SiC are thicker and grown at higher temperatures
than the ultrathin nitrided SiO2 and/or high-K gate dielectrics used in Si-based
integrated circuit technologies [18–21, 35–43]. For Si MOS technologies, hydrogen
is known to play an important role in both the passivation of process-induced
interface traps and the creation of defects during bias-temperature stress [12, 44].
Hydrogen reactions at the SiC interface are typically not as effective in passivating
interface traps as at the Si/SiO2 interface [15, 17–21, 30, 45, 47], so the role of
hydrogen in BTI on SiC is less clear. Excess nitrogen associated with the NO
nitridation treatments used to reduce interface-trap densities in these SiC devices [1,
19, 21, 46] may also introduce a relatively small but finite density of N-related trap
levels in the near-interfacial SiO2. N-related centers are observed to function as both
electron traps and hole traps [47–49]. Moreover, nitrogen has been demonstrated to
increase NBTI in Si/SiO2 structures [45, 48, 49]. On the other hand, NO processing
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has been found to reduce the density of interface defects [11, 19, 20, 50]. Thus,
if N-related defects play a significant role in the observed response, it is the
excess nitrogen concentration above and beyond the levels required to passivate the
process-induced defects that is likely contributing to the BTI. Further, holes trapped
by N-related defects typically are re-emitted when the temperature is raised past
125◦C [19]. So it seems more likely that O vacancies play a key role in the hole
trapping in these devices [28], similar to what is found for Si MOS devices stressed
at similar temperatures but higher electric fields (e.g., >5 MV/cm) [13, 14, 37,
51, 52].

If devices are stressed for longer times and higher temperatures than we have
employed in these studies, it is sometimes observed that a potentially different trap
formation mechanism is observed [30, 53]. Particularly for SiC MOS devices that
are intended for use in high-temperature electronics, these kinds of studies will be
particularly important to continue and extend in the future. Moreover, changes in
interface-trap occupancy with temperature can shift the threshold voltage, mobility,
and drive current of SiC MOS devices much more as the device operating tempera-
ture changes [29, 54–56] than the BTIs that we observe when devices are measured
at a fixed temperature. This is illustrated in Fig. 26.10, where values of VTH extracted
from ID–VG characteristics are shown as a function of T and compared with TCAD
simulations [54]. The slope of the VTH versus T curve was reproduced well in
TCAD simulation with an effective interface-trap density that reaches a maximum
of ∼2× 1013 cm−2 eV−1, decreasing approximately exponentially in density as the
distance from the band edge increases [56]. The inset of Fig. 26.10 schematically
illustrates the occupancy of interface traps as a function of T. For increasing T,
the Fermi level moves from the conduction band toward midgap, decreasing the
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permission)

percentage of interface traps occupied by electrons [54–56]. Note that VTH changes
by more than 1 V as the device is heated from room temperature to ∼150◦C (423 K).
So this is another important consideration in the practical implementation of Si MOS
electronics over a wide temperature range.

26.3.3 Switched-Bias Stress

Figure 26.11 shows the values of ΔVTH as a function of switched stressing
biases for 4H-SiC-based nMOSFETs. The characterization was performed at room
temperature before and after BT stressing at 150◦C. The VTH shifts negatively
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Fig. 26.11 ΔVTH as a function of switched-bias stress for 4H-SiC nMOSFETs. The applied gate
bias during the stress was ±17.5 V; the temperature was 150◦C; the stress times were 20 min for
the first pair of stresses, and 60 min for the second pair (After [24], © ECS 2011, reprinted with
permission)

after the first 20-min negative-bias stress and then recovers somewhat during the
next 20-min positive-bias stress. In contrast, an additional increase in VTH shift is
observed in the second period (60 min) of positive-bias stress that follows the second
negative-bias stress (60 min). Smaller shifts but significantly more reversibility
is typically observed for Si MOS capacitors subjected to similar switched-bias
stressing conditions [57, 58]. For the SiC MOS devices of Fig. 26.11, the majority of
trapped holes remain in interface and/or oxide traps despite the reverse-bias stress,
showing that hole traps are more stable than electron traps in these devices [28].
The significant increase in the magnitude of the midgap voltage shift during the
second period of PBT stress may result from the bias-induced motion of trapped
positive charge in the SiO2 layer from trapping sites within the oxide to sites at or
closer to the SiC/SiO2 interface. The trapped charge is likely to comprise mostly
trapped holes. In oxides in Si, many of these holes would be neutralized via electron
compensation near the interface [52, 53], but charge generation rates in SiC are
significantly less than in Si [33, 59], so fewer electrons are available to compensate
the trapped holes in SiC MOS capacitors than Si MOS capacitors. It is also possible
that some of the trapped positive charge is in the form of H+ [33, 60]. If that is
the case in these oxides on SiC, then the results of Fig. 26.10 suggest that the
H+ in the SiO2 can move closer to the SiO2/SiC interface during the application
of PBT stress. However, there must not be a significant amount of interface-trap
formation, or the midgap voltage shift would be positive instead of negative, under
positive bias. Trapping of H+ at defects in the near-interfacial SiO2 regions of oxides
with high O vacancy densities has been observed in Si MOS devices [61], so this
interpretation of the results is also consistent with Fig. 26.10.
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26.4 Conclusion

We have performed a detailed experimental study of bias-temperature instabilities
in 4H-SiC-based MOS capacitors. We find that hole traps are more stable in
these materials than electron traps. The effective activation energy between room
temperature and ∼250◦C for NBTI is 0.12± 0.02 eV for the n-substrate capacitors
and 0.23± 0.02 eV for PBTI for the p-substrate capacitors. The positive midgap
voltage shifts for n-substrate/4H-SiC capacitors under positive bias are due to net
electron trapping at or near the SiC-SiO2 interface, which can be enhanced at
elevated temperatures by the ionization of deeper donors, and the negative midgap
voltage shifts for p-substrate/4H-SiC capacitors under negative bias are due to
net hole trapping at or near the SiC-SiO2 interface, which can be enhanced at
elevated temperatures by the ionization of deeper acceptors. The charge trapping
in these devices likely results primarily from near-interfacial oxygen vacancies,
deep interface traps, and/or N-related defects in the near-interfacial SiO2. All of
these kinds of defects can capture either electrons or holes, consistent with the
results of this study. The low effective activation energies are comparable to results
observed for Si MOS capacitors, but the mechanisms responsible for the BTIs in
SiC MOS devices appear to be different in origin from those in Si MOS devices.
The magnitudes and the time dependencies of the BTI responses observed in these
SiC-based MOS structures differ significantly from what are typically observed for
Si-based MOS devices with ultrathin gate oxides. Shifts are larger for SiC-based
devices than for Si-based devices, and do not follow a simple power-law time
dependence, as commonly observed in Si-based MOS devices. Switched-bias stress
experiments reveal a complex interplay among charge trapping and redistribution
effects that warrant follow-on studies.
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Chapter 27
On-Chip Silicon Odometers for Circuit
Aging Characterization

John Keane, Xiaofei Wang, Pulkit Jain, and Chris H. Kim

27.1 Introduction

The parametric shifts or circuit failures caused by Bias Temperature Instability
(BTI) and other aging mechanisms in CMOS transistors have become more severe
with shrinking device sizes and voltage margins. These mechanisms must be
studied in order to develop accurate reliability models which are used to design
robust circuits. Another option for addressing aging effects is to use on-chip
reliability monitors that can trigger real-time adjustments to compensate for reduced
performance or device failures. The need for efficient technology characterization
and aging compensation is exacerbated by the rapid introduction of process changes,
such as high-k/metal gate stacks and new transistor architectures.

Much of the device aging data gathered for process characterization is obtained
through individual probing experiments. However, several on-chip aging measure-
ment systems have been implemented recently to circumvent the shortcomings
of expensive probing stations and to compliment the characterization efforts un-
dertaken with that type of test hardware. Performing reliability experiments with
on-chip circuits provides several advantages in addition to enabling the use of
simpler test equipment.
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First, using on-chip logic to control the measurements enables better timing
resolution. This is critical when interrupting stress to record BTI measurements,
as BTI degradation is known to partially recover within microseconds or less.
Next, fast and sensitive embedded circuits facilitate high measurement resolution.
A digital beat frequency detection system presented in this chapter enables the
measurement of ring oscillator (ROSC) frequency shifts with resolution ranging
down to a theoretical limit of less than 0.01%. In addition, standard digital logic can
be used to control experiments on many devices in parallel, resulting in a large test
time speedup when monitoring statistical processes.

This chapter provides an overview of several on-chip systems used to mea-
sure transistor or circuit aging. These systems are often referred to as “Silicon
Odometers,” because they measure the degradation of circuits much like a car’s
odometer tells one how many miles it has covered as an indication of wear and
tear. Utilizing the benefits of Silicon Odometers to obtain accurate CMOS aging
information will allow manufacturers to avoid wasteful overdesign and frequency
guard banding based on pessimistic degradation projections and hence more fully
realize the benefits of CMOS scaling.

27.2 Summary of Advanced Reliability
Monitoring Techniques

This section will review a sampling of the large number of device and circuit aging
measurement techniques invented over the past decade—using both on- and off-chip
infrastructure—as design margins have shrunk and interest in transistor degradation
mechanisms has grown.

Denais presented an “on-the-fly” BTI measurement technique in order to avoid
the recovery inherent in previously disclosed characterization setups when stress
conditions are removed for measurements [1, 2]. In this method the gate stress
or recovery voltage on a single transistor under test is kept quasi-constant, and
the linear drain current (ID,lin) is periodically measured with off-chip equipment
to monitor degradation or recovery. However, the on-the-fly method relies on a
translation of ΔID,lin into ΔVth (i.e., the threshold voltage shift) which requires
approximations, and other researchers state that this method underestimates the
total degradation due to a slow initial “prestress” measurement at the stress voltage
which causes unrecorded degradation [3]. Additionally, the time required for each
measurement is typically in the range of milliseconds, and it is difficult to get an
accurate reading of ΔID,lin at the stress voltage level, all of which could make on-
the-fly results less reliable [4].

Next, Shen used a 100 ns I–V sweep technique to monitor NBTI degradation and
demonstrated the fundamental differences in NBTI that are observed with ultrahigh-
speed measurements which minimize unwanted recovery [3]. This technique may
experience drawbacks associated with high-speed off-chip device probing though,
such as losses and cross talk.
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Fischer presented an array-based BTI characterization system for SRAM devices
in a configuration that matches a product-like SRAM array layout as closely as
possible while facilitating individual device current measurements [5]. This design
relies on a long stress time of 10,000 s and a relatively long recovery time of
500 s before recording drain current measurements, after which time no further
recovery in device threshold shift was observed. It does not attempt to record fast
measurements before unwanted BTI recovery takes place when stress conditions are
removed.

Karl designed two separate compact circuits for monitoring NBTI and TDDB
(time-dependent dielectric breakdown), with the goal of facilitating real-time
characterization on products in the field [6]. First he measured the frequency shift
of a ROSC with a PMOS header that is placed under NBTI stress and then biased
in subthreshold during measurements for high Vth sensitivity. This work relies on a
mathematical model to map temperature and Vth variations to the measured ROSC
frequencies after calibration. The TDDB aging results were provided in the form of
a frequency shift of a Schmitt trigger oscillator which is modified by the increasing
gate leakage through a pair of stressed PMOS transistors.

Singh introduced another in situ monitor for providing an early indication of the
onset of TDDB [7]. This design takes advantage of the prevalence of PMOS headers
used for power gating in certain applications to provide a low-overhead reliability
monitor. The circuits gated by the PMOS headers are periodically taken offline,
and the gate bias of a weak PMOS added in parallel to the supply switch is swept
while recording the virtual supply rail voltage between the header and the circuit
under test with an on-chip ADC. The resulting Vbias versus Vrail characteristic is
strongly nonlinear in the fresh circuit, but becomes more linear as breakdown paths
are formed through gate stacks in the power-gated circuits under test. The authors
state that the differences in this curve can be used as highly sensitive indications of
early TDDB degradation. Next, Hofmann described a product-level BTI and HCI
(hot carrier injection) aging monitoring system where measurement times of 80 μs
were achieved with 0.2% resolution, although no details were given about how
frequencies were recorded in this single-ended system [8]. This system stressed
critical paths replicating those in real products by raising the supply voltage and
controlling the number of switching events in an effort to bridge the gap between
device-level aging data and the degradation of meaningful circuits.

Saneyoshi presented a fast method to detect NBTI degradation in delay lines by
monitoring the number of stages an input edge could travel through before and after
stress using edge capture logic so that the timing resolution is set by one stage delay
rather than a longer ROSC period [9]. A similar US patent was filed in 2008 [10].
Chen used another time to digital converter to sample degrading circuit path delays
which allows one to detect the asymmetric aging of rising versus falling edges that
can be induced by clock or power gating [11]. The delay averaging of rising and
falling edges inherent in ROSC measurements is avoided here by monitoring the
delay of a single edge through the open-loop circuit under test.

Da Silva implemented an array of devices that facilitates parallel BTI stressing
and uses on-chip control to ensure that all devices experience the same stress
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and relaxation time [12]. Large experimental sample sets are now required for
BTI characterization as variations in the number of defects lead to a larger range
of threshold voltage shifts in aggressively scaled devices and leveraging on-chip
circuits to facilitate that can lead to faster and more simple testing.

Finally, several recent publications have focused on methods to both measure
circuit aging and take corrective actions to maintain proper functionality. For
example, Dadgour demonstrated a time-borrowing scheme in which a more severely
aged pipe stage can borrow time from a less degraded neighbor [13].

The remaining sections will cover several other on-chip Silicon Odometer
designs that have been implemented with the goal of achieving high timing and
measurement resolution, reducing test time, and considering different aspects of
circuit aging with simple digital test interfaces.

27.3 The Original Silicon Odometer Based on Beat
Frequency Detection

The Silicon Odometer beat frequency detection system measures frequency changes
in stressed ROSCs with the concept presented in Fig. 27.1 [14]. This illustration of
the beat frequency between pairs of signals uses low speeds for clarity. The faster
signal catches up to the slower one, they overlap, and then the faster one pulls
ahead. This repeats, and the time between the overlapping points is the period of
the beat frequency. When the 63 Hz signal is superimposed on the 64 Hz signal,
the beat period is (64− 63 Hz)= 1 Hz (note the one second horizontal axis). With
62 and 64 Hz, the period is (64− 62 Hz)= 2 Hz. Therefore by measuring the beat
frequency, one can ascertain the difference between two faster frequencies.

The beat frequency is measured using the circuit shown in Fig. 27.2 [15, 16].
During the short measurement periods, a phase comparator uses a fresh reference
ROSC to sample the output of an identical stressed ROSC. The output signal of this
phase comparator exhibits the beat frequency: fPC = fref −fstress. A counter is used
to measure the beat frequency by counting the number of reference ROSC periods
during one period of the phase comparator output signal. This count is recorded
after each stress period to calculate the reduction in the stressed ROSC frequency.

0.0s 0.5s 1.0s

fref = 64Hzfstress

60Hz

61Hz

62Hz

63Hz

PC_OUT

Fig. 27.1 The beat
phenomenon between two
ROSCs switching at different
speeds is illustrated here with
low-frequency signals.
PC OUT is the output of the
phase comparator in Fig. 27.2
(Figure credit: David
Schneider of IEEE Spectrum)
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Phase
Comparator

Stressed ROSC (freq=fstress)

Reference ROSC (freq=fref)

PC_OUT
(fPC = fref - fstress)

enable

Fig. 27.2 Basic setup for beat frequency detection between a stressed and an unstressed ROSC.
This system achieves picosecond-order frequency shift resolution for the stressed ROSC, as well
as sub-μs measurement times

If the initial frequency of the reference ROSC is called fref , that of the fresh ROSC
to be stressed is fstress, and the initial Odometer output count is N1, then assuming
fref is higher than fstress, the following relationship holds:

(
1

fre f

)
•N1 =

(
1

fstress

)
• (N1 − 1) (27.1)

The (N1 – 1) term arises from the fact that the stressed ROSC with the lower
frequency, fstress, will take one less period to cycle back to the same point in the
reference ROSC period while both are oscillating. After a stress period ends, fref

will remain unchanged because the reference ROSC is powered down during stress,
but fstress will decrease due to aging and the new value is named f’stress. The resulting
equation with the new output count N2 is

(
1

fre f

)
•N2 =

(
1

f
′
stress

)
• (N2 − 1) (27.2)

These two equations are combined to calculate the frequency shift during stress
as follows:

f
′
stress

fstress
− 1 =

N1 • (N2 − 1)
N2 • (N1 − 1)

− 1 =
(N2 −N1)

N2 • (N1 − 1)
(27.3)

Those simple calculations show that if fref is only slightly higher than fstress,
the output count is high. For example, the count is 100 for a 1% difference, and
this slight difference is ensured with trimming capacitors. The subsequent small
decreases in fstress due to aging cause a large change in this count. For instance, a
2% difference between the ROSC frequencies gives a count of 50, so a 1% shift to
that point is translated into a decreased count of 50. Therefore, with high frequency
ROSCs, the beat frequency detection system achieves picosecond-order frequency
shift measurement resolution.

The Odometer output count relationship with the difference between the refer-
ence ROSC (REF ROSC) and stressed ROSC (STR ROSC) frequencies is illus-
trated in Fig. 27.3a. This figure shows that the Odometer operates correctly with a
reference ROSC frequency that is either slower or faster than the stressed ROSC.
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In the former case, the output count will increase with stress, while it decreases
in the latter. A slower reference frequency is accounted for in Eqs. (27.1) through
(27.3) by changing the (N# – 1) terms to (N# + 1), because the faster stressed ROSC
in this case goes through one more period than the slow reference during the beat
frequency measurement, rather than one less. Additionally, it is possible for the
reference frequency to transition from being slower to faster than the stressed ROSC,
but this involves moving through a “dead zone” where either the output count will
equal the counter max value or, if the counter is large enough, the measurement time
will become excessively long as the difference between the two ROSC frequencies
becomes extremely small.

Experiments are generally started with a reference frequency that is slightly
faster than the stressed ROSC frequency in order to obtain a monotonic decrease
in the output counts with stress. This maximizes the frequency measurement
resolution in the early phases of stress and avoids the dead zone. Figure 27.3b
shows measurement result characteristics with monotonic count decreases and four
different initial counts. Note again that a smaller difference between the two ROSC
periods leads to a higher initial count and therefore a higher initial frequency
resolution, while slightly lengthening the measurement time. Maximum starting
counts of ∼125 can often be achieved in measurements, which corresponds to initial
frequency shift measurements theoretically ranging down to 0.0065%, although this
will be limited by practical issues such as noise in the measurement lab setup. The
resolution decreases with time, but we are primarily concerned with the small initial
degradation steps that can be obtained with stress that is closer to real operating
conditions.
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Fig. 27.4 Maximum
frequency measurement
resolution versus the total
stress interruption time for
measurements

The plot in Fig. 27.4 shows the theoretical maximum frequency measurement
resolution for three measurement setups during a fixed time. In the “1 ROSC
T-Counter” system (where T stands for period), a single ROSC’s degradation is
recorded with a single period counter during an externally controlled measurement
time. The “2 ROSC T-Counter” measures the degradation in one stressed ROSC by
counting the number of periods it cycles through while a set number of periods in
a fresh reference ROSC are counted (see Fig. 27.6). Since the resolution of these
period counters is simply the measurement time divided by the ROSC period, while
that of the Odometer can be derived from Eq. (27.3), the latter reaches a maximum
resolution of 0.01% within only 0.3 μs in the ideal case with a single measurement
recorded, while the former systems require 100× more time. A large improvement
is still seen when three counts are recorded during each Odometer measurement
period for averaging or to eliminate unpredictable initial counts (see Fig. 27.7). The
longer measurement times in the standard period counter systems would result in
unwanted BTI recovery.

In addition to the high frequency resolution, the Odometer benefits from a high
immunity to voltage or temperature variations due to its differential nature. Given
that the reference and stressed ROSCs are identical structures placed near each other,
both will see essentially identical temporal variations, so their frequencies should
be affected by roughly the same amount. The simulation results shown in Fig. 27.5
illustrate this noise immunity and compare the Odometer behavior with that of the
ROSC T-Counter setups using an industrial 65 nm process. In these simulations
the stressed ROSC started out 0.64% slower than the reference when measured at
nominal VCC (1.2 V) and temperature (25◦C), and the former structure is slowed
by 0.38% due to aging (in the 1 ROSC T-Counter, we only consider the 0.38%
shift since there is no reference ROSC). However, if the post-stress measurement
takes place under a different temperature or voltage condition, it will lead to some
deviation from 0.38% in the recorded value. Figure 27.5 shows a clear benefit for the
differential Odometer system. Also note that since the measurement time is limited
to the ideal required by the Odometer system here, the T-Counters suffer from low-
frequency resolution, which results in further rounding errors.
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Fig. 27.6 Comparison of simple ROSC period counting systems with the Silicon Odometer

Figure 27.6 compares the three frequency measurement systems that have been
discussed. While the Odometer requires additional circuits for the beat frequency
detection, it achieves a significantly higher frequency measurement resolution in
a shorter measurement time and is immune to environmental variations that are
common to the reference and stressed ROSCs.
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Fig. 27.7 Block diagram of the beat frequency detection circuit and simulation results illustrating
the operation of this system

A block diagram of the full beat frequency detection system is presented in
Fig. 27.7. It contains logic which automatically sends the ROSC under test back
into stress after three results are recorded in order to achieve measurement times of
≤1 μs. The completion of a measurement period is flagged by the MEAS DONE
signal when the three rising edges from the phase comparator are counted, meaning
three 8 bit count results have been recorded. In this automated scheme, the first
two counts are generally smaller than the true result due to the unpredictable
starting location of the measurement at some midpoint in the phase comparator
period, so they are discarded. The validity of the third count is verified during
calibration by using an externally controlled longer measurement period in which
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the initial smaller counts are overwritten by subsequent results. In this case, all
counts should be roughly identical and equal to the third result recorded during
the shorter automated measurements. Moving on, the MEAS DONE flag is sent to
a Finite State Machine (FSM), which restarts stress. Using on-chip logic to control
this timing allows us to avoid generating very short, accurate measurement pulses
externally.

The majority voting circuit rejects a lone “1” signal in a series of “0”s, or vice
versa. These “bubbles” could be caused by noise impacting the phase comparator,
for example. The edge detector is used to find the beginning of each period of the
phase comparator. Its output (DETECT) is used to sample the counter output and
then to reset the counter for a new period.

Figure 27.7 also contains simulation waveforms illustrating the operation of this
system. After the MEASSTRESS EXT signal is asserted by the tester, its internal
counterpart is driven high by the FSM, which connects switching signals from
the ROSCs to the phase comparator, and starts the measurement. After three high
PC OUT periods, the MEAS DONE signal goes high. This causes the FSM to end
the measurement period and switch the parallel/serial shift registers to scan mode.
An external clock is then used to scan out the results. The registers will be put back
into parallel mode when MEASSTRESS EXT is next asserted.

27.4 All-in-One Odometer for Separating
BTI and HCI Effects

HCI and TDDB are two critical reliability mechanisms impacting CMOS devices
along with BTI. Although some of the underlying physical explanations for
these mechanisms are similar, each of them has unique sensitivities to operating
conditions and process changes and can be more critical in certain circuit topologies.

In this work, we endeavor to monitor all three of these aging mechanisms with
a pair of ROSCs which are representative of standard circuits [16]. A “backdrive”
concept is employed in which one ROSC drives the transitions in both structures
during stress, such that the driving oscillator ages due to both BTI and HCI, while
the other only suffers from BTI. The latter ROSC is gated off from the supplies
during stress so that no current is driven through the channels of its transistors,
and therefore, the charge carriers cannot become “hot.” In addition, long-term or
high-voltage experiments facilitate TDDB measurements. Since BTI degradation
has been observed to start recovering within microseconds, the beat frequency
detection method is used to enable sub-μs measurements and minimize unwanted
device recovery during stress interruptions. Frequency measurement resolution on
the order of picoseconds is achieved for finely tuned HCI and BTI readings, and
experiments are automated through a straightforward digital interface. This design
facilitates the examination of frequency, temperature, and voltage dependencies of
the stress mechanisms. In addition, it can be used to monitor both sustained stress
and recovery characteristics and to observe the effects of increased load capacitance
on the frequency shift induced by aging.
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Fig. 27.8 High-level diagram of the All-in-One Silicon Odometer

A block diagram of the reliability monitor for separating the effects of HCI
and BTI is shown in Fig. 27.8. This circuit contains four ROSCs in total: two
stressed and two unstressed to maintain fresh reference points. Each of the stressed
oscillators is paired with its identical, fresh reference during measurements, and
its frequency degradation is monitored with the Silicon Odometer beat frequency
detection circuit.

27.4.1 Illustration of the Backdrive Concept

Figure 27.9 presents the pair of stressed ROSCs in both stress and measurement
modes. During stress, the BTI ROSC stages are gated off from the power supplies,
while the DRIVE ROSC maintains a standard inverter configuration with the supply
set at VSTRESS. Both ROSC loops are opened, and the input of the DRIVE ROSC
is driven by a stress clock generated by an on-chip voltage controlled oscillator
(VCO) whose output is level-shifted up to VSTRESS. The switches between these
two ROSCs are closed so the DRIVE ROSC can drive the internal node transitions
for both structures.

Simulated voltage and current waveforms are shown in Fig. 27.9c. The internal
nodes of the BTI ROSC switch between the supply level (VSTRESS) and 0 V, as
would be the case in standard operation. However, the peak drain current through
the “on” devices in this structure is only 3–5% of that in the DRIVE ROSC, since
their sources are gated off from the supplies. Note that the sources of these “on”
devices in the stressed BTI ROSC are held at their respective supply levels due to
the backdriving action of the DRIVE ROSC. Therefore, the BTI ROSC will age
due only to BTI stress, while the DRIVE ROSC suffers both BTI and HCI. One
can extract the contribution of HCI to the latter ROSC’s frequency degradation with
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Fig. 27.9 ROSC configuration during (a) stress and (b) measurement modes. (c) The BTI ROSC
transistors suffer the same amount of BTI as the DRIVE ROSC transistors during stress, but with
negligible HCI degradation, since very little current is driven through the channels of the devices
under test the former structure

the equation HCIDEG =DRIVEDEG – BTIDEG, where DEG stands for degradation.
During measurement periods, both ROSCs are connected to the digital logic power
supply (VCC) and the switches between them are opened, so they each operate
independently in a standard closed-loop configuration.

27.4.2 ROSC Design Details for Backdrive

A detailed schematic of one stage of the paired ROSCs is shown in Fig. 27.10.
The thick oxide I/O devices should not age appreciably during stress experiments
aimed at the thin oxide core transistors. All core devices are either stressed devices
under test (DUTs) or have no voltage drops across any pair of terminals during
stress, so they will not age. The header and footer transistors in each inverter pin
the source nodes of those gates to the supply levels when closed. The M/S signal
here is used to start and end measurement periods. This signal is timed and driven
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Fig. 27.10 Schematic of one stage of the paired ROSCs and simulation waveforms from a stressed
ROSC during measurement, stress, and recovery periods. Note that any initial lone pulses seen at
the stressed ROSC output are rejected by the beat frequency detection logic

by the on-chip FSM after the external MEASSTRESS EXT signal is asserted. Both
ROSCs contain three levels of adjustable fanout which facilitate an examination of
the effects of additional load capacitance on aging.

Figure 27.10 also contains waveforms from a stressed ROSC during measure-
ment, stress, and recovery periods. After MEASSTRESS INT is driven high by the
FSM, there is a short delay before MEASSTRESS ROSC goes high, which then
causes the tapped output from the stressed ROSC to be connected to the input of the
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Odometer measurement system. This delay allows the SUPPLY node to settle after
being switched to the standard operating supply of VCC and having the ROSC loop
closed. An external control signal is set high any time recovery mode is desired
between measurements, but will not take effect until the end of the subsequent
measurement period.

27.4.3 All-in-One Odometer Test Chip Measurements

A test circuit was implemented in a 65 nm bulk CMOS process for concept
verification. Measurements were automated with LabVIEWTM software through
a National Instruments data acquisition board. Trimming capacitors were used
in each 33 stage ROSC to ensure that the frequencies of the stressed structures
began slightly slower than the reference frequencies (see Sect. 27.3). Trimming
was also utilized to push apart the oscillating frequencies of the two sets of paired
ROSCs to prevent injection locking. The DUTs were 1.5 μm/60 nm NMOS and
3 μm/60 nm PMOS transistors in the inverter stages of the stressed ROSCs. All
automated measurement times were under 1 μs, but varied according to the exact
beat frequency count results.

The results of a 0 V no-stress experiment were first checked, meaning the
SUPPLY node of both normally stressed ROSCs was dropped to 0 V between
measurement periods by keeping the RECOVER EXT signal high, so no aging
should have taken place. The plots in Fig. 27.11a confirm this outcome, indicating
that frequency shifts shown in later results are not due to aging elsewhere in this
system or other circuit effects.

Figure 27.11b presents example measurement results for both ROSCs under
2.4 V stress, as well as the calculated degradation due to HCI (HCIDEG). Both BTI
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and HCI degradation follow a power law behavior, although the latter is seen to
saturate at long stress times. The power law exponent for BTI in this case was 0.12
while that of HCI was larger as expected [17], measuring in at 0.63 in the range fitted
on this plot. Since device drive current, and therefore ROSC frequency, is linearly
proportional to Vth, these results can be compared with trends found in studies of
Vth degradation, and frequency degradation results can be used to deduce the Vth

shift of devices in the ROSCs with modeling or simulation [18, 19].
Figure 27.12 presents three examples of high-voltage stress experiment results

in which sudden jumps in ROSC frequency are interpreted as gate breakdown
events. In HCI and BTI experiments, we typically ignore TDDB because it acts
on a much longer timescale at lower stress voltages. In these experiments involving
large frequency shifts, the beat frequency detection framework was not used since it
is aimed at high-resolution measurements for smaller shifts. Instead, the frequency
was directly read off-chip with an oscilloscope. Note that longer-term experiments,
or those done in future technology generations where soft breakdowns are more
prevalent, will be able to make use of the Odometer system. Figure 27.12 indicates
that ROSCs continue to function after one or more breakdowns, which only lead to
reduced output swing and lower frequencies, as long as subsequent logic stages in
the ROSC can restore full-rail swing [20].

27.5 Statistical Odometer for Collecting BTI Variability Data

Variations in the number and characteristics of charges or traps contributing to
transistor degradation lead to a distribution of device “ages” at any given time.
This section presents an overview of a measurement system that facilitates efficient
statistical aging measurements involving BTI and HCI in an array of ring oscillators.
Microsecond measurements for minimal BTI recovery, as well as frequency shift
measurement resolution ranging down to the error floor of 0.07%, are achieved with
three beat frequency detection systems working in tandem.
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This Odometer consists of a 10× 8 array of cells containing ROSCs to be
stressed, an FSM, a scan chain, and three Silicon Odometers with their reference
ROSCs (Fig. 27.13) [21]. This implementation was limited to 80 ROSC cells due to
the available silicon area, but that number could be increased on future test chips.
During tests the whole array of ROSCs, or any one rectangular group of them, are
stressed in parallel and selected one by one for measurements. Alternatively, all of
the ROSCs under test can be put into a recovery state (i.e., 0 V supply) along with
any cells that are not selected. During stress the ROSC loops are opened so that their
frequencies can be controlled by an on-chip VCO. When each oscillator is selected
for a measurement with the MEASSTRESS signal from the controlling software,
its supply is set to the standard digital level of 1.2 V, the loop is closed, and its
frequency shift is measured by the three Odometer systems. Reference ROSCs are
put into a 0 V no-stress state in between measurements, and their supply is set at
1.2 V during those brief events so they should not measurably age. Even if short
periods under the nominal supply are sufficient to cause any aging, this effect is
cancelled out by the differential measurement setup.

27.5.1 Statistical Odometer Ring Oscillator Cell Design

Each ROSC cell contains its own supply switch that sets the local virtual supply
(CSUPPLY) at the stress level (VSTRESS), 1.2 V (VCC), or 0 V as appropriate
(Fig. 27.14). The ROSC cells also include selection logic to switch a cell into
measurement mode if its row[n] and col[m] signals are both high by closing the
loop and then connecting one tapped output node to the bitline after the virtual
supply has had time to settle to VCC. This timing is indicated in Fig. 27.14 by
the order of the meas (“measure”) and stress signals. The former go high during
measurement periods, and the latter are driven high during stress or recovery.
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When a measurement is started, meas[1]/stress[1] first turn off the input stages
and the VSTRESS switch. Next meas[2] turns the VCC switch on, and finally
meas[3]/stress[2] close the loop and connect it to the bitline.

When a cell is sent back to stress, or recovery if the RECOVER signal is high,
this ordering is roughly reversed. The ROSC is first disconnected from the bitline
to prevent any unwanted stress in other parts of the array. At nearly the same time,
the ROSC loop is opened, the VCC switch is turned off, and the input path from the
VCO is turned on. Finally, the VSTRESS or GND supply switch is closed to start
stress or recovery, respectively. Several tri-state inverters and pull-down transistors
are placed between the VCO input and the ROSC, as well as the ROSC and the
bitline, in order to prevent any coupling when those connection paths are shut off.
The RESET signal asynchronously sends the whole array into recovery mode.

Basic cell operation is illustrated in Fig. 27.15. Only two cells are included in this
simulation to demonstrate the functionality of one of them as it is measured multiple
times. The external MEASSTRESS signal controls the internal ROW CLK signal,
which starts and then stops each measurement with two consecutive pulses, as will
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be explained in Sect. 27.5.3. The delay between CSUPPLY dropping to VCC and
meas[3] closing the loop prevents unstable oscillations. Ten inverters in each ROSC
are constructed with 1.2 V thin oxide logic DUTs. These stages will age during
stress experiments while the rest of the gates, composed of 2.5 V thick oxide I/O
transistors, will not degrade significantly. However, the thick oxide control stages
contribute to the full loop delay, and this must be accounted for when calculating
the stressed stages’ delay shift due to aging.

Therefore, in addition to the full loop that is selected with the meas[3] signal,
a replica control path is selected with ctrl which is asserted at the appropriate time
if the scan bit test ctrl is high. The delay of the replica path is roughly equivalent
to that of the control logic in the full loop. So by first measuring the control loop
frequency, and then that of the full loop during automated circuit calibration, one can
calculate the percentage of the fresh full loop delay accounted for by the DUTs (i.e.,
1−ffull/fctrl). The total frequency shift of each stressed full loop is divided by the
percentage of the fresh delay taken by the DUTs in order to calculate the degradation
in those thin oxide stages. All DUT stages have identical loads and layouts due to
the use of dummy cells.

27.5.2 Multiple Silicon Odometer Beat Frequency
Detection Setup

As described in Sect. 27.3, the Silicon Odometer beat frequency detection system
provides high-resolution frequency shift measurements when the speeds of the
ROSC under test and reference are close. A small initial difference between fref

and fstress is ensured with trimming capacitors, and in other Odometer test circuits,
each capacitor on both oscillators was individually controlled with scan chain bits.
However, in the present circuit where many ROSCs are stressed in parallel and
selected one by one for measurements, controlling the capacitors in each stressed
oscillator would be very time and area consuming. Therefore, nine of fifteen
capacitors were instead hardwired “on” in each of those ROSCs, while individually
controlling all fifteen in the three references.

The Odometers associated with those references all record counts corresponding
to the beat frequency for each ROSC measurement. During post-processing, the
highest-resolution degradation characteristic is selected from that set of three for
each oscillator that was stressed. Figure 27.16a presents an example distribution of
80 fresh full loop frequencies, along with the range covered by the three reference
ROSCs under all trimming conditions. Turning on each trimming capacitor slowed a
reference ROSC by roughly 900 kHz, or 0.57% of the mean fresh full loop frequency
under nominal operating conditions. During calibration, the reference ROSCs are
trimmed to positions within the fresh array distribution such that we maximize the
resolution of the group of degradation characteristics gathered from each full stress
experiment.
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Fig. 27.16 (a) Example fresh full loop frequency distribution for an 80-cell array, with the
corresponding reference ROSC trimming range. (b) Measured results from all three Odometers
for one ROSC under test

Figure 27.16b shows a group of three degradation characteristics gathered by the
references from one ROSC under test. Starting measurements with the reference
and test ROSC frequencies close together, but the latter slightly slower, leads to
a high-resolution measurement with a monotonic decrease in the output counts
(see Sect. 27.3). The odometer output count is equal to the number of reference
ROSC periods (Nref) counted throughout one period of the beat frequency, during
which time one less cycle is observed in the stressed ROSC (Nstressed =Nref − 1).
Therefore, according to Eq. (27.1) from Sect. 27.3, with Nref = 41 reference ROSC
3 started out 2.44% faster than the ROSC under test in the current example (i.e.,
1−Nstressed/Nref = 1 – 40/41). The resulting low resolution is apparent from the
highly quantized outputs of the corresponding Odometer. However, reference 2 was
initially only 0.513% faster than the ROSC under test, so this high-resolution result
is saved instead. Finally, as stated earlier, measurement results from a reference
ROSC that starts out slower than the ROSC under test can also be used, and the
corresponding output count will increase with stress. Therefore, the distribution of
fresh frequencies in the array under test can be more easily covered with only three
appropriately trimmed references.

27.5.3 Test Interface and Procedure

Calibration and measurements are automated through a simple digital interface.
During calibration the fresh control and full loop frequencies from each ROSC
in the array are recorded by reading those values with an oscilloscope. The error
in this step is minimized by averaging thirty results for each loop. Next, we
sweep through the trimming range in the three reference ROSCs, again averaging
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the measured frequency results from thirty samples. After that point the optimal
trimming configurations are selected in order to cover the distribution of frequencies
of the ROSCs to be tested.

A RESET signal is asserted before stress conditions are set which prevents
any cells from being selected, and puts them all into recovery mode. During
experiments, ROSC cells are cycled through without the need to send or decode
cell addresses, in order to simplify the logic and attain faster measurement times.
The first cell is selected with an initialization sequence, and MEASSTRESS is
asserted each time that the controlling software is ready for a new measurement.
The row selection signal is incremented with each measurement, and the column
selection shifts after all of the cells in a column have been selected. Any cells not
selected for stress are kept in a 0 V no-stress state by asserting the RECOVER signal
appropriately.

The logic used to store the row selection signal has to minimize the time when
a ROSC is taken out of stress in order to prevent unwanted BTI recovery. Although
the Odometer logic enables measurement times of down to 1 μs, the time required
to scan out the results must be accounted for. Therefore, two DFFs were used
for each row, as shown in Fig. 27.17. SELECT BIT IN is clocked into the first
DFFhold with ROW CLK during initialization. The next ROW CLK pulse starts a
measurement on row[0] by moving the select bit to the DFFsel on the first rising
edge of MEASSTRESS. That selection bit is then sent to the DFFhold in row[1] by
another pulse of ROW CLK on the falling edge of MEASSTRESS and is held there
while the results are scanned out. The next assertion of MEASSTRESS from the
controlling software starts a measurement on row[1], and this process is repeated
through the rows and columns as necessary.

27.5.4 Statistical Odometer Test Chip Measurements

A test circuit was implemented in 65 nm bulk CMOS. PBTI (Positive Bias
Temperature Instability) in NMOS is not significant in this technology, so only
half of the PMOS devices and none of the NMOS undergo substantial BTI aging
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Fig. 27.18 Error (i.e., deviation from 1.0) in (a) oscilloscope and (b) faster Odometer measure-
ments from 40 ROSCs during no-stress experiments

in between voltage transitions. Under AC stress all PMOS are stressed with NBTI
conditions for half of the time between transitions, and HCI degradation occurs in
both types of transistors during the switching events.

In this system where three reference ROSCs are used rather than one, measure-
ment times were manually set to 2.5 μs for most experiments, which allowed the
majority of beat frequency counts to complete correctly. As discussed in Sect. 27.3,
the initial two counts reported by the beat frequency Odometer are unpredictable
because they begin at random midpoints in the beat frequency period. Therefore,
the last three count results that are latched before the measurement period is stopped
are recorded, and the final one is saved for post-processing. If the time required to
latch these first three counts is greater than the chosen measurement time due to
a long beat frequency period (i.e., high Odometer output count), or long reference
and stressed ROSC periods, then the desired results cannot be recorded. Shorter
measurements were possible, but in that case the higher count results which did not
have time to complete were discarded, and the next highest-resolution output was
selected for post-processing. In addition to allowing more beat frequency counts to
complete, 2.5 μs interrupts were maintained because measurement results showed
that the difference between the frequency degradation measured with this value and
1 μs was negligible [21].

Figure 27.18 illustrates frequency measurements from 0 V no-stress experiments,
so ideally there should be no shift (i.e., the normalized frequency should remain
at 1.0). The characteristics of forty ROSCs are displayed and are representative
of results seen from the entire arrays measured on multiple chips. Figure 27.18a
was directly recorded by a 100 MHz, 1.25GS/s oscilloscope after the frequencies
were divided down by 1,024 on-chip. A worst case error of 0.18% was observed,
and a drift is apparent in the measured values due to some slight change in
operating conditions. Figure 27.18b shows a smaller worst case error of 0.07%
in the frequency calculated by the Silicon Odometer, along with the fact that this
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Fig. 27.19 Frequency distributions after 3.1 h stress (black bars), along with the fresh distributions
(gray bars). Each 20◦C distribution was gathered from 120 ROSCs, while those at higher
temperatures came from 80 due to a limited amount of dies

differential system eliminates the effects of variations common to the reference
and stressed ROSCs. Similar error floors were found for these systems during
repeated tests, setting the lower bound on the range of frequency shifts that they can
accurately measure. Finally, note that the automated oscilloscope readings required
over 500 ms, while the Odometer measurements take down to 1 μs.

Histograms of fresh DUT frequencies are shown in Fig. 27.19 with the resulting
distributions after 3.1 h of DC stress (11,200 s). The distributions at 20◦C were
obtained from 120 ROSCs each, while the higher temperature measurements
involved 80 ROSCs. Smaller numbers were used when necessary due to the limited
number of available dies. In order to prevent any particular systematic inter-die
process shifts from fully impacting one set of the results, each experiment that
spanned more than 40 ROSCs came from multiple dies. The primary degradation
mechanism at work in these DC experiments was NBTI, and Fig. 27.20a indicates
that there was no correlation between the fresh ROSC frequency and the stress-
induced shift. This lines up with previous findings that the stress-induced Vth

mismatch in PMOS pairs was uncorrelated to the initial mismatch [22] and that
the initial spread in the Vth is not correlated to that caused by aging [23–25].
Figure 27.20b shows the average (μ) frequency shifts and the standard deviation
(σ) of the shifts versus stress time. The σ increases with stress [23, 26–28], roughly
following a power law with an exponent (n) of just under 1/2 that of the μ shift.
Therefore, the σ/μ ratio of the shift decreases with stress time [29].

The σ of the frequency itself (rather than the frequency shift) did not show a clear
trend with stress time. This value was poorly fitted by the power law (R-squared
values of only ∼0.03–0.30), with the exponent of this fit ranging from −0.002 to
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Fig. 27.20 (a) The fresh ROSC frequencies were uncorrelated with the stress-induced shifts.
(b) The mean and standard deviation of the frequency shifts both increase with stress time

0.028, meaning the σ value remained generally flat during stress. That behavior is
expected because the spread in the fresh frequency is larger than that of the spread in
the aging-induced shifts, and the increase in the latter value is modest during stress,
as seen in Fig. 27.20b.

27.6 Interconnect Odometer for Measuring the Impact
of Wire Length on BTI and HCI

Interconnect plays a major role in the performance and reliability of critical circuits
such as clock networks, signal buses, networks-on-chip, memory wordlines and
bitlines, and high-speed I/Os. Devices in these circuits with large interconnect
loads experience unique time-varying voltage stresses which result in performance
degradation due to BTI and HCI and should be studied to enable reliable system
designs.

Although BTI is frequently cited as the primary reliability concern in sub-100 nm
processes, HCI remains an important mechanism in applications demanding high
current levels [30, 31]. HCI degradation is also exacerbated in drivers with large
loads and high activity factors such as clock buffers, where the transistors are
exposed to stronger hot carrier stress due to the longer active switching phases [32].

BTI and HCI have different sensitivities to operating conditions, which vary
with specific circuit paths. Sheet resistance and the parasitic capacitance of long
wires have not been scaling favorably in advanced processes, which could lead to
interconnect-dominated paths having drastically different aging behavior compared
to logic-dominated paths [33]. Although previous work has shown the impact of
gate fanout load on circuit aging [34, 35], little attention has been paid to the
aging behavior in logic gates with long wire loads. Understanding the impact of
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Fig. 27.21 Interconnect odometer test chip diagram. Four ROSCs (stressed pair and unstressed
pair) are used for each wire configuration to separately monitor BTI- and HCI-induced frequency
shifts

interconnect length on circuit degradation will enable a more complete picture of
system-level aging.

This work presents measurement results highlighting the dependence of BTI- and
HCI-induced aging on wire length for the first time [36]. The All-in-One Silicon
Odometer beat frequency detection framework was adopted to separate the BTI and
HCI contributions with picosecond-order resolution and microsecond-order stress
interruptions for measurement (see Sect. 27.4). Measurement data from a 65 nm
test chip shows that BTI-induced degradation decreases monotonically with longer
interconnect length, while HCI exhibits a non-monotonic behavior. Models for BTI-
and HCI-induced degradation in long interconnect drivers are developed and show
good agreement with the measured data.

27.6.1 Interconnect Odometer Design

A top level block diagram of the interconnect odometer test chip is shown in
Fig. 27.21. This system includes four ROSC configurations with different intercon-
nect lengths ranging from 0 to 1,000 μm. In each of the four configurations, one
ROSC suffers from BTI stress exclusively, another undergoes both BTI and HCI
stress, and the final two are unstressed references. Every stressed oscillator is paired
up with its unstressed counterpart, and their outputs are fed into the beat frequency
detection system through multiplexers. The transistor dimensions of each ROSC
stage are (W/L)PMOS = 6 μm/0.06 μm and (W/L)NMOS = 3 μm/0.06 μm. On-chip
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Fig. 27.22 Measured frequency degradation induced by BTI and HCI for different interconnect
lengths

power gates provide fast local stress voltage switching, while a VCO generates an
AC stress frequency. Note that electromigration (EM) is negligible in the 65 nm
process used for the test chip presented here when only AC stress conditions
are applied, and no excessively high stress temperatures or current densities are
employed.

27.6.2 Interconnect Odometer Test Chip Results

Figure 27.22 presents BTI- and HCI-induced frequency degradation versus stress
time for different interconnect lengths. Both BTI and HCI degradation can be fitted
by a power law function of stress time with the exponents marked on the plots. BTI
is the primary contributor to aging at early stress times while HCI surpasses BTI
at longer stress times due to its larger power law exponent. Under identical stress
conditions, the ROSC without any interconnect suffers the most BTI degradation,
while HCI is most severe for the ROSC with 500 μm wire length.

BTI-induced frequency shifts after 19 h of stress at 2.4 V are shown in
Fig. 27.23a for different interconnect lengths. The amount of BTI aging decreases
monotonically with longer interconnects for all three stress conditions. This can be
explained by the longer transition time observed in longer wires, which translates
into a shorter amount of time the PMOS transistor is exposed to a full static BTI
stress bias, or the “BTI duty cycle.” The distributed interconnect RC reduces the
slew rate for each signal transition as shown in Fig. 27.23b. HSPICE simulation
results in that same figure confirm a 20× longer transition time (tT = tR + tF) as the
wire length is increased from 0 to 1,000 μm. Note that PBTI in NMOS is negligible
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Fig. 27.23 (a) Measured data (markers) and the aging model presented in Sect. 27.6.3.2 (curves)
for BTI-induced frequency degradation. (b) Effective stress time (tL) decreases in longer intercon-
nects resulting in a smaller BTI degradation as shown in (a)

Fig. 27.24 (a) Measured data (markers) and the aging model presented in Sect. 27.6.3.3 (curves)
for HCI-induced frequency degradation. (b) The effective stress time increases in longer intercon-
nects while the effective stress voltage decreases, resulting in a non-monotonic HCI degradation
characteristic

in this 65 nm process as it does not employ high-k/metal-gate devices. However,
the general trend will not change in the presence of PBTI as the duty cycle for
the NMOS is also reduced for longer interconnects. Figure 27.23a also reveals that
slower frequencies result in a lower sensitivity of BTI to interconnect length because
the devices spend less time in transition states and hence more time under the full
BTI stress bias.

Figure 27.24a shows that HCI degradation has a non-monotonic relationship with
wire length. This phenomenon is explained by two competing factors: a reduction
of the effective stress voltage and the increase in current pulse duration, both with
longer wire loads.
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A driver with a longer wire load has a smaller peak current due to the voltage
division between the wire resistance and the driver’s equivalent resistance as shown
in Fig. 27.24b. Simulation results modeling ROSC stages driving a distributed
RC network confirm that the maximum discharging current through the NMOS
decreases with longer interconnect loading for this reason. The reduction of the
peak current has a similar effect to lowering the effective stress voltage and therefore
leads to a smaller frequency shift. Note that the peak current also drops for wires
shorter than 200 μm due to the fast input slew rate that causes the NMOS to turn off
before it enters the saturation mode.

The second factor contributing to this non-monotonic characteristic is the wider
current pulse caused by the increased RC loading of longer wires. A longer
current pulse width equates to longer HCI stress time, which leads to more severe
degradation for longer interconnects at an equivalent effective stress voltage [37].

27.6.3 BTI and HCI Aging Models for Interconnect Drivers

As demonstrated in the previous sections, the amount of circuit aging caused by
BTI and HCI depends on transition times and bias conditions, which in turn are
modulated by the interconnect load. In this section, an analytical BTI and HCI
model applicable to global interconnect drivers is proposed and shown to closely
match experimental results. The general approach for modeling the frequency
degradation in drivers with long interconnect loads follows a two-step approach.

First, the frequency degradation of an interconnect-dominated path is less
sensitive to the device aging compared to a logic-dominated path due to the invariant
interconnect RC delay components in the former. This difference is captured by
introducing a Sensitivity Factor in Sect. 27.6.3.1. Second, the amount of BTI and
HCI aging depends on the stress time and voltage, and those vary with interconnect
length. In the following sections, existing BTI and HCI models are used with
modified stress parameters to derive the final models.

27.6.3.1 Sensitivity Factor

Wire RC dominates the delay of drivers with long interconnect loads, so per-
formance is less sensitive to an aging-induced Vth shift compared with a logic-
dominated path. This effect can be accounted for in our models by introducing
the Sensitivity Factor α, defined as the ratio between the percentage frequency
degradation of an interconnect-dominated path and that of a logic-dominated path
for the same amount of device aging:

(
Δ f
f

)

interconnect
= α
(

Δ f
f

)

logic
(27.4)
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For a given interconnect resistance (RW), interconnect capacitance (CW), load
capacitance (CL), and equivalent driver resistance before stress (Req) and after stress
(Req’), the frequency degradation can be expressed as

(
Δ f
f

)

interconnect
=

ΔReq(CW +CL)

R′
eq (CW +CL)+RW

(
CW

2 +CL

) (27.5)

The frequency degradation for a logic-dominated path without long wire loads
can be written as

(
Δ f
f

)

logic
=

ΔReqCL

R′
eqCL

=
ΔReq

R′
eq

(27.6)

RW and CW of the wire load can be calculated from the sheet resistance and metal
capacitance parameters. Here, ΔReq =Req’−Req, which is the change in equivalent
driver resistance due to stress. The expression for α can be derived using Eqs. (27.5)
and (27.6):

α =

(
Δ f
f

)

interconnect(
Δ f
f

)

logic

=
R

′
eq (CW +CL)

R′
eq (CW +CL)+RW

(
CW

2 +CL

) (27.7)

27.6.3.2 BTI Aging Model for Interconnect Drivers

BTI aging is determined by the time a device is biased in a strong inversion with
a drain-to-source voltage drop of zero. Hence, it can be expressed using the cycle
time parameter tL/T (for the case of NBTI specifically) where tL and T are defined in
Fig. 27.23b. Employing the methodology presented by Fernandez [38], the deviation
of BTI from the ideal 50% duty cycle case can be expressed using (50%− tL/T)k,
where k is determined empirically. The overall BTI-induced frequency shift can be
expressed as

(
Δ f
f

)

BTI
=

(
Δ f
f

)

@50%

[
1−B

(
50%− tL

T

)k
]

= Aexp(γVstr)t
n

[

1−B

(
2tT
T

)k
]

(27.8)

Here, tL is the low duty cycle of the input signal, T is the AC stress cycle, γ is
the voltage acceleration factor, Vstr is the stress voltage, t is the BTI stress time of a
logic-only path, and n is the NBTI time exponent. B and k are empirical parameters
found to be 0.01 and 0.7 at 25◦C and 0.003 and 0.75 at 85◦C in the 65 nm technology
used for this work. Parameter A follows Arrhenius behavior with temperature, or
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exp(Ea/kT), where Ea is the temperature activation energy. Both Ea and γ values
are experimentally determined constants, which can be found based on the type of
CMOS device.

The transition time tT is interconnect RC dependent, which can be denoted as

tT = Req (CW +CL)+RW

(
CW

2
+CL

)
(27.9)

Using the Sensitivity Factor, the overall BTI frequency degradation for long
interconnects can be derived as

(
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(
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(27.10)

27.6.3.3 HCI Aging Model for Interconnect Drivers

The degradation of frequency with HCI can be approximated as presented by
Hu [39]:

(
Δ f
f

)

HCI
= Cexp

(
− D

Veff

)
tm
eff (27.11)

where C, D, and m are empirical process parameters, teff is the effective HCI stress
time which is directly related to the transition time, and Veff is the effective drain-to-
source voltage during stress. The experimental and simulation results in Sect. 27.6.2
show that the effective voltage and stress time depend on the interconnect RC load.

The wire resistance RW divides the stress voltage applied on transistor drain
while charging and discharging. So the effective HCI stress voltage can be esti-
mated as

Veff =
Req

Req +RW
Vstr (27.12)

where Req is the equivalent driver resistance, RW is the interconnect resistance, and
Vstr is the HCI stress voltage in a path without significant interconnect loading.

Under the assumption that the HCI stress time is proportional to the transition
time, the effective stress time considering interconnect impact can be expressed as

teff =
Req (CW +CL)+RW

(
CW
2 +CL

)

ReqCL
t (27.13)



708 J. Keane et al.

Here, t is the time a device with a fanout of one in a logic-dominated path is
under HCI stress. Finally, the HCI-induced frequency degradation can be derived
by incorporating our Sensitivity Factor:

(
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f

)

HCIinterconnect
= α
(

Δ f
f
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HCI
=
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)]
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2 +CL

)

ReqCL
t

)m

(27.14)

The models in Eqs. (27.10) and (27.14) are plotted in Figs. 27.23 and 27.24,
where they show close agreement with measured silicon data.

27.7 SRAM Odometer for Recovery-Free Evaluation
of NBTI and PBTI

Bias Temperature Instability is a primary reliability concern in sub-32 nm SRAMs
[5, 40–42]. NBTI and PBTI under the DC stress condition that dominate in SRAM
bit cells lead to an increase in read VMIN and a decrease in write VMIN as illustrated
in Fig. 27.25.

While there is a pressing need to do in situ statistical characterization of BTI
on large memory arrays, this task is complicated by the phenomenon of fast BTI
recovery, which can lead to inaccurate results if the measurement time, TMEAS,
is not on the order of microseconds (Fig. 27.26) [21, 43]. In simple test circuits
such as ROSCs, it is possible to gate stress on or off in small blocks, which helps

Fig. 27.25 (a) SRAM static stress conditions promote BTI stress in the two highlighted MOS-
FETs. (b) SRAM read VMIN degrades while write VMIN improves under the influence of BTI
stress
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Fig. 27.26 (a) Longer TMEAS results in optimistic BTI data (i.e., lower bit cell failure rate) due
to the unwanted fast recovery. (b) Power law exponents measured at different TMEAS indicates a
recovery time constant of at most ∼25 μs [21]

to facilitate faster stress interruptions for measurements. However, this approach
cannot be directly extended to SRAM arrays where the supply rail is generally
shared across all rows, and a large amount of stored data is processed in parallel.
Moreover, all of the stored data generally needs to be sent off-chip during a read
operation for experiments like this where each bit’s result should be recorded, as on-
chip storage would be too costly in terms of area. Considering a typical tester’s data
acquisition frequency of few megahertz, the requirement for fast BTI measurements
becomes problematic and has been the main limitation of existing approaches.

Kim et al. used off-chip control of the supply during measurements to obtain the
SRAM VMIN, which takes a few seconds and hence leads to extensive unwanted
BTI recovery [42]. Drapatz et al. presented a BFR (Bit Fail Rate) tracking approach
with local data storage similar to this work for fast measurements [44]. However,
the overall approach was not scalable to full SRAM arrays and could not be
used for progressive evaluation of BTI. This system only produced an end-of-life
degradation estimation which has limited use for reliability modeling. The test
structure presented in this section is the first to facilitate recovery-free evaluation of
the progression of NBTI- and PBTI-induced degradation in an SRAM macro [45].
Results from a 32 nm high-k/metal gate SOI test chip show a 35 mV improvement
in read VMIN measurement accuracy and a 10−100× improvement in the accuracy
of BFR estimation using a TMEAS of 3 μs, which is better timing resolution than the
closest related works by three to four orders of magnitude [5, 42, 44].

27.7.1 SRAM Reliability Macro Design

Figure 27.27 illustrates the SRAM reliability characterization macro. All critical
components are designed to be representative of a product subarray to the extent
possible, while still facilitating fast BTI measurements. Single-Ended Sensing
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Fig. 27.27 SRAM Odometer macro architecture

(SES) with a slow scan-based readout is used rather than differential sense amplifiers
and column multiplexing in order to simplify testing and reduce the pin count.
A marker row with alternate hardwired 1 s and 0 s is used to verify the address
decoding and other peripheral circuitry during dynamic operation. An on-chip FSM
handles the timing and execution of sensitive functions such as controlling the
supply switches for measurement and stress modes, modulating measurement times,
pulse width control, asserting read/write commands, and address sequencing. A
VCO is used to generate high-speed signals, and slower functions like BFR readout
are run by software controlling the tester. On-chip per-column supply switches are
used with delayed firing of signals to reduce current spikes during supply switching
and to optimize the overall switching time.

27.7.2 Read Timing Sequence: Pseudo-reads with Deferred
Stressed Readout (PR-SR)

Figure 27.28 shows example timing diagrams of the conventional [42] and recovery-
free methods. Prior to applying VSTRESS, all bit cells are initialized through a blanket
write 0 with the supply set to the nominal supply level (VNOM). Next, the peripheral
supply is lowered to VMEAS, a level corresponding to a target read BFR. This
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Fig. 27.28 PR-SR sequence for SNM failures in an array initialized to zero [45]. (a) In the
conventional method, the supply is lowered to VMEAS followed by a full read and slow scan-
out which results in a long TMEAS. (b) The recovery-free approach consists of a pseudo-read
(i.e., sequential WL perturbations) which stores pass/fail info in the array under test. The array
is immediately put back into stress mode to prevent unwanted recovery, followed by a full reliable
read and scan-out at the VSTRESS supply level

completes the initialization step. After that, stress is applied in a stress-measure-
stress routine with exponentially increasing stress intervals using an array supply of
VSTRESS. In the short measurement windows, the array supply is lowered to VMEAS

using on-chip switches, with 20% of TMEAS dedicated to supply switching.
A pseudo-read burst consisting of up to 256 sequential WL (wordline) pertur-

bations follows next. Sufficiently “weak” cells on affected rows experience a data
flip, while “strong” cells retain their original values. Thus pass/fail information
corresponding to this fast measurement interrupt is stored locally in each bit cell.
After this, the array supply is switched back to VSTRESS to prevent unwanted
BTI recovery. The full read and off-chip data acquisition is deferred to the stress
period. Due to the relatively long duration of stress periods, this data readout can
be done slowly without interrupting the overall test procedure. Note that since the
array operates at a high stress voltage during this read and scan operation, the
chance of read failures occurring is remote. After all read data has been captured
and the stress cycle is complete, the entire measurement and readout procedure is
repeated. An extension of this approach can be used to track VMIN as illustrated
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Fig. 27.29 Extension of the read BFR test sequence in Fig. 27.28 for read VMIN measurements
with microsecond range TMEAS [45]. Here, VMEAS is stepped down until a target BFR is reached
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Fig. 27.30 PR-SR sequence to capture and separate SNM and access time failures exacerbated by
the stress in the SRAM cell

in Fig. 27.29. Here, VMEAS is stepped down until a target BFR is reached. Note
that the milliseconds of stress in between increasingly lower VMEAS value tests are
negligible compared with the long stress cycles before and after each of these VMIN

searches.
In addition to recording SNM-related read failures, this design can be extended

to examine the access time degradation due to the reduced drive strength of aging
bit cell transistors with the approach outlined in Fig. 27.30. In this scheme (which
was not implemented on the test chip), two subarrays are used: “A1” and “A2.” The
supply for A1 is switched between VMEAS and VSTRESS, while A2’s supply is fixed
at VNOM = 0.9 V for reliable operation. A1 is first initialized to a known data pattern
and then stressed. Next, its supply is relaxed for fast, unreliable reads at VMEAS, and
the data is written reliably into A2. The flips stored in A1 indicate SNM flips while
those seen only in A2 indicate access time fails occurring during reads from A1.
The data in A1 is then read off-chip with a slow deferred scan-out operation during
the next stress cycle. Using on-chip storage for a full subarray’s failure data is costly
in terms of area, but the overall cost is reduced by holding part of that information
directly in the subarray under test (A1).

An approach similar to the one described above would not work for a typical
write case. A successful write to a cell would mean the cell data flips. Consequently,
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BTI due to the prior DC stress would start to recover unless an immediate second
flip (or write-back) to the original state is done. The details of the modified write
test approach are given in an earlier publication [45].

27.7.3 Read Failure Test Chip Measurements

Figure 27.31 presents read BFR versus stress time at different TMEAS, showing
expected degradation trends. The BFR rises by around 3–10× over a 2,000 s
stress period with TMEAS = 3 μs. TMEAS would be more than few milliseconds
without the PR-SR technique, causing BFR errors of as much as 10–100×. Several
measurements from multiple chips were performed to verify the consistency of these
results.

Figure 27.32 shows the effect of BTI on VMIN, which increases by 13–26 mV
during a stress period of 2,000 s with TMEAS = 3 μs. The PR-SR technique measures



714 J. Keane et al.

a VMIN that is 35 mV higher than a conventional method requiring hundreds of
milliseconds, because the latter experiences unwanted BTI recovery during long
stress interruptions. Note that measurements of VMIN required external supply
changes as shown in Fig. 27.29 leading to larger time between measurement
samples. This time discrepancy was calibrated out during post-processing.

27.8 Conclusions

This chapter provided an overview of a number of unique circuits that demonstrate
the benefits of utilizing on-chip logic and a simple test interface to automate circuit
or transistor aging characterization. In addition to avoiding the use of expensive
probing equipment, implementing on-chip logic to control the measurements
enables a better combination of measurement and timing resolutions. This is critical
when interrupting stress to record BTI measurements, as that mechanism is known
to recover within microseconds or less. The high frequency resolution of the beat
frequency detection Odometer facilitates the acquisition of aging data at low stress
conditions, close to or matching those of normal operation. Next, the silicon area
needed to collect statistical data is significantly reduced compared with traditional
device probing, as multiple test structures can share the same readout circuitry and
I/O pads. Finally, compact all-digital systems could enable circuit aging prognostics
and enhanced real-time adaptation in products.

In conclusion, Silicon Odometers can play a critical role in understanding the
aging behavior of nanoscale devices and circuits. This capability will allow chip
manufacturers to develop techniques to avoid wasteful overdesign and frequency
guard banding based on pessimistic degradation projections and hence more fully
realize the benefits of CMOS scaling while ensuring that products remain fully
operational for their intended lifetimes.
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Chapter 28
Multilevel Reliability Simulation for IC Design

Ketul B. Sutaria, Jyothi B. Velamala, Venkatesa Ravi, Gilson Wirth,
Takashi Sato, and Yu Cao

Abstract With CMOS technology scaling, design for reliability becomes a vitally
important part in today’s design cycle. Aging mechanisms, such as NBTI and CHC,
degrade the performance of a circuit over time, eventually causing system functional
failure. NBTI predominantly affects digital circuits, inducing delay shift in logic
paths and data instability in memory cells, while CHC impacts the mismatch, gain,
and offset in analog/mixed signal (AMS) circuits. Accurate long-term modeling of
these aging effects is key to circuit failure analysis. In addition, simulation efficiency
is critical to reliability diagnosis in a modern design at the scale of multi-million
gates. This chapter presents a new simulation flow that integrates long-term aging
models, which are sensitive to dynamic voltage scaling and switching activities, with
aging-aware standard cell library, predicting the degradation for both digital and
AMS circuits. Different from conventional reliability tools that rely on extrapolation
for long-term aging prediction, the new methodology continuously monitors the
shift in operating conditions and circuit performance metrics toward the end of
the lifetime. As implemented into representative VLSI design tools, the newly
developed aging models and tools dramatically improve simulation efficiency and
accuracy, supporting design practice for reliability with scaled CMOS technology.

28.1 Introduction

The evolution of electronics will continually be driven by the scaling of CMOS
technology and the increase in the total number of devices per chip. Moore’s law
predicts that the total number of transistors placed on a chip will be approximately
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Fig. 28.1 Traditional definition of reliability is only appropriate for sudden failures (left): for
TDDB, the exact threshold value has little impact on the prediction of lifetime. But such a
definition is not applicable to gradual shift (right): the prediction of lifetime is highly sensitive
to the threshold value, as observed in NBTI

doubled every 18 months [1, 2]. The increased transistor count has directly led to
improved capabilities of integrated analog and digital circuits on a single platform
called system on chip (SoC). Present SoCs pack close to 800 million transistors
incorporating analog and mixed signal designs such as data converters (A/D, D/A)
and PLLs, extracting high performance at a lower cost.

Aggressive scaling of CMOS technology brings forth multiple variability and
reliability issues such as negative bias temperature instability (NBTI), channel
hot carrier (CHC), and time-dependent dielectric breakdown (TDDB) [3–14]. As
an aftermath of mentioned reliability issues, circuit performance degrades over
time, which is called circuit aging. Circuit aging becomes more pronounced in the
nanoscale regime due to process scaling techniques that are introduced to improve
device and circuit performance. Scaling of supply voltage and threshold voltage
does not go hand in hand with scaling of device feature size. This greatly increases
vertical and lateral electrical field causing the exacerbation of NBTI and CHC.

Previous reliability concerns, such as oxide breakdown and electromigration
(EM), are evaluated by an empirical threshold of performance shift, as shown in
Fig. 28.1 [10]. Since these effects usually induce sudden failures, the exact value
of reliability threshold only has a marginal impact on the lifetime (Fig. 28.1, left).
But for NBTI and CHC, their effect is gradual (Fig. 28.1, right). A small difference
in reliability threshold may result in a dramatic shift in determining the lifetime. In
this case, a better approach is to provide parametric prediction of the lifetime, such
that designers are able to examine the detailed trade-offs among speed, power, cost,
and reliability. This new trend requires the development of accurate aging models
and simulation tools that correctly capture the physics and efficiently support aging
diagnosis during the design stage.



28 Multilevel Reliability Simulation for IC Design 721

Input
(SPICE Netlist)

Simulation
(Spectre, HSPICE, etc.)

Extracted Device 
Parameters

Short-term Aging 
Estimation

Stress 
Parameters

Extrapolated
Shift

Long-term Prediction

P
ar

am
et

er
s

Time
t1 t2 Lifetime

Age1

Age2

Extrapolation

Fig. 28.2 The simulation flow employed by conventional reliability tools. The extrapolation
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28.1.1 Circuit Reliability Simulation: Challenges and Needs

To date, research work on aging mechanisms has been active only within the
communities of device and reliability physics [15–19]. This is partially due to its
complexity and emerging status. The lack of design knowledge and CAD tools
further creates the barrier for managing impact of device degradation on circuit
performance. Leading industrial companies develop their own reliability models
and tools. These tools, however, are usually proprietary and customized to a specific
technology, not available for general usage.

Commercially available aging tools [20–23] suffer from issues of inaccuracy
in aging prediction mainly due to their extrapolation method. One example is
conventional lifetime prediction tools based on Berkeley reliability simulation
framework [20]. Figure 28.2 presents a typical flow of such tools. In this flow,
several reliability parameters are needed at the device level. These device parameters
are extracted from the silicon data collected by stressing devices at high temperature
and voltage to accelerate the aging process. In addition to device parameters,
reliability simulators require design schematic or netlist files, as well as their input
stimulus. Simulation of the input files reveals their operating voltages and thereby
dynamic stress conditions. Based on these conditions and device parameters, which
are extracted from short-term measurements and simulations, the aging rate and the
lifetime are predicted using the extrapolation method (Fig. 28.2).

The tracking of stressed parameters through SPICE simulations makes these
tools computationally expensive, as it consumes a large portion of the memory.
While these tools can calculate the degradation of circuits with a limited number
of transistors, performance evaluation of large-scale designs with millions of
gates is impractical. To overcome these problems, a generic simulation tool that
efficiently predicts the degradation would be extremely useful. A good circuit-
aging simulator requires capabilities such as high capacity, high speed, and high
accuracy. The simulation of aging in large logic designs is difficult, since circuit
degradation rate depends on both process and operation conditions such as Vdd,
temperature (T) and input signal duty cycle (α) [24]. These parameters are not
spatially or temporally uniform, but vary significantly from gate to gate and from
time to time due to the uncertainty in circuit topologies and operations. A simple
static analysis may provide an extremely pessimistic estimate and, consequently,
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result in over-margining. To estimate the degradation bound under various α’s,
a rudimentary approach resorts to exhaustive simulations. Yet such method is
inhibitive in computation cost, especially for circuits with a large number of inputs.

Lifetime prediction in AMS design is even more challenging than in digital
logic circuits [25]. While aging-induced Vth shift does not change the operating
conditions in logic gates, parameters in AMS designs, such as the bias condition,
offset, and gain, are more vulnerable to Vth shift. The extrapolation method based
on prestressed model parameters does not account for the changing operating
conditions during aging which may lead to overly optimistic results. Furthermore,
small AC signals affect the device degradation which is not accounted in current
aging models. Hence, commercial tools inaccurately estimate the aging in AMS
designs.

In summary, it is necessary to develop new models and simulation methodology
in order to improve circuit reliability prediction in both VLSI and AMS design
under dynamic operations. This chapter presents a cross-layer approach toward this
goal, from device-level modeling of reliability mechanisms to circuit-level long-
term aging models that are customized for digital and AMS design and to large-scale
reliability simulation methods. The results are demonstrated with design examples
that experience severe reliability threat.

28.2 Reliability Physics: Device-Level Modeling

The primary impact of NBTI and CHC at the device level is the gradual increase
in transistor Vth, whereas the degradation of other device parameters is less
pronounced. Since the threshold voltage directly affects the delay of a digital gate,
circuit operating frequency of a logic path decreases temporally. Similarly, in AMS
circuits, shift in Vth degrades the gain and other performance metrics. To estimate
circuit-aging rate, the fundamental step is to model device Vth shift.

28.2.1 CHC: Power Law Model

The power law model (tn model, where t is the stress time) explains the time
dependence of gradual shift in the threshold voltage due to CHC, since CHC can
be microscopically described as the generation of interface or oxide traps (charges)
at the Si-SiO2 interface. In fact, until recently, such a reaction–diffusion (RD)
modeling framework was also used to explain the NBTI effect. This model assumes
that when a gate voltage is applied, it initiates a field-dependent reaction at the
semiconductor–oxide interface [26–34]. There are two critical phases described in
this modeling framework: the reaction phase and the diffusion phase. In the reaction
phase, some Si–H or Si–O bonds at the substrate/gate oxide interface are broken
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under electrical stress [29]. The species that trigger such reactions can be positive
holes in NBTI and hot electrons in CHC [32]. While NBTI happens uniformly in
the channel, CHC impacts primarily the drain end.

Channel hot carrier is mainly observed in NMOS transistors. The main source of
the hot carriers is the heating inside the channel of the MOSFET during dynamic
circuit operation. These energetic carriers can lead to impact ionization within the
substrate and the generated electrons or holes inside the channel, or the heated
carriers themselves can be injected in to the gate oxide. During this process, the
injected carriers can generate interface or bulk oxide defects, and as a result, the
MOSFET characteristics, like threshold voltage, transconductance, etc., degrade
over time. The degradation of Vth caused by CHC is given by [32]:

ΔVth =
q

Cox
K2

√
Qiexp

(
Eox

Eo2

)
exp

(
− ϕit

qλ Em

)
tn (28.1)

where Eox is the vertical electric field and Em is the maximum lateral electric field.
λ is interpreted as the hot-electron mean-free path and ϕit the minimum energy in
electron volts that a hot electron must have in order to create an impact ionization.
ϕit/(qEm) is the distance that an electron must travel in the electric field Em to
gain energy ϕit , and exp(−ϕit/(qEm)) is the probability of an electron travelling
a sufficient distance to gain energy ϕit or more without suffering a collision. The
temporal degradation rate is governed by the time exponent, n, which is about 0.45.
Channel hot carrier does not recover as seen in NBTI.

Limitation of RD in NBTI: The RD theory may partially explain the degradation
behavior during the stress phase of NBTI and predict the aging under various bias
voltages and temperature. However, one of the limitations of the RD model is that
it is deterministic and cannot account for stochastic aging variability. In addition,
the RD model predicts that the recovery upon stress removal is independent of the
electric field and the temperature during the recovery phase. Recent publications
[35–39] show that it is dependent on the temperature applied during the recovery,
contradicting to the classical RD theory. Similarly, [40] shows that the recovery
is also a function of the electric field. These limitations question the physical
background of RD in explaining NBTI and incline more toward the trapping/de-
trapping (TD) theory that is explained in Sect. 2.2.

28.2.2 NBTI: Trapping/De-Trapping Model

The RD theory has several limitations as mentioned in previous section. Charge
trapping and de-trapping at localized states (charge traps) at the gate oxide interface
resolve the limitations of the RD theory. Several works have presented the evidence
of TD mechanism through the discrete Vth shifts, especially during the recovery
phase in NBTI observed with the fast measurement techniques [34, 40]. Figure 28.3
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Fig. 28.3 Statistical trapping/de-trapping events lead to the generation of interface charges during
the aging process of NBTI

illustrates the physical picture of TD: when a negative bias voltage is applied to
the gate of a PMOS device, the trap energy (relative to the Fermi energy level)
is modulated. If the trap gains sufficient energy, it may capture a charge carrier,
thus reducing the number of available carriers in the channel [41]. The charged
trap state modulates the local Vth and acts as a scattering source, reducing the
effective mobility [42, 43]. In faster traps (with shorter time constants) having a
higher probability of capturing carriers, the occupation probability increases with
voltage and temperature. Trapping and de-trapping events are stochastic in nature
and hence a compact model is based on the statistics of trap properties.

The basic assumptions in the modeling effort based on TD theory are the same
as the ones used in modeling of low-frequency noise, since the charge trapping
dynamics (capture and emission time statistics) that contribute to the degradation of
device performance over time is similar to that causing low-frequency noise [25].
The three main assumptions of the trap properties are:

• The number of traps follows a Poisson distribution, which is common for a
discrete process.

• Capture and emission time constants are uniformly distributed on logarithmic
scale. This microscopic assumption is critical to derive the logarithmic time
evolution at the macro scale.

• The distribution of trap energy follows a U shape, which is verified by silicon
measurement and key to the voltage and temperature dependence on aging.

The location of traps is close to the interface (appropriate when Tox < 1 nm).
Based on these assumptions, TD-based static and dynamic models are presented in
the next subsection. More details are available in Sect. 4.2.4 of this book.

28.2.2.1 Static NBTI Model

Based on the TD theory, the Vth shift at a given stress time is the result of a number
of traps (n(t)) occupied by the channel carriers [36]. The probability of a particular
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trap, initially empty (state 0) to be occupied (state 1) after an elapsed time t, is given
by P01(t). This occupation probability can be calculated by observing that

P01(t + dt) = P01(t)p11(dt)+P00(t)p01(dt) (28.2)

where p01(dt)= 1/τc and p11(dt)= 1− p10(dt)= 1/τe. Integrating it from t0 to t:

P01(t + t0) =
τeq

τc

(
1− e−t/τeq

)
+P01(t0)e

−t/τeq (28.3)

where 1/τeq = 1/τc + 1/τe. τc, τe are random in nature, representing capture and
emission time constants, respectively, and dependent on bias point and temperature.
The values are determined by [43]

τc = 10p(1+ e−q) (28.4)

τe = 10p(1+ e+q) (28.5)

where p ε [pmin, pmax], where pmin and pmax define the time constants for fastest
and slowest traps, respectively (pmin ∼ 1 and pmax > 10). This assumption of the
existence of defects with wide distribution of time constants is in line with recent
NBTI data [46, 47]. Since p is assumed to be uniformly distributed, the characteristic
time constants are uniformly distributed on logarithmic scale. The parameter q is
given by (ET −EF)/kT, where ET is the trap energy and EF is the Fermi energy
level. The trap energy (relative to Fermi energy) is a function of applied electric
field. Consequently, τc and τe are dependent on voltage and temperature.

The occupation probability of the trap at time t, assuming that it is under
constant stress from time t0 = 0, is obtained by substituting P01(0)= 1−P01(0)= 0
in Eq. (28.4), integrating P01, and multiplying with the number of available traps,
the average number of occupied traps obtained by substituting the logarithmic
distribution of time constants and the U-shaped distribution of trap energies:

n(t) =
N

ln10(pmax − pmin)

ET max∫

0

g(ET )dET

1+ exp
(
−ET−EF

kT

) .
10−pmaxt∫

10−pmint

e−u − 1
u

du (28.6)

where g(ET) is the trap energy distribution and pmin and pmax represent fast and slow
traps, respectively. The trap energy, ET , changes as a function of electric field (Eox).
Assuming pmin ∼ 1 and pmax > 10, and ET ∼ 1/Eox,

n(t) =
N

ln10(pmax − pmin)
exp

(
βVg

ToxkT

)
exp

(−E0

kT

)
[
A+Blog10−pmaxt

]
(28.7)

Equation (28.7) describes the aging under a constant stress voltage and tempera-
ture. Similar as previous RD model [32], it is an exponential function of the stress
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Fig. 28.4 The TD-based compact model matches the logarithmic time dependence and exponen-
tial voltage dependence

voltage, temperature, and Tox. Furthermore, it has a statistical nature with N, an
index for the number of traps per device. For the simplicity of model derivation and
data analysis, Eq. (28.7) in compact form is written as

ΔVth(t) = φ [A+Blog(1+Ct)] (28.8)

Equation (28.8) shows the logarithmic relation of degradation with stress time in
contrary to the power law behavior. TD-based model also predicts the exponential
dependence of voltage and temperature. Figure 28.4 shows the model prediction
matches with 65 nm silicon data. Such a time evolution has a far-reaching impact
on the aging behavior. More modeling details are presented in Sect. 4.2.4.

28.2.2.2 Dynamic NBTI Model

Today’s circuits typically have a reduced activity factor (or duty cycle) through dy-
namic voltage scaling (DVS) to reduce power consumption. Therefore, a significant
portion of the operation is under lower supply voltage, resulting in large recovery.
Since the degradation is highly sensitive to the stress voltage, DVS leads to different
amounts of circuit aging. To handle such a voltage transition, using a nonzero time,
t0, to calculate the occupation probability at time t (time elapsed after t0) using
Eq. (28.3),

P01(t + t0) =
τeq2

τc2

(
1− e−t/τeq2

)
+P01(t0)e

−t/τeq2 (28.9)
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Fig. 28.5 The log(t) model predicts the dynamic behavior under voltage tuning, such as the
transition period, and the convergence to the constant stress condition

where τeq2, τc2 represent the time constants under voltage V2. Using Eqs. (28.4) and
(28.5), τeq1 = τeq2, since τeq depends only on parameter p, which is independent of
the voltage. Substituting this property and P01(t0), we get

P01(t + t0) =
τeq

τc1

(
1− e−t/τeq

)
− τeq

τc2

(
e−t/τeq − e−(t+t0)/τeq

)
(28.10)

where τc1 and τc2 correspond to voltages V1 and V2. Following similar steps as in
static model derivation, we arrive at a closed-form solution

ΔVth(t) = φ2 [A+Blog(1+Ct)]+φ1.B

[
log

(
1+C(t+ t0)

1+Ct

)]
(28.11)

where φ1 corresponds to the voltage V1 and φ2 corresponds to V2. The degradation
in Eq. (28.11) is physically interpreted as a sum of two components, Δ1 and Δ2

which are proportional to φ1 and φ2, respectively. When the voltage is changed to
a lower voltage, traps emit some of the charge carriers, and the number of occupied
traps reaches a new equilibrium. Δ2 dominates initially, which contributes to the
recovery. If the operation under V2 continues for a longer time, Δ1 eventually takes
over and ΔVth increases. Such a non-monotonic behavior is correctly predicted from
Eq. (28.11). When the voltage is changed to a higher voltage, the degradation rate
increases at the point of voltage change. Figure 28.5 validates the dynamic model.
Non-monotonic behavior when voltage transition to a higher and lower value is
correctly predicted by the model. Table 28.1 presents the summary of static and
dynamic models.
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Table 28.1 Summary of TD-based NBTI degradation models

Constant stress ΔVth(t) = φ · [A+Blog(1+Ct)]

Cycle to cycle ΔVth(t + t0) = Δ1 +Δ2

Δ1 = ϕ (A+Blog(1+Ct)) ,

Δ2 = ΔVth(t0)

(
1− k+ log(1+Ct)

k+ log(1+C(t + t0))

)

28.3 Circuit Reliability Prediction: Cross-Layer Modeling
and Simulation Solutions

The accurate aging models at the device level are critical to predict the circuit
aging. The timing paths which meet the timing requirements in the fresh circuit
may turn critical over time due to aging, leading to a timing violation. System-level
Reliability Analyzer (SyRA) tool is developed to estimate the impact of aging in
both digital and AMS circuits. Device-level compact aging models that predict the
Vth shift of the transistor under various operating conditions are modified for digital
and AMS designs. Both the power law model and the TD model are integrated into
this framework for accurate and efficient lifetime prediction. For digital logic, the
gate-level models that use device models to predict gate delay shift are developed.
The new tool is integrated with standard Static Timing Analysis (STA) flow and is
capable of computing delay shift in VLSI design with thousands of gates. For AMS
circuits, the aging models are modified to predict long-term aging by incorporating
AC dependence as well as varying bias conditions due to aging. The entire SyRA
approach transfers the microscopic understanding of device aging physics into
system-level reliability for digital and AMS designs.

With technology scaling, the relative importance of different aging mechanisms
changes for different circuits as seen in Fig. 28.6. Digital circuits operating on
full power supply are more affected by NBTI. Impact of CHC on digital circuits
becomes less relevant as transistors degrade only during the switching phase. In
AMS designs, transistors are usually biased in the saturation region, and sometimes
long-channel devices are used. Due to these reasons, CHC is still pronounced in
AMS designs.

28.3.1 SyRA for Digital Circuits

28.3.1.1 Long-Term Aging Model Under Dynamic Digital Operations

Under the extensive usage of DVS, it is preferred to have a long-term model that
directly estimates aging at the end of a given operation time, without tracking the
stress recovery over many cycles. This long-term model predicts a tight upper bound
under multi-cycle operations under DVS. Based on the multi-cycle model in the
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previous section, stress (ΔVths,m) and recovery (ΔVths,m+1) as shown in Fig. 28.7 are
connected by

ΔVths,m+1 = φ1 [A+Blog(1+CαTClk)]+φ2 [A+Blog(1+C(1−α)TClk)]β1,m

+ΔVths,m (1−β1,m)(1−β2,m) (28.12)



730 K.B. Sutaria et al.

Using Eq. (28.12) and repeatedly replacing the ΔVths,m+1 by ΔVths,i for i=m,
. . . .,1, we get

ΔVths,m = φ1 [A+Blog(1+CαTClk)]

(

1+
m

∑
i=1

m

∏
j=m−i+1

β1,. j.β2,. j

)

+φ2 [A+Blog(1+C (1−α)TClk)]β1,m

(

1+
m

∑
i=1

m

∏
j=m−i+1

β1,. j−1.β2,. j

)

(28.13)

Since obtaining a closed-form solution for Eq. (28.13) is not straightforward, we
use the property β 1,m-1 <β 1,m and β 2,m-1 < β 2,m:

ΔVths,m+1 ≤ φ1 [A+Blog(1+CαTClk)]
(

1+β1,.m.β2,.m +(β1,.m.β2,.m)
2 + . . .

)

+φ2β1,m [A+Blog(1+C (1−α)TClk)]
(

1+β1,.m.β2,.m +(β1,.m.β2,.m)
2 + . . .

)

(28.14)

Equation (28.14) is a geometric series and the upper bound of degradation is

ΔVths,m = φ1 [A+Blog(1+CαTClk)]
1

1−β1,.m.β2,.m

+φ2 [A+Blog(1+C (1−α)TClk)]
β1,.m

1−β1,.m.β2,.m
(28.15)

Equation (28.15) is sensitive to the duty cycle, α (ratio of time under V1 to
time under V2), time period (sum of operation times under V1 and V2 for a single
cycle), and the stress voltages. 40 cycles under 1.8 V, 1.2 V stress, and the cycle-
to-cycle model capture the dynamic Vth shift. Figure 28.8 shows the cycle-to-cycle
model matching with Monte Carlo simulations and experimental data; the long-
term model directly captures the upper bound of multiple cycles. The long-term
model captures the tight upper bound of cycle-to-cycle prediction, as illustrated
in Fig. 28.8. Furthermore, Figure 28.9 presents the aging behavior under a wide
range of duty cycles as validated with the silicon data. The degradation rate changes
rapidly when α ∼ 0 or 1 but gradual for intermediate duty cycles. This behavior is
due to the sudden change in degradation at the beginning of the stress and recovery
phase, due to the voltage-dependent time constants. It is well predicted by a single
equation in the long-term model. These Vth shift can result in delay shifts in digital
logic circuits. With millions of gates, evaluation using each transistor becomes
impractical. To overcome this constraint, gate delay models are derived.
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28.3.1.2 Gate Delay Models Under the Aging Effect

Previous works use complicated models and methodology to predict delay shifts
in digital gates due to NBTI [48–53]. A simple gate delay model is shown in this
chapter that calculates the delay change due to ΔVth from Vdd information in the cell
library. This model facilitates designers to estimate the delay degradation with time
directly from the standard cell library, without having to rely on time-consuming
circuit simulations to re-characterize the library under several aging conditions.
Since the primary impact of NBTI at the device level is the increase in Vth, the
primary effect at the circuit level is the increase in gate delay under larger Vth.
Based on the drain current of a short channel device, the delay of a digital gate
(td) is expressed by [54, 55]

td ∝
CVdd

Vdd −Vth
(28.16)

where C is the output capacitance of the gate. The change in gate delay when both
Vdd and Vth are subject to change is

Δtd
td

=
ΔVdd

Vdd
− ΔVdd −ΔVth

Vdd −Vth
(28.17)

The delay change occurs when only Vth is changed (Δ tdVth) or only when Vdd is
subject to change (Δ tdVdd) and is given by

ΔtdVth

td
=

ΔVth

Vdd −Vth
(28.18)

ΔtdVdd

td
=

−VthΔVdd

Vdd (Vdd −Vth)
(28.19)

The above two equations can be combined to relate Δ tdVdd and Δ tdVth:

ΔtdVth =−Vdd

Vth

(
ΔVth

ΔVdd

)
ΔtdVdd (28.20)

This model calculates the delay shift due to Vth shift that is calculated by the
long-term aging model. Figures 28.10 and 28.11 present the model validation with
simulation results under wide range of output capacitance (CL) and input slew
rate (Tr).

The new model predicts the shift in gate delay in case of inverter and NAND gates
where a single PMOS exists between switching input and output and also between
Vdd and output. However, the situation is different for a gate like NOR, where there
are multiple transistors between the switching input and output. Figure 28.12 shows
two switching cases in a 2-input NOR gate. In Case 1, two PMOS transistors are
present between the switching input (in1) and output, whereas a single transistor is
present between switching input (in2) and output in Case 2. The gate delay model
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for the inverter handles the situation in Case 1, since the same number (two) of
transistors exists between input and output and between supply voltage and output
(analogous to inverter). Hence, it can use the delay sensitivity to supply voltage and
predict change in delay due Vth shift. However, in Case 2, the contribution of two
PMOS devices toward the gate delay is different. The Vth shift in M2 has a larger
impact on gate delay than M1, since M2 is in the path between switching input and
output and also in the path between Vdd and output. The shift in delay due to Vth

shift in this case is modeled by

ΔtdVth =−Vdd

Vth

(
kΔVth1 +ΔVth2

2ΔVdd

)
ΔtdVdd (28.21)
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Fig. 28.12 Two switching cases in a 2-input NOR gate

where k (∼0.25) denotes the contribution of VthM1 to the delay shift compared to
that from VthM2 in Case 2. For a NOR gate with N inputs, the delay shift is

ΔtdVth =−Vdd

Vth

⎛

⎜⎜
⎜
⎝

k
N−m
∑

i=0
ΔVthi +

m
∑
j=0

ΔVth j

NΔVdd

⎞

⎟⎟
⎟
⎠

ΔtdVdd (28.22)

where m transistors exist in the path of the switching input and output that have more
contribution toward delay. The delay model is validated in both the switching cases
of NOR2 gate (Fig. 28.13). The prediction of delay shift is simple and accurate,
enabling reliable failure assessment under aging effect.

28.3.1.3 Simulation Framework: Digital Circuits

Aging analysis in digital circuits can be implemented at the SPICE level where each
transistor in the circuit is replaced by the sub-circuit model of the aged device [56].
For larger circuits, replacing every transistor in the circuit is not a practical approach,
and a gate-level timing analysis is required. Figure 28.14 presents the experimental
setup and static timing analysis framework implemented in SyRA. The aging-aware
library is used to calculate the delay shift in digital gates. Our framework uses delay
information under different Vdd in standard library and predicts the delay shift due
to change in Vth using a simple gate delay model.

For a given digital circuit, we begin with Static Timing Analysis (STA) which
generates a fresh timing report with timing information of all the paths in the circuit,
without considering the NBTI effect. Logic analysis is performed on the circuit
to obtain activity factors (α) in case of AC stress and node voltages in case of
static stress. Based on the stress condition, PMOS Vth shift is calculated by the
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Fig. 28.14 The SyRA framework for failure diagnosis in digital circuits

long-term NBTI model, and gate delay shifts are computed using delay information
from standard cell library under different slew rates and load capacitances. An aged
timing report is then obtained by updating gate and path delay shifts in the fresh
timing report, further helping identify the paths with timing violation.
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Fig. 28.15 Logic path in an ISCAS89 circuit; NBTI does not result in hold violation due to
symmetric clock tree at two FFs

The SyRA framework is general and can be extended to other aging mecha-
nisms such as positive bias temperature instability (PBTI). The strength of the
implementation is that it is integrated into the standard STA flow. The sizing and
complexity of the circuit on which the aging analysis can be run using this method
directly depends on the STA capability being used. The implementation of this
aging flow is performed using PrimeTime, a commercial STA tool from Synopsys.
The library used in following aging analysis is a 45 nm Nangate standard cell
library characterized with the Predictive Technology Model (PTM) [57]. The aging-
aware delay model captures the shift in the rising delays of each gate in the circuit.
The noncritical paths in the fresh circuit may turn critical over time due to aging,
depending on the size of the paths and types of gates.

28.3.1.4 Design Example: Asymmetric Aging

The aging timing analysis illustrated above has to be performed at the critical
instants in the operation. Aging at these critical moments is prominent and has
maximum impact on circuit performance. NBTI increases the path delay of a logic
path which depends on the type, size, and number of gates in the path. The increase
in path delay causes the decrease of setup slack, leading to possible timing violation
and logic failures. When a digital circuit is operated in alternate standby and normal
modes, it is under alternate static and dynamic stress phases, respectively. The
degradation in these phases is estimated using long-term models. The degradation
at the end of a particular standby mode depends on the switching activity of the
previous dynamic phase. NBTI-induced delay shifts are present in the clock tree
as shown in the Fig. 28.15 (logic path from s5378, an ISCAS89 circuit). Since the
clock tree is symmetrical to minimize skew, clock ticks at the same moment in both
sequential elements even under aging (ignoring variations in degradation).When the
STA tool is invoked, fresh timing report is generated which consists delays for all
the paths in the circuit. STA tool is invoked to generate fresh timing report, and 20%
paths with maximum accumulated delay are identified for setup analysis. Similarly,
paths with minimum delay are identified for hold analysis; PrimeTime also supports
logic analysis, which generates intermediate node voltages or α-value depending
on the type of circuit operation. ΔVth is predicted using long-term model based on
the stress conditions. Gate delay shifts are computed by delay models in previous
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violations under different input patterns, and (d) timing violations increase with time

section, and aged timing report is generated. Fig. 28.16a shows the distribution of
shift in path delays when the proposed framework is implemented in s5378 circuit
with 179 paths. The distribution of path delays has a mean (μ) of 0.58 ns and
variance (σ ) of 0.36 ns as shown in Fig. 28.16a. Such a wide distribution is due
to the variety of gate types, path structures, and large number of gates in the circuit.
Under aging, the mean increases by approximately 20% when the circuit is stressed
for 2× 106s. Since both the minimum and maximum path delays are shifted by
same percentage, standard deviation increases due to aging and shifts by 25% in
s5378 circuit (Fig. 28.16b). Though the fresh circuit meets the timing requirements,
increase in path delays leads to timing violations under the aging effect.

Furthermore, the internal node voltages depend upon the input voltages when
the circuit is in the standby mode. The input of any PMOS transistor can be either 0
(GND) or 1 (Vdd) depending on the input voltage pattern. If the input is 0, the PMOS
Vth shifts, resulting in gate delay increase, and the delay is predominant in case of
gates such as NOR4. The input pattern dependence is shown in Fig. 28.16c, showing
the distribution of setup violations due to aging with 27 different input patterns. The
distribution is wide, indicating the importance of input voltages on aging in failure
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Table 28.2 Setup violations
in ISCAS89 circuits

Design
Clock
period (ns) t= 1year t= 5years t= 10years

S27 0.48 1 1 1
S382 0.9 1 2 2
S420 0.87 1 1 2
S444 1.05 0 1 1
S510 0.95 1 1 1
S641 2.76 3 4 4
S713 2.91 4 4 5
S820 2.3 1 2 2
S832 2.4 2 2 2

diagnosis under NBTI. Figure 28.16d shows the timing violation of paths in s5378
circuit with stress time. Timing violations occur even when the stress time is low
and the increase in number of violations gradually decreases for longer stress times.
This behavior is similar to the ΔVth shift with stress time.

Reliability simulation methodology is comprehensively demonstrated in differ-
ent ISCAS89 circuits and is summarized in Table 28.2. As the number of gates
and complexity of the circuit increases, there is an increase in the number of
timing violations. The framework can be applied to any large-scale circuit using
commercially available STA tools.

28.3.2 SyRA for Analog and Mixed Signal Circuits

Reliability simulation in AMS circuits is fundamentally more challenging than in
digital circuits mainly due to different operating conditions encountered in AMS
designs. Moreover, their design quality is much more sensitive to Vth of devices
making them more vulnerable to aging effects. Here, a new approach of lifetime
prediction for analog and mixed signal circuits is proposed.

28.3.2.1 Long-Term Aging Models for AMS Circuits

Operation Patterns of AMS Designs

Analog and mixed signal circuit operation is not confined to the saturation region.
The operation range of AMS circuits extends to linear as well as sub-threshold
regions in current low-power regime. Due to the wide range of operating voltages,
a single degradation model for a specific stress condition is not able to predict long-
term degradation for all AMS circuits. Hence, the first step to derive a long-term
model is to classify AMS operations into three representative categories. Then long-
term aging models are developed for each category in order to accurately predict the
degradation and the lifetime of a given circuit.
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Table 28.3 Classification of AMS circuits for aging prediction based on
operation condition of NMOS

Circuit
classification

Operating condition
of NMOS Input signal Output signal

Type 1 Saturation

Type 2 Linear/Saturation

Type 3 Saturation

CHC aging mechanism in NMOS has a strong dependence on both gate-source
voltage (Vgs) and drain-source voltage (Vds), while NBTI in PMOS is only a strong
function of Vgs but relatively independent on Vds. Therefore, the classification,
which is based on the operation characteristics of a transistor, mainly targets the
CHC effect as follows:

(a) Linear circuits (type 1) are biased in the saturation region for their entire
operation, such as the amplifier design. Both gate and drain terminals have
a fixed DC bias with small AC signal as shown in Table 28.3. Since the
transistors are always in saturation, the degradation is continuous, and Vth shift
accumulates through varying circuit conditions over the lifetime.

(b) Nonlinear circuits (type 2) typically employ positive feedback in an effort to get
a large output swing. Comparators are the example, which compare input signal
with a reference signal and gives a rail to rail output. Due to the large swing at
the drain terminal of NMOS, the operation can be either in the saturation or the
linear region. As a result, CHC degradation which occurs only in the saturation
region becomes a function of both input and reference voltage signals.

(c) Dynamic circuits (type 3) include amplifiers used in the sample and hold unit.
Though these circuits are biased in the saturation region, AC signals on gate
and drain terminals are not continuous. In one operation phase, the amplifier is
in the reset mode due to which CHC degradation is not impacted by AC signal.
Thus, the degradation is a function of both DC and AC signal in one phase,
while a function of DC signals only in other. This leads to different degradation
rate in each cycle.

Long-Term CHC Models

Charge generation is localized to drain region rendering CHC to be a strong function
of drain-source voltage. The short-term degradation model for CHC is described
by [32]

dΔVth
1/n′ =

[
q

Cox
K2

√
Cox (Vgs −Vth)e

Vgs−Vth
toxEo2

− ϕit lp
qλ f (Vds−VDsat)

]1/n′

dt (28.23)
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Table 28.4 Summary of long-term CHC models for AMS circuits

Type 1 ΔVth =
q

Cox
K2

√
Cox(Vgs,dc −Vth)e

Vgs,dc−Vth
toxEo2 e

− φit lp
qλ f (Vds,dc−Vdsat ) [F2(t)]

n′

F2(t) = t +

[
(b2 −2b)

c2

2
+abc+

a2

2

]
t
2

a =
Vgs,ac

n‘toxEo2
,b =

φit lp

n‘qλ f (Vds,dc −Vdsat )
,c =

Vds,ac

Vds,dc −Vdsat

Type 2 ΔVth =
q

Cox
K2

√
Cox(Vgs,dc −Vth)e

Vgs,dc−Vth
toxEo2 β e

− φit lp
qλ f (Vds,dc−Vdsat ) [F(t)]n

′

F(t) =

[

t +
1
2

(
4Vgs,ac

Eo1tox

)
t
2
+

1
24

(
4Vgs,ac

Eo1tox

)4 3
8

t

]

Type 3 ΔVth1 =
q

Cox
K2

√
Cox(Vgs,dc −Vth)e

Vgs,dc−Vth
toxEo2 e

− φit lp
qλ f (Vds,dc−Vdsat ) [t1]

n′

ΔVth2 =
q

Cox
K2

√
Cox(Vgs,dc −Vth)e

Vgs,dc−Vth
toxEo2 e

− φit lp
qλ f (Vds,dc−Vdsat ) [F2(t2)]

n′

ΔVth = ΔVth1 +ΔVth2

where n′∼0.45. For type 1 circuits, since Vgs and Vds have both DC and AC compo-
nents, they can be expressed as Vgs =Vgs,dc +Vgs,acsinω t and Vds =Vds,dc +Vds,ac

sinω t. Substituting this into Eq. (28.23), the direct integration leads to Bessel
functions of the first type. To simplify the solution, we expand the exponential term
in Eq. (28.23) using the Taylor series:

ΔVth
1/n′ ≈

⎡

⎣ q
Cox

K2

√
Cox
(
Vgs,dc −Vth

)
e

Vgs,dc−Vth
toxEo2

− ϕit lp

qλ f (Vds,dc−VDsat)

⎤

⎦

1/n′

.F2(t) (28.24)

F2(t)≈ t +

[
(
b2 − 2b

) c2

2
+ abc+

a2

2

]
t
2

(28.25)

and a, b, and c are dimensionless intermediate parameters:

a =
Vgs,ac

n′toxEo2
,b =

ϕit lp

n′qλ f
(
Vds,dc −VDsat

) ,c =
Vds,ac

Vds,dc −VDsat
(28.26)

In general, Table 28.4 summarizes the long-term CHC models for three types of
AMS designs incorporating DC and AC dependence. Similarly, the long-term NBTI
model can be derived. Leveraging these equations, a new framework is implemented
for lifetime prediction.
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28.3.2.2 Simulation Framework: AMS Circuits

Besides having accurate long-term models for AMS designs, it is essential to have
an efficient simulation methodology to predict aging of various circuit parameters
and to estimate lifetime at the design stage. Commercial reliability tools [20–23]
perform aging prediction by the extrapolation method (Fig. 28.2). The extrapolation
points are calculated based on short-term stressed model parameters. Thus, they
do not account for the changing operating conditions due to Vth degradation. In
reality, Vth change results in higher drain-source voltage which further accelerates
Vth shift. This may even lead to positive feedback between Vth shift and Vds, causing
an exponential degradation over the stress time instead of the expected power
law relation. Hence, commercial tools may significantly underestimate aging in
AMS circuits. In addition, these tools require a large amount of memory for short-
term SPICE simulations in order to generate pre-aged models and collect enough
sampling points for the extrapolation.

To overcome these limits, an efficient simulation methodology needs to be devel-
oped. Figure 28.17 presents the SyRA flow for AMS design. As a cornerstone, the
long-term degradation models are used for accurate and efficient aging prediction
of AMS circuits. We start with a test bench and input conditions which are fed to
the SPICE simulator to obtain the operation voltages based on DC and transient
analysis. The long-term aging models use the extracted node voltages and input
conditions to predict threshold voltage shift for all transistors in the circuit.

The long-term models can predict device-level degradation for any given time,
if the operation conditions remain constant. However, as Vth shift affects the bias
conditions in AMS circuits, the aging prediction is performed for constant time step,
followed by the update of the operation conditions. The time step is chosen to keep
the prediction error low. After one time step, the long-term models use updated node
voltages to predict the degradation for the next time step. This process is repeated for
N= lifetime/step size times. Many works suggest the use of logarithmic time steps
in order to improve the simulation speed, assuming very less change in degradation
after certain period of time [58–60]. However, for such cases where the degradation
is exponentially increased, a logarithmic time step will present a dramatic amount
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Fig. 28.18 (a) Validation of proposed long-term model and SyRA with a conventional method
[21] and (b) prediction error with step size

of error, justifying the need of constant time steps for accurate analysis, as in SyRA.
Since SyRA does not involve extracting pre-aged parameters with short-term SPICE
simulations, it consumes much lower memory and is faster compared to commercial
tools. Due to high efficiency and accuracy, this methodology promises reliable aging
analysis in AMS designs.

28.3.2.3 Tool Evaluation with Benchmark Circuits

As the initial validation of SyRA, a simple resistive load common source circuit
is used. The aging prediction by SyRA and conventional tool is presented in
Fig. 28.18a [21]. The new analysis method predicts the same Vth shift when the
parameters are kept constant. However, in actual circuit environment, Vth shift
changes the operating condition, thereby changing the degradation rate (solid curve
in Fig. 28.18a).

The time step for updating circuit parameters plays an important role in accurate
aging analysis. Larger time steps would cause high error while finer steps reduce the
efficiency. Figure 28.18b shows the prediction error for different types of circuits.
Based on the error evaluation, the optimal time step is determined to be 2 months
for all further analysis. The simulation methodology is demonstrated in 65 nm
benchmark circuits in this section [57], with significant improvement in simulation
efficiency and accuracy compared to commercial tools [21].

Differential Operational Amplifier: Figure 28.19a presents the schematic of a
differential amplifier (type 1) used for reliability analysis. Since the transistors
always operate in the saturation region, Vth shift is large due to continuous stress.
Current mirror-based operational amplifier is used intentionally in the example to
induce loading mismatch. Due to loading mismatch of the input transistors, they
experience different degradation rate. This further increases the mismatch between
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Fig. 28.20 (a) Offset shift and mismatch increase due to different loads in amplifier and (b) aging
prediction of the comparator

input NMOS devices. Due to this reason, the offset of the given circuit increases
at a much higher rate, eventually leading to circuit failure. This behavior is well
captured by SyRA. Figure 28.20a presents the increase in offset and the mismatch
of input transistors of the amplifier. Over a lifetime of 7 years, the offset increases
by more than 90%.

Comparator: Comparators are nonlinear circuits (type 2) where the transistors
drive out of the saturation region due to large voltage swing. These circuits are
usually cascade stages of linear amplifiers with the latch at the end for generating
rail to rail voltage signal. Figure 28.19b presents the schematic of a comparator with
such configuration. The preamplifier belongs to type 1 circuits and the latch stage
falls into the category of type 2. Appropriate long-term aging models are applied
to correctly predict the degradation. Figure 28.20b shows the shift in the offset
and the mismatch of input transistors. Due to symmetric loading, the mismatch is
much lower compared to the previous case. Similarly, the offset shift is much less
compared to the amplifier.
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Table 28.5 Efficiency comparison with a commercial reliability tool

3 Years

Lifetime Memory Usage (MB) Simulation Time (ms)

5.88E+03

4.28E+04

Amplifier 5.10 0.20 4.45E+04

Comparator 5.25 0.35 5.25E+04

SH-Amplifier 5.10 0.20 4.45E+04 6.30E+03

7 Years

Lifetime Memory Usage (MB) Simulation Time (ms)

Amplifier 5.13 1.26E+04

Comparator 5.26 8.57E+04

SH-Amplifier 5.13

0.20 8.57E+04

0.35 1.08E+05

0.20 8.65E+04 1.43E+04

Commercial tool [21]
SyRA for AMS

Sample and Hold Amplifier: The sample and hold (SH) amplifier has a similar
structure as shown in Fig. 28.19a. Since such an amplifier operates in sample and
reset phases, the long-term model for type 3 circuits is used. AC signals are not
present in the sample mode as the amplifier resets itself, and hence, the degradation
is comparatively less than that in type 1 circuits. The operation conditions of these
circuits are also updated.

Efficiency Comparison: In summary, Table 28.5 compares the memory usage and
simulation time of benchmark circuits compared to a commercial tool [21]. SyRA
achieves up to 10× speed up in the prediction and 30× reduction in memory usage
compared to the commercial tool.

28.3.2.4 Design Example: Bias Runaway

As an emerging threat, bias runaway represents an intriguing challenge to reliability
analysis. Since constant current sources used in AMS circuits are difficult and
expensive to design, an AMS design typically only uses a couple of them to bias the
entire design. Figure 28.21a presents such current mirroring circuit where a NMOS
transistor copies the current from the reference Ibias generating the bias voltage for a
folded cascode amplifier. In order to accurately copy the current, gate length of the
mirroring transistor is usually longer than the minimum length, leading to higher
Vgs (Vbias). Under CHC, higher Vbias causes higher degradation in threshold voltage
which further increases Vbias. Depending on the initial design value, there exists
a relation between device degradation and the operating condition which becomes
unstable after a critical condition. The positive feedback of such condition leads to
an exponential shift in Vbias, termed as “bias runway” in AMS circuits. Due this
phenomenon, the gain decreases at a much faster rate than expected, while SyRA is
able to track the rapid change with constant time step as seen in Fig. 28.21b. It is
very important to identify such critical design conditions, especially in IO circuits,
and mitigate them at early design stage.
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28.4 Summary

A cross-layer approach of circuit reliability prediction is presented in this chapter.
Figure 28.22 illustrates the approach from the device-level to system-level aging
analysis. Physical mechanisms contributing to aging are investigated at the device
level. These device-level models are accordingly customized for digital and AMS
circuit operations to enable accurate and efficient long-term prediction.

Based on long-term aging models, a new System-level Reliability Analyzer
(SyRA) tool is developed for digital and AMS circuits. SyRA for digital circuit is
integrated with standard Static Timing Analysis (STA) flow and is capable of aging
computation in circuits with thousands of gates. The new tool supports the analysis
of timing errors in critical paths and provides the necessary information for guard
banding and adaptive design protection.

For AMS designs, aging analysis is fundamentally more difficult than in digital
circuit due to the varying nature of operation conditions. To handle the diversity in
bias conditions, SyRA identifies representative operation characteristics to develop
long-term AMS aging models; it further employs finite-step analysis to achieve high
accuracy, especially in the case where positive feedback may occur in circuit aging.

With the significant advantage of SyRA in simulation efficiency and accuracy,
the new tool better equips IC designers in design practice for reliability.
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Fig. 28.22 A cross-layer approach of circuit reliability analysis
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Chapter 29
Charge Trapping in MOSFETS: BTI and RTN
Modeling for Circuits

Gilson Wirth, Yu Cao, Jyothi B. Velamala, Ketul B. Sutaria, and Takashi Sato

Abstract This chapter presents experimental investigation and statistical modeling
of charge trapping in the context of random telegraph noise (RTN) and bias
temperature instability (BTI). The goal is to develop circuit (electrical) level models
to support circuit designers. The developed modeling approach is based on discrete
device physics quantities, which are shown to cause statistical variability in the
electrical behavior of MOSFETs. Besides evaluating the average behavior, the
modeling approach here proposed allows the derivation of statistically relevant
parameters. It allows the derivation of an analytical formulation for the both noise
(RTN) and aging (BTI) behavior. Monte Carlo simulations are also discussed and
presented. Good agreement between experimental data, Monte Carlo simulations,
and model is found.

29.1 Introduction

Charge trapping and de-trapping at localized states (charge traps) at the interface
or in the gate dielectric is a significant reliability issue for CMOS applications.
It is known to be playing a significant role in bias temperature instability (BTI),
besides being the major source of low-frequency noise in MOS devices. MOSFET
low-frequency (LF) noise is dominated by charge capture and emission by defects
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Fig. 29.1 (Left side) Traps that contribute to BTI are the ones that stay occupied after a capture
event occurs. This leads to a degradation of transistor on-current over time. (Right side) Traps that
contribute to noise are the ones that keep switching their state over time, exchanging charge carriers
with the channel inversion layer. This leads to random telegraph noise in the device current. Current
is assumed to flow along the horizontal direction. The red circles depict the charge carriers, while
the white (larger) circles depict the traps. In NMOSFET the applied gate bias (VG) is positive (in
relation to the body terminal), leading to PBTI, while in PMOSFET it is negative, leading to NBTI

(traps) close to the Si–SiO2 interface. Standard LF noise models used today (e.g.,
BSIM and PSP) do not properly model noise behavior under large signal excitation.
A circuit level modeling and simulation approach, valid at both DC and large signal
(AC) biasing, is presented. The role of charge trapping and de-trapping in BTI (Bias
Temperature Instability) is also discussed and modeled.

The major goal of this chapter is to compile and critically discuss recent
work performed by the authors on modeling of charge trapping and de-trapping
phenomena in nanometer scale CMOS devices [1–6, 18–21]. The role of charge
trapping and de-trapping in both low-frequency noise and BTI is discussed. We
start by discussing the impact of charge trapping events on the current carried by
a MOSFET. The capture or emission of a charge carrier by a trap changes the
conductance of the channel of a MOSFET. A charge trapping event changes the
number of carriers available to conduct current and also affects the mobility of
channel charge carriers. This leads to discrete steps in the current flowing through
the channel, as depicted in Fig. 29.1. Figure 29.1 depicts the mechanisms leading to
both BTI and low-frequency noise.

Traps that contribute to noise are the ones that keep switching their state between
occupied and empty, as depicted in Fig. 29.2. These are the traps with occupation
probability close to 50%, which means that their capture and emission times are
similar. These traps show significant activity, by capture and subsequent emission
of charge carriers from the channel region.
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Fig. 29.2 Traps within a few kT from the Fermi level contribute to noise. These traps keep
switching its state between empty and occupied. A filled (red) circle represents a trap occupied
by a charge carrier, while an empty (white) circle represents a trap that is not occupied by a charge
carrier

Fig. 29.3 If a transistor is abruptly turned on, the surface potential (or Fermi level) abruptly
changes and trap occupation probability follows the change of the electric potential level. Charge
trapping/de-trapping is not an instantaneous event. It is governed by characteristic time constants,
and the trap occupation reflects the new biasing condition (surface potential) after an elapsed time.
The picture reflects the situation for an NMOSFET, where electron traps below the Fermi level (EF)
are expected to become occupied and traps above the Fermi level are expected to remain empty

Traps that contribute to BTI are the ones that have a high probability to
stay occupied after a charge trapping event. These are the traps with occupation
probability close to 100%, which means that their capture time is much shorter than
the emission time. For these traps, charge capture is by far the most likely event.

For instance, if a transistor is turned on by applying a voltage at its gate terminal,
the surface potential (or Fermi level, EF) changes in such a way that trap occupation
probability is increased, as shown in Fig. 29.3. The rate at which charge carriers are
captured abruptly becomes larger than the rate at which carriers are emitted, and
the number of trapped charge increases over time. Traps change their occupation
state according to their characteristic time constant, meaning that the number of
trapped charge does not instantaneously reflect the new occupation probability. The
faster traps (the ones with shorter capture time constants) become filled first, while
the slowest traps take longer to become filled. Each trap that becomes occupied
degrades the channel conductivity, decreasing the device current. This current
decrease is seen to occur in discrete steps, each step being related to the capture
of a single channel carrier. Since the dynamics of this occupation depends on the
bias point and temperature, it may lead to bias temperature instability (BTI).
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The first sections of this chapter cover the modeling of low-frequency noise,
while the last sections cover the modeling of BTI.

29.2 Random Telegraph Noise

In nanometer scale MOSFETs the alternate capture and emission of carriers at
individual defect sites (traps) generates discrete fluctuations in the device conduc-
tance. These fluctuations, also called random telegraph noise (RTN), are the main
source of low-frequency noise in deep-submicron MOSFETs. This work covers
analysis and modeling of these fluctuations, targeting the development of models
and methodologies for electrical (circuit level) simulations.

The low-frequency noise model here presented is based on device physics param-
eters which cause statistical variation in low-frequency noise behavior of individual
devices. It includes detailed consideration of statistical effects for distribution of
number of traps per device, the trap energy distribution, trap location, and its
device bias-dependent noise contributions [1, 2]. Microscopic discrete quantities
are used in model derivation, and analytical equations for the statistical parameters
are provided.

In many practical applications, the MOS device is not biased at steady state, but
periodically switched. This operation regime is called cyclo-stationary excitation.
The modeling approach adopted allows analysis of noise both at steady state
operation as well as under cyclo-stationary excitation.

We start by studying the noise power generated by a single trap. First the
autocorrelation of the RTN signal generated by a single trap is calculated, and then
the Wiener-Khinchin formula applied, leading to an analytical formulation for the
RTN spectrum due to a single trap.

After the evaluation of the power spectrum due to a single trap, the noise behavior
resulting from the combined effect of all traps found in a device is derived.

We discuss and model both DC and AC (large signal) biasing conditions. The
modeling approach is valid for steady state (DC) biasing as well as for any periodic
excitation signal and allows the derivation of relevant statistical parameters. Square
wave excitation is used as a case study, to explore noise behavior in detail.

It is shown that since RTN amplitude depends on the bias point strong variations
of noise performance may appear not only between devices but also for a single
device operated under different bias conditions.

If the trap energy distribution in the bandgap is a convex curve (e.g., “U”-shaped),
the model here presented yields a reduction in LF-noise under cyclo-stationary
excitation when the device is biased between strong and weak inversion or even
slight accumulation, which is in agreement to experimental results found in the
literature [3, 7–11]. However, while the average noise power is seen to decrease, the
variability (normalized standard deviation) of noise power increases, as shown by
the mathematical derivation and experimental observations discussed in this chapter.
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29.3 Power Spectrum of the RTN Noise Due to a Single Trap

The origin of RTN noise is the alternate capture and emission of charge carriers at
discrete trap levels near the interface between the semiconductor and the dielectric.
Figure 29.4 depicts the cross section of an n-channel MOSFET through the location
of the charge trap. The influence of the traps on the electrical current flowing through
the channel is twofold. On the one hand, the occupation of a trap changes the number
of free carriers in the inversion layer. On the other hand, a charged trap state has an
influence on the local mobility near to its position due to Coulomb scattering. If the
MOSFET biasing is kept constant, a stationary RTN is observed at the terminals of
the device as a discrete fluctuation in electrical current, δ Id being the amplitude of
the current fluctuation, as shown in the inset of Fig. 29.5. The average high current
time corresponds to the electron capture time constant (τc), and the average low
current time corresponds to the emission time constant (τe).

The power spectrum of a RTN fluctuation can be evaluated by calculating the
auto-covariance of the signal and then applying the Wiener-Khinchin formula [12].
The power spectrum is then the Fourier transform of the auto-covariance and is a
Lorentzian, as given by Eq. (29.1) and depicted in Fig. 29.5:

S(ω) =
δ 2

π
· β
(1+β )2 · 1

ω0
· 1

1+(ω/ω0)
2 (29.1)

where ω0 is the angular corner frequency (given by τc and τe as discussed below)
and β is equal to τc/τe.

Equation (29.1) assumes that the capture and emission time constants (τc and
τe) are time-independent, constant values. This is true for constant (time invariant)
biasing. However, under cyclo-stationary excitation, the applied bias voltage is a
periodic function of time, and τc(t) and τe(t) become periodic functions of time.
Figure 29.6 depicts the situation under cyclo-stationary excitation.

Inversion  Layer

Trap

Gate Oxide

Drain  Current  ID

Fig. 29.4 Schematic cross section of the inversion layer of a MOS transistor through the location
of an interface trap. If the trap is electrically charged, the inversion layer is disturbed by the trap,
affecting the drain current ID. The trap not only affects the number of free carriers in the inversion
layer but is also a source of electrical charge carrier scattering
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Fig. 29.5 Time and frequency domain representation of a stationary random telegraph noise
(RTN). In frequency domain, the power spectrum of a RTN is a Lorentzian. In time domain discrete
fluctuations are observed in the drain current, where τc is the average time in the high current state,
which corresponds to the state where the trap is electrically neutral (empty). τe is the average time
in the low current state, which corresponds to the state where the trap is electrically charged. δ Id

is the amplitude of the current fluctuation
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Fig. 29.6 Energy band
diagram of MOSFET with
noise relevant traps during
two different phases (dashed
and dotted) of square wave
gate voltage biasing as shown
on top of the figure. ET stands
for a trap energy level, while
Ef stands for the Fermi level.
gt(E) shows a U-shaped trap
density

In order to derive the power spectrum under cyclo-stationary excitation, we did
follow the methodology originally proposed by Machlup [12] for stationary RTN. A
RTN is considered to be a purely random signal, which may be in one of two states,
called 1 and 0. If the signal is in state 1, the probability of making a transition to 0 in
a short time dt is assumed to be dt/τc(t). If the signal is in state 0, the probability of
making a transition to 1 is assumed to be dt/τe(t). In this form, the state 1 is related
to the empty trap, i.e., high current state in Fig. 29.5, while the state 0 is related to
the occupied trap, i.e., low current state.
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In order to derive the low-frequency noise spectrum of cyclo-stationary RTN, we
first calculate the autocorrelation of the RTN and then apply the Wiener-Khinchin
formula to obtain the spectrum. Let the RTN signal be x(t).

The autocorrelation is then given by

A(s) = 〈x(t).x(t+ s)〉average = P(x(t) = 1) .P11(s) (29.2)

where P11(s) is the probability of an even number of transitions in time s, given we
start in state 1. P(x(t)=1), the probability of being in state 1 at time t, is given by

P(x(t) = 1) =
1
T

∫ T
0

1
τe(t)

dt

1
T
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where T is the period of the cyclo-stationary excitation and symbol 〈•〉 is an
abbreviation for (1/T)

∫ T
0 •dt. In other words, 〈•〉 is the time average value.

The autocorrelation can then be calculated as

A(s) =

〈
1

τe(t)

〉

〈
1

τe(t)

〉
+
〈

1
τc(t)

〉 .

.

(
1+
∫ s

0
e
∫ x

0

(〈
1

τc(y)

〉
+ 1

τe(y)

)
dy 1
τe(x)

dx

)
e
−∫ s

0

(〈
1

τc(y)

〉
+ 1

τe(y)

)
dy
. (29.4)

This formulation for the autocorrelation is a generalization of the Machlup
formula and is valid for any kind of periodic excitation and any frequency. If τc

and τe become constant (independent of time), Eq. (29.4) becomes equal to Eq. (7)
in [12].

29.3.1 Approximation for Excitation Frequencies Higher
than the Noise Frequency

The case of interest for most practical applications is for the noise at frequencies
below the frequency of the cyclo-stationary excitation signal.

If the probability of a trap to switch state during one period T of the cyclo-
stationary excitation signal is very small, a simplification may be done in the
calculation of the autocorrelation. This case corresponds to the limit where τc(t)
and τe(t) are much larger than the period T, leading to small transition probabilities
T/τc(t) and T/τe(t).
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In this case we can write, without loss of generality, that s=nT, where n is a
positive integer (1, 2, 3, . . . ). In this situation we have
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For small values of T, a Taylor expansion may be employed, leading to
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〉)2 (29.7)

This means that if τc(t) and τe(t) are much larger than the period T of the
excitation signal, the values of 1/τc(t) and 1/τe(t) in the integrals of Eq. (29.4) are
equivalent to their time averages, written as 〈1/τc(t)〉 and 〈1/τe(t)〉.

The power spectrum Si(ω), due to a single trap (the i-th trap), is then calculated
as the Fourier transform of the autocorrelation, leading to

Si(ω) =
1

2π

∞∫

−∞

A(s)eiωs ds (29.8)

which is evaluated as being

Si(ω) =
δ 2

i

π
· βeq

(1+βeq)
2 · 1

ωi
· 1

1+(ω/ωi)
2 (29.9)
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Fig. 29.7 Left hand side: Noise power spectral density as a function of βeq. For βeq=1, i.e.,
〈1/τe(t)〉= 〈1/τc(t)〉, the noise power reaches its maximum. Right hand side: If the corner
frequencies of the Lorentzians (red lines) corresponding to different traps are equally spaced on a
log scale, the summation of the power spectrum due to all traps lead to 1/f noise (blue line)

Here δ i determines the trap’s voltage amplitude and ω i the angular frequency, and

βeq = 〈1/τe(t)〉/〈1/τc(t)〉 (29.10)

Figure 29.7 depicts the behavior of noise power as a function of βeq.
The cyclo-stationary noise spectrum is still Lorentzian, with angular corner

frequencyωi given by

ωi =

〈
1
τc(t)

〉
+

〈
1
τe(t)

〉
(29.11)

This takes us to the conclusion that making a RTN signal cyclo-stationary leads
to a Lorentzian spectrum with corner frequency equal to the sum of the inverse time
average values of the capture and emission times. Please note that for stationary
RTN, the corner frequency is equal to the sum of the inverse values of the constant
capture and emission times. Please refer to Eq. (9) in [12].

The result for this limit is valid for any kind of periodic excitation. This is
the limit studied in [11] and [13]. However, for this limit, we obtain the same
result in a much simpler derivation than in [11] and [13] and without making any
further assumption or simplification. The single assumption is that the transition
probabilities dt/τe(t) and dt/τc(t) are much smaller than the excitation period T.

Equations (29.7) and (29.9) are a generalization of the Machlup formulation for
cyclo-stationary RTN with excitation frequency higher than the noise frequency.
The Machlup equations for the autocorrelation and power spectrum are recovered if
we consider 〈1/τe(t)〉= 1/τe and 〈1/τc(t)〉= 1/τc, i.e., constant, not time-dependent
values.
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29.4 Average Power Spectrum of the RTN Due
to the Ensemble of Traps

The noise behavior of a device results from the combined effect of all traps found in
the device. The noise power spectrum may then be written as the summation of the
contribution of each one of the Ntr traps found in the device. The observation that
traps are Poisson distributed results in an average noise spectral density given by

〈S〉=
∞

∑
Ntr=0

Ntr

∑
i=1

〈Si〉e−NNN
tr

Ntr!
= N〈Si〉 (29.12)

Here 〈Si〉 is the average noise contribution of a trap, Ntr is the actual number of
traps in a particular device, and N is the average number of traps in an ensemble of
devices.

Equation (29.12) can be interpreted as being a sum of Lorentzians, where each
Lorentzian represents the power spectrum of a single trap. If the corner frequencies
of the Lorentizians are assumed to be uniformly distributed in a log scale, the
resultant power spectrum will be 1/f, as depicted in Fig. 29.7.

The equation above is valid for constant bias, as well as for excitation by any
periodic signal. In order to explore the noise behavior in detail and allow comparison
to experimental results, a case of particular interest for practical applications will be
studied. It is square wave excitation.

29.4.1 Square Wave Excitation

Square wave excitation is chosen as case study, because of its interest in practical
applications and because of the availability of experimental data. Comparison of
model results to relevant experimental data from the literature is performed below.

Under square wave excitation, the bias voltage abruptly alternates between two
states, called on and off, as depicted in Fig. 29.6. Please note that the state names on
and off do not imply that the device has necessarily to be periodically turned on and
off. The names refer to two distinct states, with different gate bias. With periodically
changing gate bias, the Fermi level becomes a periodic function of time EF(t). This
implies that the Fermi level alternates between two levels: Eon being the Fermi level
during the on state and Eoff being the Fermi level during the off state. The duty cycle
α is the fraction of the period T in which the device is in the on state. The capture
and emission time constants of a trap are affected by the Fermi level.

For square wave cyclo-stationary excitation with duty cycle α, the time-averaged
capture and emission time constants may be written as

〈1/τc〉=
(
α/τc,on +(1−α)/τc,o f f

)
(29.13)

〈1/τe〉=
(
α/τe,on +(1−α)/τe,o f f

)
(29.14)



29 Charge Trapping in MOSFETS: BTI and RTN Modeling for Circuits 761

The duty cycle α is the fraction of time spent in the on state, with 0≤α≤ 1.
Using these values and Eq. (29.10), βeq becomes

βeq = ψ(Eon,Eo f f ,α)e2Et/kBT (29.15)

with

ψ(Eon,Eo f f ,α) =
αe−Eon/kBT +(1−α)e−Eo f f /kBT

αeEon/kBT +(1−α)eEo f f /kBT
(29.16)

Assuming statistical independence of the random variables, the average noise of
a transistor 〈S〉 is then given by

〈S〉= Ndec〈δ 2〉
πWLω

∫ Ec

Ev

ψe2Et/kBT

(1+ψe2Et/kBT )
2 g(Et)dEt (29.17)

where W is the channel width, L the channel length and Ndec is the trap density per
unit area and frequency decade. Please see [1] for a detailed explanation of these
parameters. This equation again looks similar to the DC noise behavior (see [1]).
In case the cyclo-stationary period T is short compared to the trap’s time constants,
their time averages and the trap numbers close to the two Fermi levels determine
the noise level. At frequencies significantly higher than the excitation frequency, the
noise is given by DC theory.

Equation (29.17) above clearly relates the noise reduction to the distribution of
traps over energy. From the above equation, it follows that if the distribution of traps
in energy over the bandgap is uniform, 〈S〉 is expected to remain approximately
constant under cyclo-stationary excitation. In this case, the peak of the noise
contribution of a trap always probes the same trap density, since the trap density
around to the Fermi level is always the same. Note that the peak of the noise
contribution of a trap occurs for ET =EF. If the trap density is uniform over the
bandgap, g(Et) corresponding to the peak of βeq is always the same.

The behavior is different if a U-shaped trap density is assumed (see Fig. 29.8).
In this situation, 〈S〉 is expected to be reduced under cyclo-stationary excitation, as
depicted in Fig. 29.8. This behavior will be discussed in more detail below, where
we also discuss the experimental observations of the noise reduction.

To further investigate the behavior predicted by the analytical equations just
presented, Monte Carlo (MC) simulations are performed in time domain. The RTN
of each trap is evaluated, and then the power spectral density is calculated. The
Monte Carlo simulation show very good agreement to the analytical results, as well
as to relevant experimental results from the literature, as discussed below.

In Fig. 29.9 the results of Eq. (29.17) show noise reduction as a function of the
Fermi levels in the “on” and “off ” state at frequencies lower than the excitation
frequency. In good agreement to [11], the trap energy distribution g(Et) is key for
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Fig. 29.8 Left hand side: For a U-shaped trap density, the trap density is higher close to the valance
and conduction bands and lower in the center of the bandgap. Right hand side: Noise power as a
function of the Fermi level in the off phase. In the on phase of the device, the Fermi level is assumed
to be fixed, close to the conduction band. The blue dotted line shows the behavior as predicted by
standard models used today (e.g., BSIM). The red solid line shows the behavior as predicted by
the model here presented
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Fig. 29.9 Noise reduction as a function of the Fermi level in the “on” and “off” states. The noise
power S is evaluated according to Eq. (29.17), considering the U-shaped trap density given by Eq.
(29.18). The same parameter a= 11 is used in all figures and evaluations performed in this work.
Note that the noise reduction is larger if the biasing levels are symmetrical in relation to the center
of the U-shaped trap density

explaining experimentally observed findings. A parabolic U-shaped trap density
function is assumed here:

g(Et) = aE2
t − a(Ec−Ev)Et + k (29.18)

where a is a fitting parameter. The integral of g(Et) from Ev to Ec is normalized to
one with

k =
1

Ec −Ev

(a
6
(E3

c −E3
v )+

a
2
(E2

c Ev −E2
v Ec)+ 1

)
(29.19)
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It can be seen that a higher noise reduction can be expected if the biasing drives
the Fermi level to maximum and minimum energy values that are symmetrical
in relation to the center of the U-shaped trap density. In this case, the traps that
contribute most to the noise power are the ones close to the center of the bandgap,
where the density is lowest.

29.5 Variability in the Power Spectrum of the RTN Noise
Due to the Ensemble of Traps

Since the microscopic approach maintains the statistically relevant parameters,
the model proposed here also allows the modeling of the statistically relevant
parameters.

The standard deviation of noise power is given by

σS =
√
〈S2〉− 〈S〉2 (29.20)

As derived in [2], the normalized standard deviation of noise performance under
constant biasing is

σnp

〈npBW〉 =
2
π

1√
NdecWL

√
〈A4〉
〈A2〉2

b
(

fH
fL

)
c

(29.21)

Here fH and fL are the lower and upper boundaries of the bandwidth of interest
in a given circuit design, respectively, and b and c are constants, with b= 0.74 and
c= 0.05 [2].

A similar formulation can also be derived for cyclo-stationary operation. Hence,
in addition to 〈S〉2 based on Eq. (29.17) above, it is necessary to evaluate 〈S2〉. Again
following a similar approach to [12], the resulting normalized standard deviation
under square wave excitation is given by

σS

〈S〉 =

√
〈δ 4〉
〈δ 2〉2

√
NdecW L

(
∫ Ec

Ev

ψ2e
4Et /kBT

(1+ψe2Et/kBT )
4 g(Et)dEt

) 1
2

∫ Ec
Ev

ψe2Et /kBT

(1+ψe2Et /kBT )
2 g(Et)dEt

(29.22)

Figure 29.10 shows the normalized standard deviation as a function of the Fermi
levels in the on and off states for the U-shaped trap density given by (29.18). The
normalized standard deviation becomes higher when the traps that contribute most
to noise are the ones close to the center of the bandgap. In this case the normalized
standard deviation increases even though the average noise power decreases.
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Fig. 29.10 Normalized standard deviation of noise performance as given by Eq. (29.22). An
increase in normalized standard deviation is seen under cyclo-stationary excitation, especially for
conditions where the average cyclo-stationary noise reduction is high

29.6 Compact Modeling of RTN for Circuit
(SPICE) Simulation

For DC behavior, Eqs. (29.1) and (29.21) above properly describe the average
noise behavior and its standard deviation, respectively. And for cyclo-stationary
excitation, the equations that describe the average noise behavior and its standard
deviation are (29.17) and (29.22), respectively. Considering circuit simulation
purposes, the equations that describe the behavior under cyclo-stationary excitation
have the drawback of demanding evaluations for calculating the Quasi Fermi levels
during both the on and off semicycles.

It is of great practical interest to provide a simpler equation. An empirical ap-
proach, considering an equivalent Fermi level EF,eff, would help compact modeling.
In this section we will introduce such an approach, writing an equivalent Fermi level
EF,eff as a function of duty cycle and using it to fit the experimental data.

Standard low-frequency (LF) noise models used today (e.g., BSIM and PSP) do
not properly model noise behavior under large signal excitation. In these models,
noise power depends solely on the Fermi level at the current bias point (i.e., there
is no dependency on the “history” of the Fermi level). This means that simple
modulation theory is applied to the noise source. Eventually, the circuit simulator
may use techniques like harmonic balance to account for the distortion in nonlinear
circuits. However, these techniques usually account solely for nonlinearities in the
circuit transfer function, and do not address the impact of large signal excitation
on the noise source itself. This also brings us to the most serious limitation of a
SPICE like simulator for such type of problem. The correct noise evaluation for a
device needs to know the state of the device in the past period. Not all types of
SPICE simulations can provide this information—however periodic steady state or
transient analysis can do so. For cyclo-stationary noise as well as for periodic steady
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state analysis, a periodic change in gate voltage is assumed. Here the necessary
bias information is present and the practical benefit of noise model enhancement
is highest as this simulation type is used to check circuit phase noise performance.
Therefore the authors recommend implementing the proposed noise models for this
simulation type first.

The problem with the usual noise modeling and simulation approaches is that
they evaluate the noise power assuming that at each time instant the traps could be
modeled by their behavior at the corresponding DC bias value. However, under large
signal excitation, this is not correct, since the trapping and emission process are not
instantaneous: its statistic is governed by the evolution of the device bias over the
whole excitation period, as discussed above. The use of equivalent time constants,
or alternatively an equivalent Fermi level, is the correct approach.

In this approach, EF,eff is written as the time average of the Fermi level, as already
proposed in the context of the charge trapping component of bias temperature
instability [21]. For the case of square wave excitation with duty cycle α, we
have [21]

EF,eff (α) = αEon +(1−α)Eoff (29.23)

With this empirical approach, the same compact model equations can model both
steady (DC) bias and cyclo-stationary excitation. These equations are (29.1) for a
single trap and (29.12) for the ensemble of traps. With this additional information,
any modern compact model can make use of the modeling approach presented here.

Modern compact models include the modeling of the low-frequency noise at DC
biasing. For instance, compact models like BSIM and PSP use formulations that
account for the trap density and correlated carrier number and mobility fluctuations,
leading to the following equation for the input-referred noise [17]:

SVG(E f ) =
q2kT

γWLC2
ox f

[1+αμ0Cox (VG −VT )]
2Nt(E f ) (29.24)

γ is the attenuation coefficient of the electron wave function in the oxide. α is
the Coulomb scattering parameter (a measure of the mobility fluctuations induced
by the trapped charge). Nt(Ef ) is the trap density at the Fermi level Ef . The channel
inversion carrier density is assumed to be proportional to Cox(VG −VT). Comparing

this equation to Eq. (29.17) above, we see that the term q2[1+αμ0Cox(VG−VT )]
2

C2
ox

models

the noise contribution δ2 of the traps.
The major contribution to the integral in (29.17) will be from traps for which βeq

(Et)≈ 1. For DC biasing, these are the traps with energy levels within a few kT from
Ef . In case of a varying gate voltage, this is still true but the Fermi level constantly
changes. Still, the noise power is proportional to Nt(Ef ,t). As a conclusion, Eqs.
(29.17) and (29.24) are of the same form. Both equations model the noise power
to be proportional to the trap density at the Fermi level of interest multiplied by a
second term that accounts for the amplitude of the noise contribution of the traps.
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This is also true for the flicker noise equations used in the standard noise
simulators like BSIM and PSP. They use an equivalent oxide trap density N*

t(Ef),
which for simulation purposes is approximated by a three-parameter empirical
function of the channel carrier density:

N∗
t
(
E f
)
= NOIA+NOIB ·N+NOIC ·N2 (29.25)

where NOIA, NOIB, and NOIC are technology-dependent SPICE model parameters
and N is the channel inversion carrier density. Since N is a function of the Fermi
level, N*

t is also a function of the Fermi level. The noise level at a given bias is
modeled to be proportional to N*

t.
Therefore the same (BSIM and PSP) compact model equations can be used,

substituting Ef in Eq. (29.25) by EF,eff , i.e., instead of using the channel inversion
carrier density corresponding to the Fermi level at DC bias, the inversion carrier
density corresponding to the equivalent Fermi level EF,eff at cyclo-operation should
be used.

The gap between the modeling approach here proposed and standard models can
be seen if we consider the noise behavior of a MOSFET under periodic switching,
with the bias point in the off state being changed, while the bias point in the on state
is kept fixed.

According to the standard models, the noise at a given point in time depends
only on the biasing at that time point. Since the device contributes to circuit noise
only in the on state, and the bias point in the on state is fixed, the noise should
not depend on the bias point in the off state (according to the standard models).
However, according to our theories and experimental data, the opposite is true. The
noise does depend on the bias point in the off state. Even more relevant for practical
applications, it is possible to reduce the noise by proper choice of the bias in the
off state.

Figure 29.8 depicts the prediction of our model for this behavior. The noise power
as a function of the Fermi level in the off phase is shown. In the on phase of the
device, the Fermi level is assumed to be fixed, close to the conduction band. This
means that VG,ON is always the same, while VG,OFF is varied. The device is assumed
to contribute to noise during the on phase only (i.e., it is assumed that no current
flows through the device during the off phase).

The dotted line shows the behavior as predicted by standard models used today
(e.g., BSIM and PSP). In these models, noise power depends solely on the Fermi at
the current bias point (i.e., no dependency on the “history” of the Fermi level). Since
the bias point where the device contributes to noise (VGS,ON) is fixed, the predicted
noise power is a constant, not depending on Eoff.

The solid line shows the behavior as predicted by the model. Although the
transistor contributes to noise during the on phase only, the generated noise is a
function of the Fermi level in both on and off phases. In this case, a reduction in
noise power is predicted, in agreement to experimental data. The dependence of the
noise power on VGS,OFF is experimentally observed, for instance, in [9, 15]. In [15]
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forward substrate bias during the off state is used to significantly decrease the phase
noise in a VCO design, and in [9] noise is seen to decrease when the transistor is
cycled from inversion to accumulation.

Another relevant experiment showing noise reduction is also found in [7], where
a circuit which enables the switching of device pairs between two gate-to-source
voltage values was used. There is always one of the devices of the pair turned on,
while the other one is turned off. Using this technique, significant noise reduction
was achieved, if compared to DC biasing.

29.7 The Charge Trapping Component of Bias
Temperature Instability

It is widely accepted that charge trapping plays a role in the threshold voltage
shifts (ΔVT) produced by bias temperature stress. It was reported that a significant
fraction of the threshold voltage change is recovered spontaneously once the bias
temperature stress is removed [23–27]. Although first observed decades ago, the
phenomenon still remains controversial in both experimental and theoretical terms.

In PMOS transistor, it is called negative bias temperature instability (NBTI),
while in NMOS transistors it is called positive bias temperature instability (PBTI).

There is a vast literature on negative bias temperature instability (NBTI) in
PMOSFETs, where most models are based on reaction–diffusion theory. Reaction–
diffusion models involve breaking of hydrogen–silicon bonds at the silicon-gate
dielectric interface, related to the trapping of inversion layer holes, with the release
and diffusion of a hydrogenic species. Recovery (relaxation) is assumed to occur
with re-bonding of the hydrogen–silicon bonds, i.e., interface trap annealing out
[23, 26]. Although reaction diffusion models have been very useful and successful,
some aspects of NBTI are difficult to be fully explained in a reaction–diffusion
framework, as, for instance, the fast recovery which occurs if bias stress is removed
[23, 28]. Other phenomena, such as charge trapping, needed to be considered in
the NBTI mechanism. Besides our work, several other works showed evidence of
the role of charge trapping and de-trapping in BTI [22–32]. Clear steps caused by
single trapping or de-trapping events were seen in experimental works, showing the
discrete nature of VT shifts [24, 27, 31, 32].

The focus of this work is not on the elucidation of the origin and nature of the
charge traps. Detailing lattice dynamics and tunneling mechanisms is not the focus
of this work. This work focuses instead on the charge trapping statistics (stochastic
capture and emission events) that contribute to degradation of transistor on-current
over time (BTI). The basic assumptions made in the modeling effort presented in this
work are the same ones as in our work on modeling of RTN (low-frequency) noise:
(1) charge trapping and de-trapping are stochastic events, governed by characteristic
time constants, which are uniformly distributed on a log scale; (2) the number
of traps is assumed to be Poisson distributed, and the parameter of the Poisson
distribution is assumed to be constant over the time interval of interest; (3) trap
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energy distribution is assumed to be U-shaped (this last assumption is key to explain
the AC behavior); and (4) the amplitude of the fluctuation induced by a single trap
is a random variable.

In this section, we develop a theoretical analysis to describe the density of
occupied traps as a function of bias, temperature, and time, aiming to understand
and model the charge trapping component of the aging (degradation) process that
occurs in MOSFETs.

The same equation (model) applies to the degradation process, i.e., increase in
number of occupied traps, as well as to the recovery process, i.e., decrease in number
of occupied traps.

The capture and emission of charge carriers by a trap are described as simple
Poisson processes governed by rates τc and τe, where the capture occurs with
probability p01(dt)= dt/τc and emission occurs with probability p10(dt)= dt/τe.
State 1 stands for the occupied trap, while state 0 stands for the empty trap. τc

and τe are then the average residence time in states 0 and 1, respectively [12].
We start by evaluating the device degradation process, which is described by the

average number of occupied traps at time t, which we denote 〈n(t)〉. First we write
the equation for the probability of a particular trap, which is initially empty (state 0),
to remain in the same state after an elapsed time t. We denote this probability as
P00(t). This probability can be calculated observing that

P01(t + dt) = P01(t)p11(dt)+P00(t)p01(dt) (29.26)

where p11 (dt) = 1− p10(dt) = 1− dt/τe and P00(t) = 1−P01(t). This leads to a
simple differential equation. The solution of this differential equation is [16]

P01(t) =
[
1− exp(−t/τeq)

]
τe/(τc +τe) (29.27)

where 1/τeq = 1/τc + 1/τe. A similar evaluation can be performed for P11(t),
leading to

P11(t) =
[
τe +τcexp(−t/τeq)

]
/(τc +τe) (29.28)

For a device which has Ntr traps, we can write the number of occupied traps at
time t, n(t), as being n(t) = ∑Ntr

i=1 θi(t), where θi(t) can assume the values 0 or 1. We
can then evaluate the average number of traps occupied at time t as being

〈n(t)〉= ∑∞
Ntr=0

NNtre−N

Ntr! ∑Ntr
k=0 k P(k, t) (29.29)

where NNtre−N/Ntr! is the probability that Ntr traps are found in a device, i.e., the
number of traps is assumed to be Poisson distributed, with parameter 〈Ntr〉=N,
while P(k, t) is the probability that k traps are occupied at time t, with k = 0 . . .
Ntr. The averaging must be performed over the successive stochastic capture and
emission events of a trap and over the number of traps of the ensemble of devices.



29 Charge Trapping in MOSFETS: BTI and RTN Modeling for Circuits 769

The average threshold voltage shift is then obtained by multiplying the average
number of occupied traps by 〈δ〉, which is the average fluctuation due to a single
trap. This leads to

〈ΔVT (t)〉= 〈δ 〉〈n(t)〉 (29.30)

Since traps have different time constants, which are statistically independent
and identically distributed random variables, for considering P(k, t) in Eq. (29.29),
we evaluate the average probability over different traps by writing a binomial.
In this case

P(k, t) =

(
Ntr
k

)
P01(τc,τe, t)

k P00(τc,τe, t)
Ntr−k (29.31)

where P01(τc,τe, t) =
∫∫

dτcdτeP01(τc,τe, t)f(τc,τe) and P00(τc,τe, t) =
∫∫

dτcdτe

P00(τc,τe, t)f(τc,τe), with f(τc, τe) being the joint probability function of time
constants τc and τe over all traps.
τc and τe are random variables, whose values depend on temperature and bias

point and which we assume to follow [3, 14]

τc = 10p [1+ exp(−q)] (29.32)

τe = 10p [1+ exp(+q)] (29.33)

where p ∈ [pmin, pmax]. Please note that pmin and pmax define the times constants
of the fastest and the slowest trap, respectively. This also limits the time interval
in which the model here proposed is valid, in a similar way as in the analysis of
low-frequency noise [1–6]. Since p is assumed to be uniformly distributed, the
charge trap characteristic time constants are uniformly distributed on a log scale.
Again, this is the same assumption done in low-frequency noise analysis [1–6]. The
variable q is given by q = (ET −EF)/kBT ∈ [(EV −EF)/kBT, (EC −EF)/kBT],
where EC is the conduction band edge, while EV is the valence band edge. ET is
the energy level of the trap. Consequently, τc and τe are temperature dependent.
Also note that the assumption that time constants are uniformly distributed on a log
scale is in line with low-frequency noise data. The assumption of the existence of
individual defects with a very wide distribution of time constants is also in line with
recent NBTI data [21, 28, 32]. The assumption of a single p, governing both τc

and τe, may be restrictive and deserves deeper investigation in future works, both
theoretical and experimental. Nevertheless, we did run numerical analysis (Monte
Carlo simulations) assuming independent p values for capture and emission. The
BTI behavior is observed to stay essentially the same (no qualitative deviation on
the BTI behavior is observed), as long as the p values remain uniformly distributed.
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For the evaluation of Eq. (29.29), we consider Eqs. (29.31), (29.32), and (29.33).
In evaluating the average over the different random variables, we separate the
average over number of traps

〈(·)〉= ∑∞
Ntr=0 (·)

NNtre−N

Ntr!

and time constants

(·) =
∫∫

dτcdτe(·)f(τc,τe)

Please remember that the time constants τc and τe depend on Fermi level, trap
energy level, and temperature, as given by Eqs. (29.32) and (29.33). Evaluation of
the averages in this manner facilitates the analytical analysis.

So we have [16]

〈n(t)〉= P01(τc,τe, t) ∑∞
Ntr=0

NNtre−N

Ntr!
Ntr = NP01(τc,τe, t)

=
N

ln10 (pmax − pmin)

(∫ Ec

Ev

g(ET )dET

1+ e−(ET−EF )/kBT

)(∫ 10−pmaxt

10−pmint

(e−u − 1)
u

du

)

(29.34)

where g(ET) describes the trap energy distribution in the bandgap, and in the second
integral, a change of variable was made, p=−log (u/t), dp=− du / (u ln 10). N is
the average number of traps found in a device.

In Eq. (29.34), the first integral contains the Fermi level and temperature
dependence, while the second integral contains the time dependence. This means
that this equation has the time dependence separated from the Fermi level (i.e.,
bias point or oxide electric field, since the Fermi level is defined by them) and
temperature dependence. Hence, the model predicts that for measurements carried
out at different temperatures, there are scaling factors that can be used as a
multiplicative coefficients for the threshold voltage shift, making the curves for
different temperatures to overlap (at all measured times). The same applies for
measurements carried out at different Fermi levels, i.e., different stress voltages
(bias points). Note that the Fermi level is a function of the applied voltage. Since Eq.
(29.34) is valid for both stress and recovery phases, it implies that the temperature
and voltage dependence (scaling factor) during stress and during recovery is the
same. This is very relevant and in agreement to experimental data, as discussed
below. Equation (29.34) is evaluated numerically, leading to

〈n(t)〉 ∼ ϕ(T,EF)(A+Blog(t)) (29.35)



29 Charge Trapping in MOSFETS: BTI and RTN Modeling for Circuits 771

where A and B are constants, and the last term clearly shows that the time evolution
of number of occupied traps shows a log(t) behavior. The term ϕ(T, EF) describes
the temperature and Fermi level dependence. Please note that Eq. (29.35) above is of
the same form as Eq. (4) in [30], which was empirically written, as an approximation
for the experimentally observed behavior. The actual form of the term ϕ(T, EF)
depends on the trap energy distribution in the bandgap g(ET). g(ET) is usually found
to be a convex curve (e.g., U-shaped); see, for instance, [3]. In this work, a U-
shaped trap density function is investigated. As in the case of low-frequency noise
analysis for abruptly changing gate bias, the trap energy distribution g(ET) is key
for explaining experimentally observed findings [3].

Equation (29.34) models both stress and recovery phases. If the density of
initially occupied traps is lower than the value expected for the bias point, the
number of occupied traps increases logarithmically. This corresponds to stress
phase of BTI. On the other hand, if the density of initially occupied traps is
higher than the value expected for the bias point, the density of occupied states
decreases logarithmically. This corresponds to the recovery phase of BTI. Besides
analytical analysis and evaluation, we did run Monte Carlo simulations to confirm
this behavior (Monte Carlo simulations were performed starting from different
numbers of initially occupied traps) [20]. Hence, both stress and recovery phases of
BTI are described by the same Eq. (29.34). This is corroborated by the experimental
results shown below.

The model here presented considers that the number of traps is constant over
time, i.e., there is no trap generation or annihilation. What changes over time is trap
occupation, but not number of traps. For stress or recovery over long time intervals,
there may be generation of traps during the stress phase, or annihilation of traps
(annealing) during the recovery phase. In this case, the average number of traps
〈Ntr〉 in Eq. (29.29) becomes a function of time, 〈Ntr(t)〉. If the number or traps
increases with time during the stress phase, the evolution of number of occupied
traps may become faster than log(t) as time evolves, as experimentally observed in
many works, where the time dependence is found to follow a power law for long
stress times [22–26]. If a proper equation for 〈Ntr(t)〉 is available, the modeling
approach here presented can be used to evaluate this behavior. Modeling Ntr as a
function of time is out of the scope of this work.

The results of numerical analysis and Monte Carlo simulations confirm that the
time evolution of number of occupied shows a logarithmic behavior. For numer-
ical analysis and Monte Carlo simulations performed to confirm the logarithmic
behavior, (pmax − pmin) was chosen to be 7, i.e., it is assumed that p is uniformly
distributed over 7 decades. The behavior does not depend on pmax and pmin, as long
as the time being considered is much longer than the shortest time constant and
much shorter than longest time constant [20].

Note that the logarithmic behavior is related to the trap model used here, which
assumes trap characteristic time constants are uniformly distributed on a log scale,
as given by Eqs. (29.32) and (29.33).
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29.8 Compact Modeling of BTI for Circuit
(SPICE) Simulation

This section addresses the circuit level modeling of BTI. The modeling is based
on the underlying physics, as presented in the previous sections of this chapter,
and derives a compact aging model, thereby enhancing the robustness of BTI
modeling practice. The main contributions of this section include (1) compact
aging model for circuit simulation, based on the statistical trapping/de-trapping
(T–D) assumptions, illustrating the logarithmic time dependence of degradation;
(2) accurate prediction of aging variability due to stochastic nature of number of
traps and their parameters, such as their time constants, amplitude, and energy
distribution; and (3) comprehensive validation of proposed aging models with
statistical device data at 65 nm under various voltage tuning.

The T–D-based models for the time evolution of BTI is derived from first
principles and can handle the non-monotonic behavior during voltage transitions.
It avoids overly pessimistic predictions and hence helps to reduce the margin in
reliable design.

To derive the compact model equations we start from Eq. (29.34). We assume
that the trap energy (ET ) changes as a function of electric field in the dielectric (Eox)
and that the electric field is constant over the dielectric. Hence, ET will be inversely
proportional to Eox, i.e., ET∼1/Eox. Assuming that trap time constants spawn over at
least ten time decades, i.e., assuming pmin∼1 and pmax>10 in Eq. (29.34), leads to

n(t) =
Ntr

ln10(pmax − pmin)
exp

(
βVg

ToxkT

)
exp

(−E0

kT

)
[
A+Blog10−pmaxt

]
(29.36)

Equation (29.36) describes the aging under a constant stress voltage and tem-
perature. Similar as the R-D model [19], it is an exponential function of the stress
voltage, temperature, and Tox. Furthermore, it has a statistical nature with Ntr, an
index for the number of traps per device. For the simplicity of model derivation and
data analysis, Eq. (29.36) is compacted as

ΔVth(t) = φ [A+Blog(1+Ct)] (29.37)

Equation (29.37) shows logarithmic relation of degradation with stress time in
contrary to the power law behavior predicted by R-D models.

Along with technology specifications, the degradation rate under BTI depends on
dynamic circuit operating conditions. Traditional reliability tests and aging predic-
tion methods are conducted at constant stress conditions, e.g., fixed supply voltage,
temperature, and activity factor (α) [33, 34]. Although such an approach simplifies
test and modeling procedures, it does not match a realistic circuit operation. The
situation is compounded with low-power circuit operations, where techniques such
as dynamic voltage scaling (DVS) are employed in today’s design, in order to
aggressively reduce power consumption. Such techniques further complicate aging
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prediction as stress and recovery phases are mixed. For instance, when the stress
voltage is lowered, the degradation partially recovers at the beginning, before the
stress eventually catches up. These phenomenon demands a simple, yet coherent,
explanation in order to support accurate lifetime prediction in design for reliability.
Further, if the device is stressed under two voltages for multiple cycles, long-term
prediction over a given time facilitates designers to eliminate the need of tracking the
degradation at every cycle. Since the degradation is highly sensitive to the applied
voltage, dynamic voltage scaling leads to different amounts of circuit aging. Aiming
at providing simple equations suitable for compact modeling, the voltage tuning is
categorized into two cases.

In case 1, stress voltage is changed from V1 to a higher voltage V2, and in case
2, V2 is lower than V1 at time t0. Please see Fig. 29.11, which illustrates case 2.
To handle such a voltage transition and using a nonzero time t0 to calculate the
occupation probability at time t (time elapsed after t0), we arrive at a closed form
solution for the degradation:

ΔVth(t) = φ2 [A+Blog(1+Ct)]+φ1.B

[
log

(
1+C(t+ t0)

1+Ct

)]
(29.38)

where φ1 corresponds to the voltage V1 and φ2 corresponds to V2. The parameters
φ1 and φ2 are a linear function of the number of traps initially occupied and an
exponential function of stress voltage and temperature. The degradation in Eq.
(29.38) is physically interpreted as a sum of two components, Δ1 and Δ2, which
are proportional to φ1 and φ2 respectively, as shown in Fig. 29.11. When the
voltage is changed to a lower voltage, traps emit some of the charge carriers, and
the number of occupied traps reaches a new equilibrium. This behavior is shown
in Fig. 29.11, where the Vth shift initially recovers and the degradation eventually
catches up. Δ2 dominates initially, which contributes to the recovery. If operation
under V2 continues for a longer time, Δ1 eventually takes over and ΔVth increases.
Such a non-monotonic behavior is correctly predicted by Eq. (29.38), which is a
sum of two components. For t values not much larger than t0, the second component
dominates and recovery is observed; and for t>>t0, the second component saturates
to a constant value and the first component increases logarithmically with stress
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Fig. 29.12 Microphotograph
of a 65 nm test chip
(489× 332 μm2) with an 11
metal layer CMOS; 128
PMOS transistors of four
different aspect ratios

time. When the voltage is changed to a higher voltage, the degradation rate increases
at the point of transition.

To validate the compact model here presented, statistical aging data is collected
from a 65 nm test chip. Various sequences of voltages are applied to probe both
stress and recovery phases, and the models are validated across these voltages.

The measurement delay plays a crucial role in NBTI test since even a small
measurement time leads to large recovery, resulting in inaccurate aging data. Hence,
obtaining degradation data by removing stress from all devices leads to a large
measurement error. One solution is to place multiple DUTs on a chip so that
stress periods and threshold voltage measurements can be conducted in parallel.
This approach is very expensive and needs a larger area. Contrary to parallel
measurement method, a parallelized stress period in a pipeline manner can be
implemented, and Vth measurements for the DUTs are conducted sequentially. The
data presented in this work was obtained in this way [18].

Figure 29.12 shows the microphotograph of test chip implemented in 65 nm
and 11 metal layer CMOS process. The area of the inner rectangle of the test
chip is 489× 332 μm2, and 128 PMOS devices of four different aspect ratios
are implemented as devices under test (DUTs). Initially, aging measurements
are conducted when all the devices are stressed at 1.8 V and a temperature of
125◦C for 200 ks. A DUT in the transistor array is changed from the stress
phase to the recovery phase using pass gates as switches. These measurements
are intended to analyze device to device statistical aging behavior under constant
stress and dynamic operations. Further, measurements are conducted when all the
devices are stressed under multiple VDD to realize the aging in DVS operation.
Figure 29.13 presents the test structure and measurement principle implemented
in our work. Except for the device in measurement, all other devices are stressed
and Vth is measured using the constant current method with a resolution of 0.2 mV.
Measurement time for each DUT is less than 0.4 ms, minimizing the recovery.

Statistical aging analysis is performed on the data collected from the test
chip. Initial data is collected by stressing all the PMOS transistors at 1.8 V for
200 ks. From this stress data, model parameters for the log(t) model are extracted.
Figure 29.14 compares aging statistics with model prediction: the variation is
attributed mainly due to the randomness in parameter φ , proportional to the
fluctuation of trap numbers. The log(t) model reliably captures the increase of both
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Fig. 29.14 The log(t) compact model fitted from data < 20 ks under 1.8 V, 125◦C, well predicts
the long-term statistics at 200 ks. The shift of Vth follows the normal distribution

mean and variance with longer stress time [6]. Other model parameters do not suffer
a high amount of variations. The variation in parameter φ has only linear impact on
the Vth shift. The modeling framework enables a one-time extraction to predict aging
under various voltage tuning scenarios. The randomness in parameter φ extracted
from the static measurement can be used to predict aging under DVS. The model
prediction under different stress voltages using the current extraction was validated
as described below.
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To further test the accuracy of model prediction under static stress, model
parameters are initially extracted from stress data for stress times lower than 20 ks.
These model parameters are then used to predict aging to 200 ks by extrapolation.
The experimental results showed that the log(t) model correctly captures the shift
in mean and variance of the ΔVth in long term. As indicated in Eq. (29.36), the
degradation follows a logarithmic dependence on stress time. The experimental
characterization was performed for different constant stress voltages, and the log(t)
model did properly fit the experimental data. The experimental data also confirmed
that the degradation has an exponential relation with stress voltage. Such an
exponential dependence on voltage is similar to that predicted by the tn, i.e., power
law, model [5]. The time dependence of degradation is the major difference between
R–D-based tn and T–D-based log(t) compact models.

The T–D mechanism expects fast and discrete recovery events from individual
trapped charges. In this work, various sequences of stress voltages are applied, in
order to calibrate the model prediction by the logarithmic model. After a stress
period of 200 s under 1.5 V, the stress voltage changes to different values, such
as 1.8, 1.5, or 1.2 V. Depending on the second voltage, the degradation rate
may increase or decrease. More interestingly, if the voltage is lowered the device
may experience a transition period, before the stress goes back to the equilibrium
condition. Eventually, the degradation rate goes to the same value as the constant
stress under the second voltage. This behavior is predicted from Eq. (29.38), where
the second component dominates initially, resulting in the recovery. After t	200 s,
the second component decays down and first component dominates, leading to the
stress under second voltage. Experimental results from the test chip are shown in
Fig. 29.15 and well validate these non-monotonic behaviors, supporting further
study on aging under DVS. The two components in Eq. (29.38) play an important
role in long-term prediction under multiple cycles.

Figure 29.16 evaluates the model prediction, with different periods under the
same voltage. In this study, the device is initially stressed under 1.8 V, for 50 s or
200 s; then the voltage is switched to 1.65 V. As the stress voltage is lowered, a
temporary recovery behavior is observed due to the emission of excessive amount
of trapped charges. The log(t) model captures such behavior in both the cases. The
stress profile for the case where the device is first stressed under 1.8 V for 200 s
is higher compared to the case where the initial stress is 50 s only. However, since
in both the cases, the device is later stressed for a much longer time (∼10 ks) at
1.65 V, the degradation converges to the constant stress condition at 1.65 V. This
validation helps to predict the aging under different biasing conditions and switching
activities (α).

Figure 29.17 illustrates two cases where a PMOS device is stressed under
different voltages sequentially. In case 1 (left), the device is stressed at 1.5 V, 1.8 V,
1.5 V for 5,000 s during each period. When the stress voltage is changed from 1.5
to 1.8 V, the degradation rate is increased. The number of occupied traps increases
and Vth shift increases as shown in Fig. 29.17a and predicted from log(t) model.
When the voltage is changed back to 1.5 V from 1.8 V, the degradation undergoes
recovery due to traps emitting the excess charge carriers (Fig. 29.17a). This recovery
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Fig. 29.16 Vth shift under voltage tuning from 1.8 to 1.65 V. The shift eventually converges to the
log(t) curve of the final voltage, independent on previous stress history

behavior is captured by trapping/de-trapping model, as discussed above. In case 2,
the device is stressed at 1.8, 1.2, 1.5 V for 5,000 s during each period. The recovery
is furthermore significant when operated under a much lower voltage of 1.2 V as
presented in Fig. 29.17b.

Figure 29.18 presents the measurement under different patterns of voltages and
duty cycles. Figure 29.18a, b show the multiple cycle prediction stressed at 1.8 V,
1.2 V, and 1.8 V, 0 V at α = 0.5. When voltage is lowered from 1.8 V, a recovery is
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Fig. 29.17 Threshold voltage shift under different VDD sequences; T-D model accurately captures
changing stress and recovery behaviors

observed from the silicon data, which is well predicted from the model. Further, if
the voltage is lowered down to 0 V, the recovery is large as shown in Fig. 29.18b.
The compact model expressed by Eq. (29.38) is scalable with different duty cycles.
Figs. 29.18c, d show the validation of our model with silicon data at very low
(α = 0.03) and very high (α = 0.97) duty cycle values. From the figures, voltage
transition even for a short duration will result in a sudden shift in Vth, due to the fast
trapping/de-trapping. The degradation increases rapidly when voltage is increased
momentarily to 1.8 V as illustrated in Fig. 29.18c and a similar behavior is observed
in recovery as shown in Fig. 29.18d.

Further, statistical measurement is conducted in different PMOS devices with
stress condition at 1.8 V altering with recovery at 0 V. The parameter φ extracted
from the static measurement is used to predict aging under this stress condition.
Figure 29.19 presents the model prediction of mean and upper bounds using the
randomness in parameter φ . The model well matches the statistical silicon data
reconfirming that one-time extraction from static measurement is sufficient to
predict the aging under DVS.

Device level aging due to trapping/de-trapping exhibit large variations due
to randomness in number of available traps. The variability at (t>0) is also a
function of transistor sizing similar to process induced variations (t= 0) [13]. Aging
variability increases with downsizing the devices and hence, it becomes significant
with CMOS technology scaling. Further, it is important to understand and estimate
the translation of device aging to circuit level degradation [27, 28].

Figure 29.20 explores the dependence of the aging effect on the choice of Vdd

values, as well as the control of α . Since the amount of degradation is an exponential
function of voltage, lower stress voltage helps reduce the degradation rate. The
degradation significantly decreases when the ratio of Vlow/Vhigh drops from 1.
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Fig. 29.18 Validation of the compact model under different voltages and duty cycles

However, the reduction rate becomes less as the Vlow is further lowered, since the
operation period with Vhigh dominates the entire degradation and therefore, further
scaling of Vlow does not help minimizing the aging. Lower α , i.e., the shorter
period in Vhigh operation, is still effective in reducing the aging, as predicted by
the proposed model.

29.9 Conclusion

A statistical model for the charge trapping phenomena in MOS devices is presented.
The model is based on discrete microscopic device physics parameters. Besides
evaluating the average behavior, the model here proposed allows the derivation of
statistically relevant parameters. The model is applied to study the random telegraph
noise (RTN) and bias temperature instability (BTI).
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Fig. 29.20 Aging prediction from the compact model varying the lower operating voltage in DVS

The impact of charge trapping is modeled as momentary changes in threshold
voltage. In analog circuits, this may lead to low-frequency noise and be a source
of jitter in oscillators. In digital circuits, it may lead to aging effects and transient
effects, since circuit behavior may change due to transient VT fluctuations between
two logic operations of a digital circuit.

The modeling approach focuses on operation conditions relevant for digital and
analog design, including large signal AC operation.
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Regarding BTI, an analytical model for both stress and recovery phases of BTI
is presented. Furthermore, the model properly describes device behavior under
different switching, including dynamic voltage scaling (DVS). It is shown that a
universal logarithmic law describes the time dependence of charge trapping in both
stress and recovery phases and that the time dependence may be separated from the
temperature and bias point dependence.

The proposed models facilitate the circuit aging prediction under device level
variations and dynamic operation conditions. The proposed approach transfers the
latest understanding of the trapping/de-trapping mechanism into compact models,
and provides a simple and practical solution for the circuit design community.

It is shown that if the density of traps in the bandgap is a convex curve
(“U”-shaped), a reduction in noise power may be achieved under cyclo-stationary
excitation. However, the variability in noise behavior (normalized standard devia-
tion of noise power) is shown to increase. This increase in variability will be another
challenge to analog and RF circuit designs in deep-submicron CMOS technologies.
Assuming a U-shaped trap density is also key for properly modeling BTI under
different bias conditions.
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Chapter 30
Simulation of BTI-Related Time-Dependent
Variability in CMOS Circuits

Javier Martin-Martinez, Rosana Rodriguez, and Montse Nafria

Abstract The correct evaluation of BTI impact on the circuit performance and
reliability is a major concern in current technologies. Since BTI in ultrascaled
devices is a stochastic mechanism and aging must be evaluated under the actual
operation conditions of devices in the circuit, SPICE and Monte Carlo simulations
are customary combined with this purpose. The key point in these simulations is the
correct description of the BTI effects in the device and their inclusion in circuit
simulators. In this subchapter, the different adopted approaches are presented,
pointing out their pros and cons, and illustrated with examples of BTI effects on
several analog and digital circuits.

30.1 Introduction

Among the different aging mechanisms that can affect the MOSFET perfor-
mance, i.e., channel hot carrier degradation, bias temperature instability (BTI), and
time-dependent dielectric breakdown, BTI is assumed to be the most severe in
determining the circuit’s end of life [1–3]. The different fabrication approaches that
can be adopted to reduce BTI aging can only partially mitigate the problem [4–11].
Therefore, acting during the design phase of the circuit becomes mandatory, in what
has been called Design for Reliability (DfR) [12–14]. In the DfR scenario, several
techniques, at different architectural levels, to reduce the BTI detrimental effects
have been proposed [15–23]. However, some important problems still need to be
urgently solved. According to the ITRS [24], due to the strong BTI dependencies
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on stress and relaxation times, voltage, and temperature, new tools that correctly
evaluate the BTI degradation of transistors at their operation conditions within the
circuit are urgently required [25–30]. This implies that physics-based and accurate
BTI models must be developed and incorporated in these tools [31–38]. Moreover,
in ultrascaled devices BTI becomes a stochastic phenomenon [39–47], because few
defects can provoke large VT shifts. Consequently, statistically distributed VT shifts
have to be taken into account to correctly evaluate the device lifetime [48]. The BTI
aging at device level will have to be properly considered during circuit simulation,
to evaluate its impact on the circuit performance and reliability. With this purpose,
a methodology that combines SPICE, to consider the actual operation of devices
within the circuit, and Monte Carlo simulations, to account for the statistically
distributed VT shifts (because of the fabrication related variability and/or the BTI
aging itself), has been proposed [49–51]. The key point of this methodology is
how the device aging is evaluated and considered during the circuit simulations.
In this subchapter, the most common adopted approaches are described. The most
straightforward is to include the BTI degradation effects in the SPICE model of
the MOSFETs, to describe the change in their electrical performance. However,
the most extended approach is to connect to the MOSFET terminals a suitable
electrical circuit, based on the BTI underlying physics, to account for the BTI
effects in the device. The advantages and inconveniences of both approaches will be
discussed. Finally, to be useful to circuit designers, the whole procedure (calculation
of the device BTI effects in the device, their inclusion in the circuit simulator,
and statistical simulation of the circuit) should be integrated in a reliability circuit
simulation tool. RELAB, an example of such tool, will be described.

30.2 Combined SPICE and Monte Carlo
Simulation Methodology

The first approach to include the VT shift related to BTI degradation in circuit
simulators consists in the variation of the adequate parameters of the SPICE model
that describes the electrical behavior of the aged MOSFETs. To include also the
device variability, which could be associated to the fabrication process [52–56]
or to the BTI mechanism itself [39–45], these parameters will be statistically
distributed. To account for the resulting device time-dependent variability during
circuit simulation, a methodology that combines SPICE and Monte Carlo (MC)
simulations has been proposed [51]. The validity of this simulation technique will be
checked with experimental data obtained from isolated devices, i.e., test structures.
As an example of applicability, the effect of BTI degradation and fabrication process
variability on the performance of three different configurations of differential
amplifiers will be studied.



30 Simulation of BTI-Related Time-Dependent Variability in CMOS Circuits 785

Fig. 30.1 Time evolution of ISAT for (top) NMOS and (bottom) PMOS devices. Dots are the
experimental average values and bars show the σ of the distribution. Continuous lines correspond
to the mean value and dashed lines to the dispersion of ISAT obtained in MC simulations [51]

30.2.1 Device Characterization and Simulation Methodology

The simulation of the device BTI aging effects on the circuit performance will
have to take into account the fabrication technology since it will strongly affect the
device degradation [4–11]. Therefore, first of all, an experimental characterization
of the NMOS and PMOS BTI aging is required [57–61]. Since variability could be
present, either related to the fabrication process or to the BTI mechanism itself, a
statistical characterization will be required. As an example of BTI aging results,
Fig. 30.1 shows the evolution with time of the saturation current measured in
NMOS (top) and PMOS (bottom) transistors subjected to BTI stress. NMOS and
PMOS with SiON as gate dielectric (EOT= 2.2 nm), same length (0.13 μm), and
different channel width (0.3 μm for NMOS and 0.6 μm for PMOS) have been
considered. The nominal supply voltage was 1.2 V. Transistors were degraded at
room temperature with a conventional measurement–stress–measurement (MSM)
technique. The voltage applied to the gate was 2.9 V for NMOS and −2.9 V for
PMOS, and the other terminals were grounded. Therefore, PBTI and NBTI are the
aging mechanisms for the NMOS and the PMOS transistors, respectively. During
the stress interruption, the ID–VGS and ID–VDS characteristics were registered after
a relaxation time determined by the measurement instrument. From these curves,
the threshold voltage (VT) and the saturation current at operation voltage (ISAT)
were extracted. To get statistical data, several transistors of each type were stressed.
As expected, for both NMOS and PMOS transistors, due to BTI effects, the gate-
dielectric damage leads to an increase of the threshold voltage (in absolute value)
and a decrease of the saturation current (ISAT). The saturation current decrease is
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associated to the VT increase but also to the mobility degradation caused when
high-voltage stresses are applied [62]. As previously observed for SiON devices,
a much-larger degradation is observed in PMOS transistors (17% ISAT decay after
1,000 s of stress), degraded by NBTI, compared to NMOS devices, degraded
by PBTI. Concerning to the ISAT variability, the error bars shown in Fig. 30.1
indicate the standard deviation of the ISAT distribution (σISAT) for NMOS and PMOS
transistors. Any or negligible variation of σISAT with the stress time is observed in
both transistor types, which indicates that the initial device variability (related to the
fabrication process) dominates to the possible variability induced by the electrical
stress applied.

A three-step simulation methodology has been designed to include the observed
variability and gate oxide degradation effects in a circuit simulator, whose simula-
tion flow is shown in Fig. 30.2. The first two phases correspond to the extraction
from the experimental data (Fig. 30.1) of the SPICE model parameters that better
describe the experimentally observed electrical behavior of the devices (fresh and
stressed) and the third to the circuit simulation itself.

In the first step (Phase 1 in Fig. 30.2), the complete set of BSIM4 SPICE model
parameters [63] of the fresh transistors (before any stress is applied) are obtained
from the measured ID–VGS and ID–VDS curves using AURORA software tool [64].
In the second step of the proposed simulation methodology (Phase 2 in Fig. 30.2),
the BSIM4 model parameters of the stressed devices are obtained from the ID–VDS

and ID–VGS transistor curves measured when the stress was interrupted. However,
we have observed that the ID–VDS and ID–VGS curves of the degraded transistor at
different stress times can be reproduced by varying only two physically meaningful
parameters of the BSIM4 parameter set: VTH0 (related to VT) and U0 (related to the
transistor mobility). Therefore, the aim of the second phase is to extract VTH0 and
U0 for each device, at different stress times. The extraction procedure is as follows,
which is repeated for all the devices. First, VTH0 is varied to fit the measured
degraded ID–VGS characteristics. For this fitting, only the medium-voltage range
of the curve (VT ±∼0.2 V) is considered, since, for larger voltages, the current
is affected by mobility degradation, and for lower voltages, subthreshold slope is
affected by the stress-generated interfacial traps (changes in the subthreshold slope
could be taken into account by adding an extra BSIM4 parameter, CIT). Next, the U0
BSIM4 parameter is varied to fit the stressed ID–VGS curve (at voltages larger than
VT +0.2 V) and the stressed ID–VDS characteristics. This process is repeated until
fitting convergence. When all the degraded device curves have been fitted for a given
stress time, the VTH0 and U0 mean values and their standard deviations (σVTH0

and σU0) are calculated. Afterwards, the next stress time is considered. Figure 30.3
shows the evolution with the stress time of the extracted mean value variations of
VTH0 (ΔVTH0, top) and U0 (ΔU0, bottom) parameters. Both parameters obey a
power law with the stress time (note that the time exponent in the ΔVTH0 evolution
is close to that usually observed for NBTI induced VT change, ∼0.25 at these
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Fig. 30.2 Simulation flow of the proposed methodology to simultaneously include process
variability and BTI effects in a circuit simulator

measurements conditions [65]). These temporal dependencies will allow estimating
the VTH0 and U0 parameters in the stressed devices from the parameter values
given for the fresh ones, for any stress time.

In the last step of the procedure (Phase 3 in Fig. 30.2), the circuit and/or device
response after stress is evaluated, combining MC and SPICE simulations. The
experimental mean values and standard deviations of VTH0 and U0 distributions
derived in Phase 2 and the time dependence of the mean values (σ does not change
with time, Fig. 30.1) are the inputs to a MC simulator, which generates a set of
new VTH0 and U0 parameters. The output VTH0–U0 pairs of the MC simulator
(together with the rest of the nonvaried BSIM4 parameters obtained from fresh
devices in Phase 1) are the inputs to a circuit simulator, which will calculate the
ID–VDS and ID–VGS curves of the device and the circuit performance as a function
of the stress time. From the results at device and/or circuit levels, the effects of
variability and wear-out will be evaluated.
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Fig. 30.3 BSIM4 VTH0 (top) and U0 (bottom) parameter variation with the stress time extracted
from the experimental data. The extracted values have been fitted to a power law. The time exponent
obtained for the PMOS is close to the value usually observed for the VT shift related to NBTI
degradation

The proposed simulation methodology has been used to reproduce the experi-
mental results observed in the stressed transistors (device simulation). For each of
the considered stress times, 100 ID–VDS characteristics have been simulated, using
ADS circuit simulator [66]. From the simulated curves, the ISAT mean value and
standard deviation have been calculated, which are shown in Fig. 30.1. In this figure,
continuous lines correspond to the mean ISAT value obtained from the simulations,
and the dashed lines represent the 〈ISAT〉±σISAT range. The good match between
experimental data and simulation in Fig. 30.1 demonstrates that it is only necessary
to modify the average of two physically meaningful SPICE parameters (VTH0
and U0) to correctly reproduce the experimentally observed ISAT evolution and its
variability. Moreover, it also validates the initial assumption of a normal distribution
of these parameters, which has been found to be described by a time-independent
standard deviation. In this approach, a power law has been used to model the VTH0
and U0 time dependence, since it provides a simple description of the experimental
observations. However, the proposed simulation technique is independent of the
considered BTI model, and the used power law can be replaced by more complete
models that account for other BTI concerns, such as voltage dependence for lifetime
estimation and temperature dependence.
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Fig. 30.4 Three amplifier configurations (based in an NMOS differential pair biased with a PMOS
current mirror) have been considered to simultaneously study the variability and stress impact on
circuit performance. The configurations differ in the current-limiting mechanism used: (a) none,
(b) a 10-KΩ resistor, and (c) a PMOS transistor

30.2.2 Device Degradation and Process Variability Impact
on Differential Amplifiers Performance

To analyze the influence on the circuit performance of the time-dependent variability
related to the BTI gate oxide degradation, NMOS differential pairs biased with
a PMOS current mirror (Fig. 30.4) have been simulated using the proposed
methodology. Three different configurations have been considered, which differ in
the current-limiting mechanism used: none, Fig. 30.4a; a 10-KΩ resistor, Fig. 30.4b;
or a PMOS transistor, Fig. 30.4c. The amplifier gain and bandwidth (BW) have
been taken as figures of merit of their performance. As the first approach, we have
assumed that all the devices within the circuit are subjected to the same stress
conditions; but according to Fig. 30.3, their degradation rates are different.

To simulate the circuit performance, fresh and stressed MOSFET electrical char-
acteristics are considered, which have been built from the MC-generated VTH0 and
U0 parameters. Device-level variability and the aging effects in its characteristics
are included by considering different VTH0–U0 pairs for each transistor within the
circuit and the time dependence of their mean values, respectively. First, the Bode
diagram of the amplifier has been simulated for different stress times, without taking
into account the variability of the gate oxide wear-out-related transistor parameters,
i.e., σU0 =σVTH0 = 0, and considering the time dependence of the average values
of U0 of VTH0. As a consequence of the dielectric wear-out, the gain slightly
decreases (e.g., for the circuit in Fig. 30.4a, a small reduction of 0.68 dB was
obtained after 105 s of stress). Second, 500 Bode diagrams have been generated,
taking into account the device variability. In this case, the experimental average
of U0 and VTH0 (Fig. 30.3) have been considered, but σU0 and σVTH0 have been
chosen so as to obtain a 5% (a standard value) VT variability (σVT) for the NMOS
and PMOS transistors. As an example, Fig. 30.5 shows 20 of the Bode diagrams
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Fig. 30.5 Bode diagrams of 20 (top) fresh and (bottom) after 1,000 s of stress simulated
differential amplifiers as those shown in Fig. 30.4a. σVT = 5% has been considered in the
simulations. The stress has a small impact in the BW and gain mean values but increases their
standard deviation

obtained with this simulation technique. The graph on the top corresponds to circuits
simulated using the fresh BSIM4 parameters for the transistors and the graph on the
bottom after 1,000 s of stress. After the stress, a small number of amplifiers show a
strong gain reduction.

To analyze more carefully this point, the Bode diagrams have been simulated
at different stress times, again considering σVT = 5% for the three circuit config-
urations shown in Fig. 30.4. Results are shown in Fig. 30.6. The graph on the
top shows the amplifier average gain in dB, and the graph on the bottom shows
its standard deviation. For all the circuit configurations, a large gain reduction is
obtained if VT variability is considered. As an example, for the circuit shown in
Fig. 30.4a, after 105 s of stress, the average gain decreases around 2 dB, in contrast
to the observed 0.68-dB reduction when VT variability was not accounted for.
These results suggest that the VT variability plays an important role in the circuit
performance, not only at t= 0 but also after long operation times. Moreover, the gain
standard deviation continuously increases with the stress time. Another interesting
point is the dependence of the results on the circuit configuration. Although Fig. 30.6
shows the same general trend for all the circuit configurations (i.e., average decrease
and standard deviation increase), when a current-limiting mechanism is included,
the gain decay is slower and its standard deviation is lower, suggesting that the
circuit reliability can be improved if the circuit configuration is properly chosen.
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Fig. 30.6 (Top) Average gain and (bottom) its standard deviation as a function of the stress
time, for the amplifiers shown in Fig. 30.4, obtained by combining SPICE and MC simulations
(σVT = 5%). The circuit configuration strongly influences the circuit variability and performance

The amplifiers BW can also be studied from the simulations performed. Similar
simulations show that the BW mean value does not change significantly as a
consequence of the stress, but the standard deviation considerably increases. As an
example, for the circuit shown in Fig. 30.4a, BW≈ 660 MHz during the analyzed
time interval, but its standard deviation increases from 5.1% in the fresh amplifiers
to 27.8% after 105 s of stress. To analyze the time-dependent variability impact in
circuit performance and reliability in more detail, a study of the BTI effects in the
amplifier gain has been done as a function of stress time and σVT. Seven different
stress times (ranging from 0, i.e., fresh device, up to 105 s) and 12 VT standard
deviations (from 0 to 12%) have been considered, and for each stress time σVT pair,
500 amplifiers have been simulated (giving a total of 4.2 × 104 circuits). We will
focus on the circuit configuration in Fig. 30.4c, since the effects of oxide degradation
on its performance are the lowest. To determine the circuit reliability, the next failure
criterion has been chosen: the circuit fails if the gain decays 3 dB from the obtained
value in the fresh amplifier, without device VT variability. Figure 30.7 shows the
3D plot of the cumulative failure distribution F, plotted versus σVT and t. As can
be observed for low σVT (below 4–5%), F is low during the whole simulated stress
time interval (neither yield nor reliability problem). For large enough σVT (>10%),
F is so high at ts = 0 (without stress) that it is only slightly influenced by the
electrical stress (yield problem). However, for intermediate σVT values, F is low
at the beginning of the stress but increases quickly with t (reliability problem). This
result indicates that the VT variability resulting from the fabrication process has a
strong influence not only in the circuit yield but also on its reliability.

In this first section, a simulation methodology based on combined SPICE and
MC simulations has been proposed for the evaluation of the impact of process
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Fig. 30.7 Cumulative failure distribution of amplifiers shown in Fig. 30.4c as a function of the
stress time and the initial VT standard deviation. As failure criterion, a 3-dB decrease of the gain
has been set. The number of circuits simulated for each t–σ VT pair (500) allows to estimate the
failure distribution with a 0.002 of precision [51]

variations and oxide wear-out on the performance of devices and circuits. Device
BTI aging has been considered by changing the SPICE model parameters that
describe the device behavior. At device level, we have shown that the methodology
is able to reproduce the experimental observations, by only changing the averages
of two of the physically meaningful parameters of the BSIM4 model parameter set
obtained in fresh devices (VTH0 and U0). At circuit level, the simulation technique
has been used to evaluate the gain and BW of differential amplifiers based on
NMOS transistors biased with a PMOS current mirror, taking into account the
stress effects and the variability observed at device level. As the stress proceeds,
as a general trend, degradation of the average gain and larger spread are observed,
but their values and temporal evolutions are strongly dependent on the circuit
configuration. In addition, the initial threshold-voltage variability strongly affects
the circuit lifetime: intermediate values of σ will reduce the reliability of circuits
that showed an acceptable yield. Therefore, these results show that the device
mismatch related to the variability of the fabrication process has a strong influence,
not only in the circuit yield but also on its reliability.

30.3 Equivalent Circuit for the BTI Aging

In the previous section, the effects of BTI and fabrication process variability have
been included in circuit simulators by varying the SPICE model parameters of
MOSFETs. However, in this approach, the required changes of these parameters
have been derived from experimental data on test structures, so that the obtained
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laws for the parameter shifts could not be easily and/or meaningfully extrapolated
to other operation conditions and/or device geometries. In addition, the behavior
of the device during the transients in the inputs cannot be considered. Moreover, a
particular SPICE model has been chosen for the description of the MOSFETs, so
that changing the MOSFET model would mean determining the parameters of the
alternative model that would have to be modified and repeating phases 1 and 2 of
the process in Fig. 30.2. An approach that overcomes these limitations is required,
which should have into account the physics of the aging phenomenon.

In this section, it will be shown that the aging effects can be modeled in the form
of an equivalent circuit, which, when connected to the device terminals, accounts for
the change of the electrical properties of the device. The electrical circuit topology
(built with capacitors and diodes) is based on the physics of the BTI aging and is
suitable to be included in circuit simulators. It will be shown that the circuit model
accounts for the BTI stress and relaxation time dependencies, and, then, the stress
history of the device is considered for during the BTI degradation evaluation. The
circuit is tested under DC and AC stress conditions, and the dependencies of the
circuit output with frequency and duty factor (duty cycle) will be described. Finally,
as an example, the circuit will be used to evaluate the BTI degradation effects in the
delay time of inverters.

30.3.1 Construction of the BTI Electrical Circuit

BTI aging is attributed to charge trapping at the interface or bulk gate oxide at high
voltages, charges that can be detrapped at low voltages. The probability that one
trap is occupied or empty depends on its characteristic emission (τe) and capture
(τc) times [67–71], which are voltage and temperature dependent [72–74] and
determined by the energy level of the traps and the structure band diagram [70].
At a given condition of voltage and temperature, the occupation probability of a
single trap can be electrically described by the use of resistor–capacitor (Fig. 30.8a
[70]) or diode–capacitor (Fig. 30.8b [75]) elements, where the voltage drop at the
capacitor is equivalent to the occupation probability of the trap. In both circuits, two
diodes control the charge and discharge at the capacitor. However, in the first case,
the diodes are used as ideal switches; consequently, the voltage of the capacitor in
Fig. 30.8a is linear with stress voltage and has no dependence with the temperature.
In the second case, the Shockley ideal model can be used to describe the diodes, so
that the current through the diode, ID, is given by Eq. (30.1):

ID = Is · exp

(
nq(Vstress −Vc)

KT
− 1

)
(30.1)

being the saturation current (IS) and the ideality factor (n) the parameters that
characterize the diode. Note that ID given by Eq. (30.1) is dependent on the stress
voltage (Vstress) and temperature (T), so that the operation conditions of the device
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Fig. 30.8 The occupation probability of a trap can be described by the circuit in figure (a), where
the diodes represent ideal switches. Other option is the use of the circuit (b), where the resistors
and ideal switches of (a) are replaced by two diodes described by the Shockley ideal model (BTI
cell). (c) The BTI degradation in a device is reproduced by connecting a network of different BTI
cells, which represent different traps in the transistor (BTI circuit) [75]

are directly included. The circuit in Fig. 30.8b, which describes the occupation
probability of a BTI trap, will be referred to as the BTI cell. The parameters of
the BTI cell, that is, the value of the capacitor (C) and IS and n of the charge and
discharge diodes, must be chosen to obtain charge and discharge times equal to τc

and τe, respectively. In a device several defects coexist, whose parameters τc and
τe are widely distributed in a logarithmic scale. Therefore, to account for the BTI
degradation in a device, one BTI cell for each trap should be included, leading to
the BTI circuit (Fig. 30.8c). The output of this circuit is the sum of the voltage drop
at the capacitors of each BTI cell.

30.3.2 Stress and Relaxation Under DC and AC Conditions

First, the ability of the model to reproduce the BTI degradation when a transistor
is DC stressed is analyzed. The BTI circuit in Fig. 30.8c was excited with a DC
source (1 V) for 105 s and the circuit output as a function of the stress time was
simulated. The results are shown in Fig. 30.9 (black squares). As expected, for BTI
degradation, the simulated VT shows a linear dependence in a semi-log scale. After
the stress, the input was grounded in order to analyze the circuit output during the
capacitors discharge, i.e., BTI relaxation (Fig. 30.9, open circles), showing that the
VT also decreases linearly in a semi-log scale. These behaviors are observed over
ten time decades, reproducing one of the basic properties of the BTI recovery [76].
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Fig. 30.9 Simulation of the VT shift using the proposed BTI equivalent circuit (Fig. 30.8c) for
stress (filled squares) and relaxation (open circles) stages. For both processes, VT presents a linear
evolution in a semi-log plot on ten time decades, in agreement with experimental observations [77]

Fig. 30.10 The VT shift follows a power law with the stress voltage applied

The suitability of the model to reproduce the stress voltage dependence was
tested as well. To do so, the BTI equivalent circuit is DC stressed at different
stress voltages. The results are shown in Fig. 30.10. Since nonlinear elements
(diodes) control the charge of the capacitors, a superlinear relation between the
VT shift and the stress voltage can be observed, in accordance with experimental
observations [77].
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Fig. 30.11 Left: VT shift evolution with time when the circuit is AC stressed with square
waveforms of three different frequencies. Right: VT shift dependence on frequency after 1 ms
of relaxation time. DC case has been included for comparison. The results are in agreement with
the experiments in [77]

The BTI equivalent circuit response to an AC input signal has been also
simulated. First, a simulation of the VT shift evolution with time was done, when
the circuit is excited with unipolar square waveforms of 1 V amplitude and three
different frequencies (10 MHz, 100 MHz and 1 GHz) during a short stress time
(100 ns). Afterwards, the input was grounded to study the frequency dependence
after a certain relaxation time. The results are shown in Fig. 30.11 (left), where
a clear difference during the stress can be observed when the circuit is excited
at different frequencies. After a short relaxation time (∼200 ns), however, no
differences in the relaxation component are observed. This is in agreement with
experimental results, which showed that the VT variation after a short relaxation
time (the instrument response time) is not frequency dependent in the 1 Hz–2 GHz
range [77]. This is confirmed in Fig. 30.11 (right), where the simulated VT shift
after 0.1 s of DC and AC stresses at different frequencies and a relaxation time of
1 ms is shown. In the simulations no dependence on frequency is observed in the
same frequency range.

The VT shift component after 1 ms of relaxation time was also studied for
different stress times and duty factors (DF). As shown in Fig. 30.12 (left), the model
is able to describe the peculiar nonlinear dependence on DF, as it was experimentally
found in [76, 77]. Note that the peak at DF= 100 is more pronounced for longer
stress times. In addition, the relaxation of VT when the equivalent circuit is excited
with a unipolar square waveform considering different duty factors has also been
studied. Figure 30.12 (right) shows the VT shift as a function of DF after a stress
of 100 s and different relaxation times. BTI relaxation is faster when DF is close to
100, as experimentally observed [76].
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Fig. 30.12 Left: VT shift as function of the duty factor after different stress times. Right: VT shift
as function of DF for different relaxation times after 100 s of stress. The stress frequency was
10 kHz

Fig. 30.13 (a) Connection of the BTI circuit in circuit simulators to account for the BTI-related
VT shift in devices during the circuit operation. (b) Schematic view of the inverter input and output
during a transition in the input from logic state “1” to “0”

30.3.3 BTI Degradation in CMOS Inverters

The proposed equivalent circuit model was used to evaluate the BTI effects in a
CMOS inverter. Only VT variations in the PMOS transistor were considered. To
do this, as shown in Fig. 30.13a, a voltage-controlled voltage source (VCVS) is
connected to the transistor gate. The value of the VCVS is proportional to the output
of the BTI circuit, whose input is the actual gate voltage applied to the gate of the
device. The value of the proportionally constant, K, is related with the number of
traps of the device, N, and the mean value of the VT shift caused by the traps when
filled 〈η〉, following Eq. (30.2):

K = N · 〈η〉 (30.2)
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Fig. 30.14 Top: Delay time in a CMOS inverter as a function of the VT shifts of the pMOS
transistor (relaxation phase) calculated using the proposed equivalent BTI circuit. Bottom: Delay
time as a function of frequency simulated using the BTI circuit and only one BTI cell. The dashed
line indicates the delay time value if BTI effects are not considered

The inverter was excited with a 1 V square input, and, from the output waveform,
the delay time (td), defined as the time interval elapsed between the time at which
Vin= 0.5 V and Vout= 0.5 V after a pulse transition from “1” to “0” logic states in
the circuit input (which implies that PMOS changes from “off” to “on,” i.e., from
relaxation phase to stress phase), was calculated (Fig. 30.13b). The delay time for
different values of VT shift of the pMOS transistor is shown in Fig. 30.14 (top) for a
1 GHz stress. The results show an increase of the delay time for larger VT [78]. The
delay time as a function of the frequency of the stress waveform was also calculated,
and the results are shown in Fig. 30.14 (bottom—black squares). An increase of the
delay time with frequency is observed. To understand this result, it should be taken
into account that the delay time is evaluated during the transition between states,
changing the pMOS from the relaxation to the stress phase (Fig. 30.13b). Therefore,
when the circuit is operating at high frequency, the pMOS transistor has less time to
relax, and, consequently, higher VT shift and td are obtained.

In this section an equivalent circuit for the BTI degradation has been presented,
which can be easily introduced in a circuit simulator to evaluate the effects
of BTI on circuit performance. The BTI circuit response accurately describes
the experimentally observed dependencies of BTI degradation on the operation
conditions in MOSFETs. Under DC stress conditions, the proposed circuit is able
to describe the VT shift for the stress and relaxation phases and shows a nonlinear
relation with the applied voltage. It is also able to reproduce the frequency and
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DF dependencies of BTI under AC stress conditions. The delay time in a CMOS
inverter has been studied using this electrical model when BTI aging is considered
in the PMOS transistors. Simulations show that the delay time increases with the
VT value, which can limit the circuit operation frequency.

30.4 RELAB: A Tool to Include Time-Dependent Variability
in SPICE Simulators

The BTI circuit model described in the previous section is able to correctly estimate
the VT shift in a MOSFET related to BTI aging. However, the connection of such
kind of circuit (with multiple circuit elements) to the gate of all the transistors
in a circuit containing a large number of devices could considerably increase the
complexity of the circuit that finally has to be simulated (in an iterative and statistical
process), so that the simulation time could be unaffordable. An alternative that
could reduce the simulation time would be the use of a much more simplified aging
circuit, whose value could be calculated by a purposely developed software module
[25–29]. Actually, it has been proposed that VT shift in a device can be considered
during a circuit simulation by adding a voltage source to the gate of the MOSFET,
which would reproduce the observed reduced current drive capability [75, 79].

In addition, simulation tools for circuit reliability evaluation should be thought to
be used by circuit designers, who probably will not be experts in the reliability field.
Therefore, the reliability simulation process should be as transparent to the user as
possible.

In this last section, a new reliability circuit simulation tool, RELAB (Reliability
Evaluation TooL of Universitat Autonoma de Barcelona) is presented which, by
combining Monte Carlo and SPICE simulations (i.e., simulation methodology in
Sect. 30.1), evaluates the impact of process variability and/or aging mechanisms
in the response of CMOS circuits. Though RELAB is able to consider BTI and
BD effects [25, 26], the RELAB features that will be shown here will focus
mainly in BTI degradation. In RELAB, variability and aging are introduced in
the circuit simulations by connecting circuit elements (as suggested in Sect. 30.2),
which depend on the phenomena under study, to the MOSFET terminals and
whose statistically distributed values are computed taking into account the physics
of the phenomenon, the operation conditions, the geometry, and channel type
of the devices within the circuit, so that the procedure becomes independent of
the transistor compact model. For BTI, a voltage source is connected to the gate of
the MOSFET to consider the associated VT shift. In addition to the evaluation of the
impact of aging on circuit performance and reliability, the tool allows performing
sensitivity analysis, to detect the “weak” transistors that have larger influence. In
this section, the tool is used to evaluate the process variability and BTI impact on
the performance of a digital block and SRAM.
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Fig. 30.15 Simulation flow of RELAB. A netlist which contains the circuit under study is the
input. Variability and degradation effects on each transistor within the circuit are evaluated
according to the physical models implemented in RELAB and the operation conditions of the
devices within the circuits. The effect of variability and aging mechanisms is included in new
netlists by connecting circuit elements to the transistor terminals. Finally, SPICE simulations of
the modified netlists are launched to evaluate the circuit performance after device aging

30.4.1 RELAB Simulation Flow

RELAB simulation flow is depicted in Fig. 30.15. The input of the tool is a
netlist that contains the description of the circuit under study. RELAB analyzes
this netlist to obtain the information on the characteristics of the transistors which is
relevant for the variability and degradation evaluation, such as transistor channel
width (W), length (L), and substrate type (nMOS or pMOS). Additionally, for
degradation studies, the knowledge of the voltages applied at the transistor terminals
and their evolution with time are essential, in order to correctly evaluate the damage
induced in the devices. To obtain this information, RELAB launches a SPICE
transient simulation of the circuit. These data are used to calculate the degradation
that each transistor suffers within the circuit, with the aid of the physical models
included in the tool and a variability/reliability data base measured on test structures
(representative of the fabrication technology) from which the model parameters
are extracted. New netlists are created in which the initial circuit is changed by
adding external circuit elements connected to the MOSFET terminals that account
for the variability/degradation effects predicted by the models. The modification of
the netlist does not significantly increase the simulation time of the circuit. RELAB
launches a SPICE simulation each time that the netlist is modified.
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Fig. 30.16 To consider transistor threshold-voltage shifts during circuit simulation, RELAB adds
a voltage source, with value ΔVT, to the gate of each transistor. RELAB also reads the transistor
parameters needed to calculate the ΔVT value. With this purpose, the RELAB includes models
for the different phenomena (variability and/or aging) under study, whose parameters have been
experimentally determined

To consider the VT shift of the transistors during the circuit simulation, which
can be due to process variation or BTI aging, RELAB modifies the SPICE circuit
description by adding a constant voltage source of value ΔVT to the gate of each
transistor (Fig. 30.16) in the circuit. From the transistor data (width, length, channel
type, and voltages at the terminals) and the implemented variability/aging models,
the corresponding ΔVT values are calculated and fed into the new SPICE script. To
make this calculation, the model parameters have been previously obtained from
experimental data on test structures.

The key point of the simulations is the physical model for the device BTI
aging. RELAB evaluates the BTI-related VT shift using the proposed probabilistic
occupancy model (PDO) [36], which allows computing the corresponding VT shift
in a very efficient way. To do so, several traps are included in each transistor in the
circuit. The VT shift in the device will be dependent on the number of occupied
traps. As previously described in this book [46], the number of traps (N) and their
characteristic times (τc and τe) are statistically distributed [36, 79]. The voltage and
temperature dependencies of τc and τe are included, considering the laws obtained
from the experimental characterization [73, 74]. The stress waveform applied to
each device, provided by SPICE from the transient simulation, is used to evaluate
the occupancy probability of each trap within the circuit. For an empty trap, the
occupation probability (Fc) at time t is given by Eq. (30.3):

Fc = 1− e−t/τc(VG(t),T ) (30.3)



802 J. Martin-Martinez et al.

Fig. 30.17 Logic CMOS circuit used as an example to show the main features of RELAB. The
circuit has 18 (9 nMOS and 9 pMOS) devices and its transistors have been designed with different
geometries (ranging from W×L= 0.15 μm× 0.13 μm to 1 μm× 0.13 μm)

Similarly, if a trap is occupied, the detrapping cumulative probability (Fe) is given
by Eq. (30.4):

Fe = 1− e−t/τe(VG(t),T ) (30.4)

Then, from Monte Carlo simulations, taking into account the distributions given
by Eqs. (30.3) and (30.4), the occupation state of the trap (empty or occupied) is
evaluated. If the trap is occupied, a VT shift of value η is produced in the MOSFET.
In a set of traps, η is exponentially distributed [39, 43]. Finally, ΔVT is calculated
as the contribution of all the defects in the device following Eq. (30.5):

ΔVT |NBT I =
N

∑
i

ki(τc,τe) ·ηi (30.5)

where i is an index that denotes each trap, ηi is the VT shift caused by the i-th trap
when charged, and ki is a coefficient that takes the values of 1 or 0 if the trap is
occupied or empty, respectively.

30.4.2 Evaluation of BTI Degradation and Variability Effects
on a Digital Band SRAM Cells

Using RELAB, the BTI degradation impact in the performance of the circuit of
Fig. 30.17 has been evaluated. The area of the devices is small enough to observe
the statistical nature of BTI aging.

Figure 30.18 shows an example of the stress voltages and VT shift obtained in
three transistors of the circuit in Fig. 30.17. Black lines (left axis) correspond to the
voltage at the gate provided by the transient simulation, or in other words, the stress
history of each transistor. Several simulations are launched, considering a statistical
distribution of defects in the devices, to induce the variability in VT associated
to BTI. The dots (right axis) indicate the average of the VT shift caused by the
BTI stress on each transistor obtained from 200 simulations. As can be observed,



30 Simulation of BTI-Related Time-Dependent Variability in CMOS Circuits 803

1.2

1.0

0.8

0.6

0.4

0.2

0.0

1.2

1.0

0.8

0.6

0.4

0.2

0.0

1,2

1,0

0.8

0.6

0.4

0.2

0.0

0.00 0.25 0.50 0.75 1.00 1.25 1.50
0

10

20

30

40

0

10

20

30

40

0

10

20

30

40

V
 G

at
e 

 (
V

)

V
T

 s
hi

ft 
(m

V
)

Time (µs)
V

T
 s

hi
ft 

(m
V

)
V

T
 S

hi
ft 

(m
V

)

V
 G

at
e 

 (
V

)
V

 G
at

e 
 (

V
)

Fig. 30.18 ΔVT caused by BTI stress calculated in three different transistors of the circuit in
Fig. 30.17. The actual stress waveforms applied to each transistor (lines, left axis) are used to
calculate the BTI-induced VT shift (symbols, right axis)

RELAB considers the particular operation conditions of the devices, so that the
impact of BTI on the circuit performance considering the actual damage suffered by
each transistor is evaluated.

Figure 30.19 shows that the cumulative probability of the circuit delay time has
been simulated for four operation times (symbols). These distributions have been
used to extrapolate the VT shift to 1 year of operation time (continuous line), by
assuming that the voltage input is periodic. Note that not only the average value
increases but also, due to the stochastic BTI nature, the delay time variability.

Another useful feature of RELAB is the detection of “weak transistors” in the
circuit, that is, those MOSFETs that have a larger influence on the circuit output,
by studying the relation between the device ΔVT and the circuit performance. As
an example, in Fig. 30.20, the delay of the circuit in Fig. 30.17 is plotted versus the
ΔVT values in two of the transistors. In this case, ΔVT has been assumed to be caused
only by the process variations, so that normal distributions with standard deviations
given by the Pelgrom’s rule (since process variability depends on the device area
[79]) have been considered to obtain the VT shift values. Figure 30.20 shows that the
circuit delay is not affected by changes in the VT of transistor #4 (left). However, a
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Fig. 30.19 Simulated delay time statistical distributions of the circuit in Fig. 30.17 for different
BTI stress times. The results take into account the actual stress that each transistor has received
during the circuit operation. The line corresponds to the extrapolation of the delay time to 1 year of
operation calculated from the simulation results and assuming periodic voltage waveforms at the
device terminals

Fig. 30.20 Delay time of the circuit in Fig. 30.17 versus ΔVT of two transistors, when only their
process variability is considered. No influence of the VT deviation in transistor #4 (left) is observed
in the circuit response. However, the circuit delay time is clearly related to the ΔVT of transistor
#17 (right). This demonstrates that RELAB can be used to detect weak points in the circuits caused
by VT shifts
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Fig. 30.21 Left: RELAB has been used to evaluate the BTI impact at different operation
conditions on SRAM cells. Right: simulated butterfly plots of the SRAM cells at t= 10,000 s,
T= 125◦C, and VDD = 1 V

clear correlation between delay and VT shift of transistor #17 is observed. This
result indicates that RELAB can be used to perform sensitivity analysis, whose
information could be used to optimize the circuit design.

Another important issue for the circuit reliability evaluation is that BTI is
strongly dependent on the operation conditions (voltage, temperature, operation
time). RELAB is able to consider different conditions by changing (internally) the
model parameters. To do so, RELAB calculates τe and τc of all the traps within the
devices in the circuit at each particular operation condition using the PDO model
and the dependencies of the model parameters with temperature and voltage. As
an example, RELAB has been used to compute the BTI effects in SRAM cells
(Fig. 30.21, left) at different operation conditions. Again, the devices are small
enough to observe the BTI-related VT variability. Figure 30.21 (right) shows 200
simulations of the typical butterfly curves of the SRAM obtained when the logic
states change between “0” and “1” every 0.1 s. A temperature of 125◦C and supply
voltage of VDD = 1 V and operation time (t) of 10,000 s have been considered.

We can clearly observe the dispersion of the transfer characteristics introduced
by the BTI aging. To evaluate its dependence with voltage, temperature, and time,
the static noise margin (SNM) of the SRAM cells has been calculated at three
different operation conditions. The SNM distributions are presented in Fig. 30.22.
At VDD = 0.6 V, T= 25◦C, and t= 1 s (Fig. 30.22, top), a low spread of the SNM
distribution is observed because only few traps in the device are potentially capable
to trap/detrap charge. Actually, typical RTN signals are observed for the VT shits
[74]. For larger VDD (Fig. 30.22, middle), the number of active traps increases and,
consequently, a larger SNM spread is observed. In the last case (Fig. 30.22, bottom),
for a higher temperature and operation time, several defects that were empty in cases
top and bottom are now occupied (leading to a net shift of VT, typical of BTI),
and, consequently, a shift of the distribution to lower SNM values and an increase
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Fig. 30.22 SNM distributions obtained for SRAM cells at different operation conditions

of the spread are obtained. Finally, these simulations show that if the behavior of
individual defects are properly modeled and characterized, the impact of BTI and
its variability on the circuit performance can be evaluated, taking into account the
operation conditions of the transistors within the circuit.

In this last section, RELAB circuit reliability simulation tool has been presented,
which allows including process variability and aging mechanisms into SPICE
simulators. Here, RELAB has been used to evaluate the effects of BTI (and its
inherent variability) on the circuit electrical properties, from the BTI aging physics-
based implemented models. VT shifts are included in the SPICE simulator by
automatically connecting a voltage source to the device terminals, which accounts
for the aging of the devices. Iterative Monte Carlo simulations allow evaluating
the statistical evolution with time and dependence on the operation conditions
of the circuit performance. RELAB can perform sensitivity analysis that can be
used to detect the weakest devices in the circuits and optimize the circuit design.
In summary, RELAB provides a user-friendly framework for circuit designers to
evaluate the IC reliability.
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30.5 Conclusions

In this subchapter, different alternatives to translate the effects of BTI degradation on
the electrical properties of devices into circuit performance and reliability have been
addressed. With this purpose, a simulation methodology, based on the combination
of SPICE and Monte Carlo (MC) simulations, has been developed, which allows
considering the variability of the electrical parameters of MOSFETs, related to the
fabrication process or to the device wear-out, during circuit simulation, so that their
impact on the performance and reliability of circuits can be evaluated. To account
for the variability and aging of the devices during the circuit simulation, different
approaches can be adopted. In the first one, some parameters of the MOSFET SPICE
model are changed, according to the empirical laws obtained from the experimental
data. Using differential amplifiers as circuit example, it has been shown that the
circuit topology can strongly improve the reliability. Moreover, the simulations
show that fabrication process variability can have a very detrimental effect in
the circuit lifetime. In the second section, circuit elements (whose topology will
depend on the phenomena under analysis) are connected to the device terminals,
which account for the variability and aging on the device electrical properties.
One of these circuits has been described in detail: a physics-based equivalent
circuit (built with diodes and capacitors) that reproduces threshold-voltage shifts
related to BTI aging. A much-simpler circuit could be also used, which improves
the computing efficiency at the expense of accuracy: a voltage source whose
value is computed during the simulations from the physics of the phenomenon.
Finally, the main features of a reliability circuit simulation tool, called RELAB
(Reliability Evaluation TooL of Universitat Autonoma de Barcelona), have been
presented. By means of RELAB, in a process which is transparent to the user, the
impact of BTI degradation and its inherent variability on the circuit performance is
rapidly analyzed, by considering physical models of the phenomena and the device
operation conditions of the devices within the circuit. The tool can be very useful to
circuit designers to choose the best design option from the reliability point of view.
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