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Abstract
We describe the different possibilities that a
protagonist has to start a process to raise rival’s
costs (RRC). We present the general RRC
mechanism and necessary conditions to make
it successful. We also expose the strengths and
weaknesses of RRC theory.

Synonyms

Non-price predation
The authors of this essay previously investigated the stra-
tegic uses of environmental-related standards and
eco-labeling schemes in order to raise rivals’ costs (e.g.,
Grolleau et al. 2007). Hence, several parts are inspired
from the mentioned previous works.
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Definition

It is a strategy aiming to increase the cost of an
entity’s competitors in order to disadvantage and
even exclude them from the market.
Raising Rivals’ Costs: How It Works!

The original cases that founded the raising rivals’
cost (RRC) theory relate to famous monopoliza-
tion cases faced by the US Federal Trade Com-
mission (e.g., Alcoa, Dupont de Nemours,
Kellogg, and Standard Oil) where firms interfere
in input or upstream markets in ways that reduce
rivals’ profits. In most cases, the premise of
the RRC theory goes as follows: the predatory
firm increases their competitors’ costs by devel-
oping exclusive relationships with strategic
suppliers, such as input overbuying, naked
exclusion – where the supplier is committed not
to sell inputs to competitors – and controlling the
whole supply chain in order to prevent rivals from
accessing consumption markets (Granitz and
Klein 1996; Carlton and Perloff 1998; Scheffman
and Higgins 2003). It is worthy to notice that the
RRC strategy differs from price predation,
because to be profitable, it does not require initial
investments that need to be recovered (Scheffman
1992).

In order to present the RRC mechanisms and
main results, let us consider the following market
structure (Salop and Scheffman 1983; Church and
ature 2019
Economics,
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Ware 2000): a dominant firm (or group of firms),
denoted D, a group of fringe rivals, denoted F, and
a perfectly elastic supply for D. The marginal (and
average) cost for the dominant firm cd is lower
than the marginal cost of the fringe firms, but this
firm cannot produce beyond a given quantity, qd.
Moreover, assume the marginal (and average)
costs for the fringe of competitive firms, denoted
cf, to be constant, but without any production
constraint. The equilibrium price and quantity,
respectively, denoted cf and q*, are presented
in Fig. 1.

At equilibrium, the dominant firm is considered
as inframarginal since its price is above average
cost, despite a competitive market, which allows it
benefiting from inframarginal rents. Now assume
that the dominant firm is able to increase the costs
incurred by the fringe rivals. The equilibrium price
will increase proportionally to the increase of the
marginal cost of the fringe. However, the quantity
produced by D will not change, while the quantity
produced by F will decrease. In addition, assume
that this cost is equally distributed across production
units. The change in net profits of D can be written
as Dpnd ¼ Dcf � Dcd

� �
qd . Hence, the profit of

D increases if Dcf > Dcd . A sufficient condition
for a profitable RRC strategy is that it increases the
marginal cost of the fringe relatively more than it
does for the dominant firm. Indeed, only an increase
of the marginal cost of F leads to an increase of the
equilibrium price. Consequently, any producer for
Price
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cf

Effect on producer D
the RRC strategy is

c’f

Raising Rivals’ Costs,
Fig. 1 Raising the costs of
a competitive fringe
(Inspired from Church and
Ware 2000, 629)
which an increase of the market price is beyond the
increase of its average cost will benefit from a RRC
strategy. Moreover, two other basic results
(Scheffman 1992; Church and Ware 2000) can
also be mentioned. First, an attempt to increase the
dominant firm’s costs does not influence the equi-
librium price, although it can influence the profit of
D. In otherwords, there is no strategic effect because
the situation of F is not affected. Second, the
demand has to be sufficiently inelastic in order to
guarantee the profitability of the RRC strategy.
Indeed, if the demand is highly elastic, the price
will not increase despite a marginal cost increase
of F. The fringe producers will rather exit the
market.

Based on the seminal works of Director and
Levi (1956), Nelson (1957), Williamson (1968),
and Salop and Scheffman (1983), scholars exam-
ined the relevance of RRC strategies in various
domains such as free trade agreements (Depken
and Ford 1999), advertising, lobbying for product
and/or environmental-related standards (Hilke
and Nelson 1984; Grolleau et al. 2007), agro-
food systems (Barjolle and Jeanneaux 2012), pol-
lution regulation (Sartzetakis 1997; Lyon 2003),
and stock exchange (Harris et al. 2014). In gen-
eral, these studies provide, explicitly or not, evi-
dence to the relevance of using the RRC theory in
analyzing specific organizations of the considered
markets. Moreover, Normann (2011) recently
provided experimental evidence in favor of the
Quantityqd
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hypothesis that vertically integrated firms have an
incentive to foreclose the input market to raise its
downstream rivals’ costs. Nevertheless, several
scholars developed arguments against the RRC
theory, in particular regarding its “real” potential
to analyze antitrust cases (e.g., Lopatka and
Godek 1992; Coate and Kleit 1994). (Given the
large literature, we only provide a general over-
view of the arguments against the RRC theory,
without purporting to be exhaustive.) For
instance, the RRC theory is often analyzed
through its vertical aspects and consequently its
contribution to the existing competition analyses
can be considered rather weak (Brennan 1986).
Indeed, a RRC strategy requires that the predator
is assumed to look for a monopoly on a relevant
input market, which makes it a particular case
of preceding competition analyses. Similarly,
Church and Ware (2000) argue that some RRC
cases can be also analyzed through the lenses of
other theories. Moreover, the required conditions
for RRC strategies are so constraining that
it turns unlikely to have a significant anti-
competitive effects (Coate and Kleit 1994). In
addition, the costs of excluding rivals could be
also higher than the derived benefits. Further-
more, Boudreaux (1990) points out the fact that
the RRC theory does not take into account com-
petitors’ counter-strategies. Interestingly, while
S. Salop and D. Scheffman developed the
RRC theory, they admit that their works have
some limits mainly encompassing the following
concerns:

1. The theoretical ambiguity of the RRC effects,
especially because a RRC situation does not
necessarily correspond to an anti-competitive
behavior

2. The lack of a framework allowing to distin-
guish intentional RRC strategies and other
types of competition that also alter rivals’
situation

3. The focus on particular market structures that
may not reflect real-world settings

4. The lack of an analysis regarding the whole
effects in terms of well-being (Salop and
Scheffman 1987; Scheffman and Higgins
2003)
Conclusion

We presented a general description of the RRC
theory. We pointed out the necessary conditions
for a profitable RRC strategy and the effects of its
implementation, although such effects are often
ambiguous. We believe that RRC theory offers
promising insights in domains that were not ini-
tially considered or extensively studied such as
environmental regulation or standards. RRC strat-
egies are sometimes difficult to detect and can be
justified by other issues such as environmental
conservation or public health. Interestingly, these
issues can also lead to “strange” coalitions, such
as the one between Baptists and bootleggers
described by Yandle (1983). Hence, given the
multidimensional nature of RRC, the net welfare
effect can remain ambiguous andmakes it difficult
to craft adequate remedies. Such a result can be
discouraging for antitrust authorities.
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Abstract
The practice of kidnapping for ransom, a pred-
atory crime carried out mostly by criminal
organizations, is a salient phenomenon in
many regions of the world. It causes serious
harm not only to victims and their families but
also to private and social capital. As a paradig-
matic rational crime involving negotiations,
the incentives to commit the crime and the
way it ends change with the probability and
severity of punishment, the kidnapper’s will-
ingness to kill the hostage, and the value of the
hostage life from the point of view of the
family. Limiting the family’s ability to pay
reduces the frequency of the offense but
opens the possibility of unintended conse-
quences in terms of fatalities and duration of
abduction.
Definition

Kidnapping in its widest sense occurs when a
person carries away another person by force or
fraud with the intent to exploit the abduction for a
variety of purposes. Ransom kidnapping refers to
a situation in which the overriding purpose for the
act is a payment (usually a sum of money) for
the release of the hostage and the enrichment of
the perpetrators. It is a serious crime causing not
only economic losses but also pain and suffering,
often in the form of post-traumatic stress disorder
(PTSD) and major depression (MDD), to the vic-
tims and their families. Occasionally it ends in
death.
Introduction

Kidnapping for ransom, also referred to as eco-
nomic kidnapping or profit kidnapping, is a pred-
atory crime carried out mostly by criminal
organizations, rather than single offenders, usu-
ally after careful planning of the various stages of
the (illegal) production process. The latter, in per-
fect business style, begins with a market analysis
designed to identify the most profitable opportu-
nities and to evaluate the benefits and costs of the
different options in light of the strengths and
weaknesses of the organization. Specialized
gang members/units are required for carrying out
the activity: e.g., for targeting victims (so-called
spotters), holding the hostage (a tricky task often
performed by someone difficult to track, like an
absconder), communicating with the parties
involved (media, families, police, negotiators:
both formally and through the grapevine), provid-
ing food to hostages and guardians, and collecting
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and cleaning the ransom (be it hard cash or any
other resource with financial and/or social value).
Depending on the nature of the criminal partner-
ship and its specific market segment (see below),
the production chain may include reinvestment of
the proceeds in higher-value illegal markets, like
the international drug industry, and/or further
actions designed to secure a dominant position
for the parent organization both in the underworld
and the upperworld (as in the case of mafia-type or
terror-affiliated groups).

Despite the relative complexity of the struc-
tures and tasks capable of sustaining a successful
ransom kidnapping business, this type of crime is
seldom classified as organized crime. The distinc-
tion between (even highly organized) ordinary
illegal firms and organized crime, which may be
relevant for the criminal justice system responses
to the problem (see Garoupa 2007), is still contro-
versial among both scholars and practitioners (see
the digital collection by Klaus von Lampe www.
organized-crime.de/organizedcrimedefinitions.htm;
Varese 2010). Clearly, neither the earlier descrip-
tive definition by Donald Cressey (1969)
of organized crime as an entity “rationally
designed to maximize profits by performing ille-
gal services and providing legally forbidden prod-
ucts demanded by the members of the broader
society” nor the insightful characterization by
Thomas Schelling (1971) of organized crime as
the underworld counterpart of monopoly and not
just organized business mirrors the multifaceted
phenomenon of ransom kidnapping across time
and places. However, reversing the perspective
and looking with Schelling at the factors that
make an illegal activity a prime target for orga-
nized crime (basically victimized criminals
should have no ready access to the law, they
must find it difficult to hide from the “protector”
and to carry away their business in an attempt to
escape, and their earnings must be easily moni-
tored and flow smoothly and regularly), it may be
argued that an appropriative activity like ransom
kidnapping does not lend itself to be monopo-
lized. Moreover, being based on a relatively sim-
ple technology with generally modest overhead
costs, the requirements for a large-scale firm are
hardly met. Alternatively, adopting Williamson’s
(1985) view that organizational variety arises pri-
marily in the service of transaction cost economiz-
ing, the activities of organized criminal firms “will
be guided primarily by the relative costs of com-
pleting illegal transactions within the market ver-
sus within a downstream firm” (Dick 1995).

While the debate on the nature of organized
crime (Peltzman and Fiorentini 1995) goes on, the
evidence gathered so far on ransom kidnapping
and organized crime worldwide shows very dif-
ferent patterns within and between countries. In
Italy, for instance, ransom kidnapping has been a
key source of liquidity, to be invested in real estate
development and in the drug business, for both the
‘Ndrangheta and the Sicilian Mafia since the early
1960s. By contrast, the rural gangs of Sardinia that
dominated the kidnapping business in the country
for two decades (late 1950s through the 1970s)
never tied to or behaved as classic organized
crime. Likewise, within the top seven Mexican
trafficking organizations, only the Zetas and the
Beltran Leyva indulged in kidnapping (Astorga
2012); with the crackdown on drugs, however,
many former criminal members of all such cartels
found it profitable to switch to organized kidnap-
ping (a similar pattern has recently emerged in
Kenya and Somalia as a result of the amplified
efforts to crack down on piracy). In Nigeria,
where the kidnapping business emerged in the
1990s, this type of crime is associated with
wealth-oriented secret societies, untouchable
secret sorcery society, and “419” fraud syndicates
(Ebbe 2012). Finally, as reported in Levitt and
Rubio (2000), a strong causal link between kid-
napping and the scope of guerrilla activities has
been found in Colombia over the 1990s.

In recent years, against the backdrop of rapid
globalization and increased pervasiveness of ICT
(information and communications technology),
kidnap and ransom has become a billion-dollar
industry in which major changes have taken
place. Next to classic ransom kidnapping, new
categories have flourished, with peculiar traits
that deserve attention for both credible research
and improved enforcement.

Insider kidnapping: criminals buy inside help
from employees of target companies/resorts

http://www.organized-crime.de/organizedcrimedefinitions.htm
http://www.organized-crime.de/organizedcrimedefinitions.htm
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to access key information for the abduction to
take place.

Express kidnapping: abductions have minimum
duration (typically less than a day) and are
calibrated in order to extract maximum cash
withdrawal from ATM, for example, using the
victim’s payment instruments or to get a quick
ransom from his/her family or company.

Tiger kidnapping: one or more individuals are
abducted to coerce another person to commit
a crime – which can be anything from robbery,
extraction of a ransom, to murder – for the
benefit of the kidnappers.

Terrorist kidnapping: motivated by financial and
political reasons, it operates in politically
unstable countries exploiting both domestic
and international networks to carry out the
abduction and to launder the ransom; it
involves mainly foreign victims – often from
profiled nationalities – and although the
demands may start out politically motivated,
they may transition to financial benefits as the
negotiations progress.

Piracy for ransom: incidents take place in mari-
time zones in which the right of State sover-
eignty do not apply and comprise both physical
capture of cargo from a vessel and demanding
a ransom in exchange for the vessel, crew, and
cargo; it represents a multi-jurisdictional chal-
lenge whose escalating figures, concerning
both frequency of attacks and average ransom
payments, are posing serious threats to the
financial, insurance, and shipping system.

Virtual kidnapping: the supposed victim is lured
or forced into a place in which it is impossible
or difficult to communicate or be contacted, at
the same time a family member receives calls
by someone who claim to have kidnapped their
loved one and demand a ransom to freed the
hostage.

The global kidnapping epidemic has brought
close cooperation between jurisdictions, as well as
effective implementation by the largest number of
countries of international standards and pre-
venting measures against money laundering, ter-
rorist financing, and corruption, to the forefront.
In the transnational setting, however, the differing
public good aspects of defensive and proactive
measures magnify the risk of collective action
failures when implementing such policies, with
potential oversupply of the former and undersup-
ply of the latter (Enders and Sandler 2005).

In order to gain a deeper understanding of the
kidnapping for ransom phenomenon and its con-
trol, the rest of this entry will review three related
aspects: the incidence of modern-day ransom kid-
napping around the world, the theoretical frame-
work providing insights into the strategic
problems faced by the kidnapper and by the hos-
tage’s family, and the lessons from applied studies
of kidnapping on two selected policy issues:
assets freezing and marginal deterrence.
Modern-Day Ransom Kidnapping

Whereas the practice of kidnapping is as old as
recorded history and is mentioned in ancient texts
from all over the world, kidnap for ransom as the
crime is understood today is a relatively recent
phenomenon. According to Wright (2009), it was
in the late nineteenth and early twentieth centuries
that legislation defining the crime and prescribing
harsh punishments for the perpetrators was for-
mally adopted for the first time in many places. In
the USA, for instance, seven states passed their
first anti-kidnapping laws, and 18 others stiffened
penalties, in the first two decades of the twenty-
first century. The Federal Kidnapping Act was
passed in 1932 after the son of the America’s
hero Charles Lindbergh was kidnapped and
killed. By that time many European countries
with different legal traditions had already
implemented their laws, although new provisions
and amendments have continued until recently in
order to catch up with the evolving nature of the
crime and the surge of hostage taking by terrorists.

Despite efforts by UNODC (United Nations
Office on Drugs and Crime) to collect compara-
tive data on recorded crime in member states, the
available information is still heterogeneous in
many dimensions (definition of crimes, periodic-
ity, details, and so on) and does not provide a
reliable basis for cross-country analysis. Both
scholars and practitioners have to rely on a mix
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of sources, like extracted information from news-
paper accounts, historical reconstructions, and
official statistics when ransom kidnapping as a
separate offense category among the index crimes
is available. It is well known that since its modern-
day inception, ransom kidnapping flourished in
the first half of the twentieth century in the USA
and in the second half in Italy. Studying the New
York Times files on kidnapping incidents, Alix
(1978) reports 1,703 cases of kidnapping occur-
ring almost entirely in the USA between 1874 and
1974 (about 1.7 per year), including 236 classic
kidnappings for ransom. The crime reached its
peak in the 1930s, disappeared during the next
40 years, and reappeared dramatically in the
1970s when it became a politically motivated
symbolic act of power. Yet, compared to criminal
homicides (with about 7,000 cases in each of the
years 1924–1974), the contribution of ransom
kidnapping to total crime was modest.

By contrast, kidnapping for ransom in Italy in
the period 1960–2000, with 592 cases and an
average of 14.4 abductions per year, had a dra-
matic impact and placed the country at the top of
the worldwide kidnapping hot spots throughout
the 1970s and most of the 1980s (Wright 2009).
Failed attempts are excluded from this count,
which is based primarily on a unique archive by
the former law enforcement official Luigi
Casalunga (2013). Exploring the dataset, the fre-
quency of kidnappings spiked in the late 1970s
(73 incidents in a single year), continued at
remarkable levels through the mid-1980s, and
then slowly declined in the following decades.

In this scenario, the island of Sardinia played a
special role. As documented in Marongiu and
Clarke (2004), the island – despite being an orga-
nized crime-free region – had a long-standing
tradition on kidnapping dating back to more than
500 years. In the time span 1960–2013, around
27% of Italy’s ransom kidnappings took place in
Sardinia, resulting in 162 incidents against 118 in
Lombardy and 96 in Calabria: 10.6 cases per
100,000 residents, i.e., ten times the national
rate. In those years, Sardinian bandits were global
players and spread the crime all over Italy. They
were responsible for 39 out of 40 incidents in the
1960s, 62 over 258 in the 1970s, and 39 over
249 in the 1980s. To the kidnap epidemic contrib-
uted also gangs associated with organized crime
from Calabria (‘Ndrangheta) and Sicily (Mafia).
While the former, having found a congenial
operating habitat out of the Aspromonte, ran the
business until recent times, the latter withdrew
pretty soon for fear of additional police controls
and negative reputational effects brought about by
such heinous crime.

Nowadays, in many areas of the world, kidnap-
ping is a flourishing criminal industry, with wide
direct and indirect impacts on victims and society
at large. According to the Control Risks Group, an
international risk consultancy, at the turn of the
century economic kidnappers globally would take
home well over $500 million each year. Countries
involved include Colombia, Mexico, Brazil, Phil-
ippines, and Venezuela. In Colombia, where the
fraction of kidnappings of firm managers and firm
owners were just under 10%, it is calculated that
this type of kidnapping has a statistically signifi-
cant negative relationship with corporate invest-
ment (see Pshiva and Suarez 2010). In the last
decade, however, the kidnapping activity has
declined both in Colombia, where the annual
reported kidnapping incidents went from about
3,500 cases in the year 2000 to “only”
282 10 years later (Fink and Pingle 2014), and in
the rest of Latin America. Meanwhile, kidnap
numbers have soared in Nigeria, India, Lebanon,
Iraq, and Afghanistan, while Mexico confirms its
primacy with the highest number of kidnaps for
ransom recorded worldwide (roughly 2,000 cases
in 2010). According to Alto al Secuestro, a foun-
dation that assists victims in Mexico, between
December 2012 and February 2014, there were
4,051 kidnapping victims nationwide, of which
2,922 had been freed, while 1,129 were still
being held. As the very affluent targets are
adopting effective defensive measures, kidnap-
pers are increasingly switching to middle-class
workers, small business owners, students, and
mid-level professionals, which now make up
about 70% of the total victims.

As a matter of fact, Latin America has lost its
leadership in favor of African and Asian coun-
tries, which represent the new frontier for this
typology of criminal activity. In 2004 about 55%
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of the world’s recorded kidnaps for ransom were
in Latin America, while in 2012 the region
accounted for only a quarter of the incidents, and
Asia and Africa made up slightly less than 75%
(with about 50% for Asia excluding the former
USSR and with 22% for Africa).

Deeper international economic integration,
greater political instability (e.g., in the former
Soviet Republics and in the Middle East area),
and growing interest by international tourists for
adventure holidays have created new opportuni-
ties and brought about new potential victims for
profitable kidnapping. In fact, it is no coincidence
that kidnappings of foreign nationals globally
have increased by 275% over the 2000s (Kassim
and Mohamed 2008). Furthermore, since 2005,
the Horn of Africa, particularly the Gulf of Aden
(Somalia) and Arabic Sea, has risen to promi-
nence as a new hotspot for maritime piracy, par-
ticularly kidnappings for ransom.

At present, ransom kidnapping is a thriving
industry in developing regions, while it has virtually
disappeared in North America and Europe, which
together represent only about 1–3% of global activ-
ities. This polarization can be even more extreme in
light of the under-reporting and under-recording
biases of the official crime data, which are presum-
ably more serious in the former countries.
Interactions Between the Kidnapper and
the Victim’s Family

In 1976, scholars and practitioners from all
horizons of game theory, physics, psychiatry,
Ransom Kidnapping,
Fig. 1 The extensive form
of the game
and behavioral sciences and from private and
public institutions gathered in Santa Margherita,
Italy, for a seminar on the control and prevention
of hostage taking organized by the Institute of
Criminal Justice and Criminology of the Univer-
sity of Montreal in cooperation with the Interna-
tional Centre for Comparative Criminology of the
University of Maryland (Crelisten and Laberge-
Altmejd 1976). On that occasion, Reinhard Sel-
ten (1976) presented a two-person game model to
gain insight into the strategic problem faced by the
kidnapper (K) and the hostage’s family (F). Now-
adays, versions of the model feature in microeco-
nomics textbooks to illustrate the structure of
dynamic games and the notion of subgame per-
fection (Harrington 2014). Yet, it still represents
the basic theoretical reference for the analysis of
hostage-taking events. The extensive form of this
game is represented in Fig. 1.

At the top of the decision tree, agent K makes
the first move deciding whether to kidnap the
victim or not. If he chooses the latter, the game
ends with zero payoffs. If, instead, he chooses to
kidnap the target, he announces a ransomD. Then,
the victim’s family F either accepts the demand
from K or makes an alternative offer C. In both
cases, in turn, the kidnapper will decide to release
or kill the hostage.

If the family accepts the ransom requested
(C = D), the criminal will rationally decide to
release or kill the victim according to the expected
payoffs VR and VK. If the family offers an unsat-
isfactory amount (C < D), then the kidnapper
could feel offended and frustrated at the low
offer and might react killing the hostage.
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It is assumed that the probability associated to
this extreme reaction is equal to a, which is a
function of the distance between the amount
offered (C) and the amount requested (D):
a ¼ a 1� C=Dð Þ (1)

where a is a parameter ranging between 0 and
1, which measures the kidnapper’s propensity to
sanction noncompliant offers. As one can see, the
higher the C – D gap, the higher the value of a;
when C = D, the likelihood of this sanction
equals zero.

The subgame-perfect equilibria of the game
shown in Fig. 1 can be investigated by backward
induction. Starting at the game’s final decision
nodes and analyzing player K’s choice, we see
that he prefers to release the hostage if (and only
if) the following relation holds:
VR > VK (2)

where
VR ¼ 1� qð ÞC � qx and VK ¼ �y� qz: (3)

Briefly, VR and VK represent the kidnapper’s
expected gain in the two regimes (release or
kill), where (q) is the probability of being arrested
by the police, (C) is the ransom paid, (�x) the
disutility of being caught, (�y) the disutility asso-
ciated with the killing of the hostage, and (�z) the
disutility of being caught in case the victim is
executed.

Since C > 0, y > 0, and x � z, the relation
Eq. 2 always holds true, the kidnapper will never
rationally decide to execute his threat. Moving to
the upper node of the decision tree, player F has to
choose the optimal offer C that maximizes his
utility U taking into account the likelihood of a
violent reaction by K:
U ¼ 1� að ÞWR þ aWK (4)

where
WR ¼ � 1� qð ÞC and WK ¼ �w: (5)

The parameter w captures the value of the hos-
tage’s life from the point of view of the family.
Equation 4 shows that, on the one hand, the family
F benefits from an offer reduction, but on the other
hand, this strategy increases the probability of a
sanction threat from K. So, the hostage’s family
will propose an offer C* that maximizes its utility
function. Equation 4 attains its maximum at C*
which can be interpreted as the best response
given a, q, w, and D. Therefore, the optimal offer
C* is given by Eq. 6:
R

C� ¼

D for 0 < D � aw

1þ að Þ 1� qð Þ
w

2 1� qð Þ �
1� að ÞD
2a

for
aw

1þ að Þ 1� qð Þ � D � aw

1� að Þ 1� qð Þ
0 for D � aw

1� að Þ 1� qð Þ

8>>>>><
>>>>>:

(6)
Notably, C* is increasing in D in the interval 0

< D � aw
1það Þ 1�qð Þ and then decreasing up to
aw

1� að Þ 1� qð Þ :

As a matter of fact, in the upper subgame agent
K sets D in order to extract the largest offer from
player F. It follows that the optimal valueD* is the
following:

D� ¼ C� ¼ aw

1þ að Þ 1� qð Þ (7)

When Eq. 7 holds true, player F will accept
the kidnapper’s offer, D*, and the latter will
release the hostage.



1762 Ransom Kidnapping
Finally, looking at the first node, the kidnapper
has an incentive to engage in the act of kidnapping
when VR > 0, which means
aw

1þ að Þ > qx (8)

According to Eq. 8, kidnappings can be discour-
aged by increasing x or q and by decreasing a orw.
Both x and q can be influenced by public policies,
for instance, hardening punishment and spending
more resources in detecting criminals. However,
the effect of severity on x can be very tenuous in
practice (Paternoster 2010), whereas the effect of
increasing q can be less effective than expected
due to its impact on the optimal offer from the
family (which in case of capture recovers any
ransom paid). This latter possibility can be miti-
gated by restricting the family’s ability to pay. As
for w, which cannot be influenced directly by
public measures, it may be noted that it may affect
the choice of kidnappers as to which member of
the family to kidnap. The individual parameter a,
instead, can partially be influenced by recommen-
dations from the police and/or the insurance com-
pany on the way to handle the negotiations with
the kidnappers.

By contemplating the possibility of an extreme
reaction by the kidnapper, Selten’s model
bypasses situations in which one or both agents
have a dominant strategy and succeeds in provid-
ing a compelling negotiation framework.

Going back to Fig. 1, if one removes the pos-
sibility of such reaction, VR > VK and the kidnap-
per will always release the hostage. Hence, the
optimal strategy for player F, given the dominant
strategy of K, is not to pay the ransom D. The
unique equilibrium is represented by the zero-
payoff outcome. The choice of rational kidnap-
pers, with no reputation to defend, does not
depend on the payment but rather on the balance
between the increased penalty in case of murder of
the victim and the increased probability of being
caught if the victim is left alive. Why then are
people often willing to pay ransom?

To make sense of this puzzling result, referred
to as “the mystery of kidnapping” (e.g., Gintis
2009), a modified model is required. For instance,
with Harsanyi (1967), one can hypothesize the
existence of two types of kidnappers: vindictive
and self-regarding. So, for some values of pv, the
share of vindictive individuals among all kidnap-
pers, the best strategy of the family is to pay the
ransom. Alternatively, the family could incur
additional psychic costs if a ransom is not paid
(Gintis 2009). Then, a ransom would materialize
as long as such additional costs exceed the kid-
nappers’ request (but again the victim will be
released only if the cost of freeing is less than
the cost of killing the victim).
Hindering Ransom Payments

In order to fight ransom kidnapping by reducing
its anticipated net benefits, both defensive and
proactive measures can be adopted. Relative to
the second type of measures, countries like Vene-
zuela, Colombia, and Italy have banned both ran-
som payments and kidnap insurance, and the
freeze of assets of the victim’s family is often
automatic. Despite the growing international con-
sensus on similar measures in the case of terrorist-
related kidnapping, these policies are highly con-
troversial. As noted by Block and Tinsley (2008),
“one may as well enact legislation forbidding a
mugger’s victim from responding “life” to the
threat of “your money or your life.”” To some
extent such measures end up punishing the victim
rather than the criminal, and, in any event, most
people would see it as an unacceptable restriction
of personal liberty. The standard justification is
that ransom payment and insurance impart a neg-
ative externality on future victims, and by elimi-
nating them the incentive to perpetrate kidnapping
would disappear. Recent contributions uncover
more subtle issues.

Fink and Pingle (2014), investigating within
Selten’s framework the impact of kidnap insur-
ance, find that – under the assumption that kid-
nappers have a positive net willingness to kill – a
market for kidnap insurance can benefit risk-
averse agents, as long as it does not increase the
risk of kidnapping too much. Individuals should
fully insure in the latter case and partially insure
otherwise. Since an insurance market enables the
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families to rescue their loved ones from kidnap-
pers more prone to murder but it may also increase
the likelihood of kidnapping, the total effect on
the number of kidnapping deaths is indeterminate.
However, if the likelihood of kidnapping is only
marginally affected, then a law banning kidnap
insurance implies more fatalities.

Preventing ransom payments may have an
impact not only on the risk and fatalities of kid-
napping but also on the duration of the kidnapping
experience. An extended duration escalates the
harm of the crime. Detotto et al. (2014) study
this problem in a simple setup in which as time
passes the family becomes more willing to pay the
ransom and the kidnapper balances the benefits
and costs to extending the duration. The optimal
stopping period, where K is no longer willing to
take the chance of being caught to increase the
amount collected in ransom, implies that duration
grows inversely with the initial ransom offer, the
probability of apprehension during the kidnap-
ping, the probability the hostage dies or flees, the
maintenance costs, and directly with the incre-
mental increase in the ransom. Exploiting a
micro-dataset on kidnapping incidents in Sardinia
between 1960 and 2010 to estimate a semi-
parametric survival function, the authors find
that the anticipated apprehension probability
does not have a significant effect on duration,
whereas the asset-seizure policy has mixed
Ransom Kidnapping,
Fig. 2 Kidnapping
duration over time
effects: it leads to significantly shorter abductions
(i.e., an express kidnapping), but if a kidnapping
is not express some evidence is found that, in fact,
duration might expand as the policy creates fric-
tions in the collection of the ransom for the family
(see Fig. 2, in which the vertical line corresponds
to the year of implementation of the asset-seizure
policy). The polarization is dramatic: to the right
of the red line, kidnappings are either very short
(less than a day on average) or very long (about
200 days on average).

Taken together with the observation that the
frequency of kidnappings dropped significantly
after the adoption of the asset-seizure policy,
these results support interventions directed to
reduce the anticipated benefit to kidnapping rather
than focus on the costs.
Increasing Penalties for Kidnappers

Deterrence is a central concept in the economic
model of crime (Becker 1968) because potential
offenders rationally (though not necessarily con-
sciously) consider and balance the costs and ben-
efits of committing a crime. In this framework,
criminals opt between legal and illegal activities
according to their utility and budget constraint. In
the real world, however, criminals not only must
choose the optimal allocation of effort between
R
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legal or illegal activities, but they may allocate
their effort between several crime offenses. The
idea of marginal deterrence recognizes that the
setting of sanctions for one particular offense not
only affects deterrence of that crime but also
affects the incentives to engage in other activities.
In his pioneering analysis of the subject, Shavell
(1992) explicitly refers to the classic example of
kidnapping/murder as an application of marginal
deterrence.

Recently, Detotto et al. (2015) propose a rea-
sonable application of the theory of marginal
deterrence related to kidnapping and its comple-
ment, murder. While the death exposes the crim-
inals to punishments, if the sanction for
kidnapping is great, then the marginal sanction
for homicide is reduced.

They use a unique data set of kidnappings in
Italy between 1960 and 2013 to test the theory of
marginal deterrence. Kidnapping was a major con-
cern for Italy in the 1960s, and, as a consequence,
in 1974 a new set of sentencing policies were set
with greatly enhanced punishments for the crime.
Precisely, the range penalty passed from imprison-
ment for 8–15 years to 10–20 years, if the ransom
was not paid, and from 12–18 years to 12–25 years,
if the ransom was actually paid. Such reforms,
though, did not change the sanction for murder
which was punishable with 21 years to life
Ransom Kidnapping,
Fig. 3 Number of
kidnapping-related murders
sentences. Thus, marginal deterrence of death
reduced. Later, in 1978 in response to increased
homicides, the Italian government escalated sanc-
tions for deaths resulting from kidnappings,
addressing the marginal deterrence problem. The
new change law enacted in May 1978 specifically
increased the sanction for deaths associated with
kidnapping.

Figure 3 provides illustration of kidnapping-
related deaths over time. The vertical dashed lines
denote the policy changes. As the theory of mar-
ginal deterrence predicts, the adoption of the
enhanced sanctions for kidnapping in 1974
resulted in an increase in the prevalence of
death, while the latter became minimal after the
1978 policy.

To test the hypothesis that the changes in the
sanctions affected the incentive to murder the
victim, a binary probit model is estimated with
the dummy variable death as the dependent vari-
able and the characteristics of the victim, time of
year, and location as the controls. The results in
Table 1 provide confirmation of the theory. The
adoption of the enhanced sanctions for kidnap-
ping in 1974 resulted in an increase in the preva-
lence of death. Precisely, the marginal effect is
estimated to increase the likelihood of death
occurrence by 4%. Then, according to the pre-
dictions of the theory, the escalation of sanctions
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(I) (II) (III)

D1974 0.04*
(0.03)

0.05*
(0.03)

0.04**
(0.02)

D1978 �0.05**
(0.03)

�0.05**
(0.02)

�0.03*
(0.02)

Events �0.01
(0.01)

�0.01
(0.01)

�0.01
(0.01)

Female �0.04**
(0.02)

�0.04**
(0.02)

�0.04**
(0.0)

Age 0.003***
(0.001)

0.003***
(0.001)

0.002***
(0.001)

Local �0.07*
(0.05)

�0.08**
(0.05)

�0.01
(0.06)

Italian �0.06**
(0.02)

�0.06**
(0.02)

�0.03
(0.05)

Paid �0.12***
(0.03)

�0.12***
(0.03)

�0.10***
(0.02)

Pseudo-R2 0.159 0.157 0.173

Wald 69.49*** 69.89*** 924.34***

Log-likelihood �185.84 �186.45 �174.31

N 593 593 574

***1 %, **5 %, *10 %; marginal effects and robust standard errors are reported in parentheses. A constant term is
included in each specification. Controls: victim occupation, season, and region of capture
(I): 1974 and 1978 are lagged 3 months, (II): 1974 and 1978 are leaded 3 months, (III): dropped all obs. in the range [�3,
+3] months of both 14 October 1974 and 18 May 1978
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for kidnap-murders of 1978 reduced the preva-
lence of death, which, in numbers, is estimated
to have declined by 5%.
R

Conclusion

While the categorization of kidnapping for ran-
som as organized crime is uncertain, in many
regions of the world modern-day hostage taking
for ransom is carried out mostly by highly orga-
nized criminal firms on a historically unprece-
dented scale. Recent trends show a blurring of
the boundaries between ransom kidnapping,
piracy, and terrorism together with an increasing
international dimension that parallels contem-
porary legal globalization. The contributions
reviewed in this entry stress the importance of
both classical instruments and more controversial
measures, like banning ransom insurance and/or
ransom payments, to counteract the crime. How-
ever, given the likelihood of unintended negative
effects (on fatalities, duration of the kidnapping
experience, and burden falling on enterprises) in
some environments, policies aimed at reducing
kidnapper’s anticipated benefits through these
channels must carefully balance the benefits for
society at large against the higher costs imposed
on specific groups.
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problem. Simon (1972, p. 161) defined rationality
as “a style of behavior that is appropriate to the
achievement of given goals, within the limits
imposed by given conditions and constraints.”
R

Introduction

The notion of rationality has become a central idea
in the various disciplines within the social sci-
ences. This entry discusses the concept of ratio-
nality, which has been a core concept in the
explanation of human behavior in economics
and the other social sciences. In the field of eco-
nomics, it is expected that individuals behave
rationally and that organizations should make
rational decisions. A substantial number of eco-
nomic theories are established under the assump-
tion that when individuals act they do so in a
rational manner. Simon (1957) revises this
assumption by proposing the idea of bounded
rationality. The concept of bounded rationality
accounts for the fact that a perfectly rational deci-
sion cannot be made because of shortcomings that
individuals face with regard to the inadequacy of
information, the time constraints, and the limita-
tions to their cognitive processes. This entry gives
particular emphasis to subject areas within eco-
nomics where rationality plays an important part
in the formulation of theories and in explaining
behavior, particularly the economics of crime.

The structure of the entry is as follows.We start
the entry by examining the concept of rationality
in economics. The entry proceeds by analyzing
the influence of economic rational choice theory
on the development of an economic theory of
crime and its impact on crime and in the crafting
of policy. The last section concludes the entry by
offering some key observations and directions for
future research.
Rationality and Economics

Karl Popper’s 1967 essay, “The Rationality Prin-
ciple”, was one of the first studies that linked the
concept of rationality to social sciences (Karl
Popper 1967 essay in Miller 1985.) According to
Popper’s principle, one should analyze social pro-
cesses by assuming that “agents always act in a
manner appropriate to the situation in which they
find themselves” (p. 361). Popper’s view of ratio-
nality embraced a nation of situational analysis,
and he went on to note that it is able to explain,
“. . .the unintended social repercussions of inten-
tional human actions” (Popper 1945/1966, p. 95).
This concept by Popper was strongly criticized by
many as it did not seem consistent with his prin-
ciple of falsification. Others, such as considered
the rationality principle to be consistent when
taken with the view that it is “approximately
false” and can be falsified in very rare cases.

Popper went on to contend that situational
analysis is an approach employed by economics;
this according to other researchers can be classi-
fied as neoclassical rationality. Langlois (1997) in
his paper noted that the assumptions of the basic
neoclassical model can be divided into four
categories:

1. Self-interest: According to Langlois (1997),
self-interested behavior can actually be catego-
rized as purposeful behavior, and this purpose-
fulness as pointed out by Vanberg (1993) is one
of the more appealing elements of the neoclas-
sical model. This assumption has been heavily
criticized by researchers both in and outside the
field of economics. This according to Langlois
(1997) is because of a tendency to misidentify
self-interest with selfishness.

2. Omniscience: This second assumption is
another way of saying “perfect competition,”
which in neoclassical theory means that agents
have perfect information with respect to a par-
ticular structure set out for them by the analyst.
An example of this is the general equilibrium
theory developed by Arrow-Debreu where
economic agents are required to know all the
utilities and production possibilities of all other
agents. Langlois (1997) criticized this assump-
tion based on the type of knowledge that eco-
nomic agents are expected to have. He noted
that the neoclassical model expects agents to
have “structural knowledge” (full knowledge
of the structure of the economic problem that
they face) but not “parametric knowledge”
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(full knowledge of all the parameters). He went
on to state that in neoclassical theory it is
generally the case to relax the assumption of
“perfect knowledge” but this falls more often
on the side of “parametric knowledge.” This is
problematic because more often than not peo-
ple are ignorant of the very nature of the prob-
lem situation they face.

3. Conscious deliberation: The third assumption
of the basic neoclassical model is that agents
are consciously considering their options and
then choosing among them. Langlois (1997)
noted that as the field of economics has become
more mathematical, economic agents are now
solving more complicated problems through
deliberation. Friedman (1953) presented the
only alternative to this assumption noting that
economic agents do not actually deliberate but
rather behaved “as if” they had. This alterna-
tive view has not been readily accepted by
most students of economic methodology.

4. Representative agent: Alfred Marshall (1961)
established the assumption of the “representa-
tive agent.”Marshall (1961) defined the repre-
sentative firm as one that represents the typical
properties of the population of firms as a whole
and not just the properties of any particular
firm. According to Langlois (1997) this defini-
tion was used so that some measure of “popu-
lation” thinking can be accommodated in the
theory of comparative statistics.

Rationality, in particular, is applied to the con-
cept of game theory which is an essential aspect of
microeconomics. Rationality is a central assump-
tion of game theory irrespective of the different
variations of the game that exist. In the context of
game theory, a rational player is one who always
chooses his/her most preferred outcome given the
expectations of his/her opponent. Game theory
according to Turocy and Stengel (2001) is defined
as “the formal study of conflict and interest”.
Antoine Cournot (1838) was the first to discuss
this in his study of duopolies. By the 1950s and
the 1960s, the analysis was broadened to deal with
problems like war and politics, as well as sociol-
ogy and psychology. Turocy and Stengel (2001)
noted that the strength in game theory is that it
provides a structure for analyzing problems of
strategic choices. Turocy and Stengel (2001,
p. 5) in describing how game theory works noted
that “The process of formally modelling a situa-
tion as a game requires the decision-maker to
enumerate explicitly the players and their strategic
options, and to consider their preferences and
reactions.”

The “game” in game theory involves modeling
a situation that involves several players. Games
can be categorized depending on the level of
details involved in the process. For instance,
there is coalition/cooperative game theory and
then there is noncooperative game theory. The
cooperative game theory requires a high level of
description, and it investigates the power among
different coalitions or as Turocy and Stengel
(2001, p. 6) state it, “how a successful coalition
should divide its proceeds.” This type of game
theory is most suited to situations in political
sciences and international relations where
“power” plays an important role. Noncooperative
game theory is more concerned with how strategic
choices are analyzed. It requires less details as it
focuses more on the ordering and timing of
players’ choices as this is considered to be vital
in determining the outcome of the game. This
game is distinguished from cooperation because
the modeling is done around the fact that players
are making choices in their own interest, and
while some cooperation might take place, it is
only when players find it in their best interest.
The ultimate goal of game theory, regardless of
what type of game is being played, is to predict
how the game will be played by rational players or
at least how best to play rational opponents.

Prisoner’s dilemma is one of the most popular
examples of game theory in social sciences. The
game occurs between two players where each
player has two strategies, cooperate or defect.
The term was coined by Albert W. Tucker in
1950 to describe a situation where two prisoners
are taken into custody but the police officers only
has evidence to arrest one of them (Holt and Roth
2004). The details of the game are that both crim-
inals are questioned separately at the same time
and thus they do not know what the other
says – this is a simultaneous game. The prisoners
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are then presented with different outcomes in an
attempt to persuade them to confess to the crime.
At this point both prisoners are aware of the same
deal and know the consequences of their decision,
which brings in the assumption of complete infor-
mation and complete knowledge.

In Prisoners’ dilemma the defect strategy dom-
inates the cooperate strategy. It is assumed that a
rational player will never choose to play a domi-
nated strategy since the player will always be
better off by switching to the other strategy.
Thus within this game players will always choose
to defect and some view this as an inefficiency of
the model. One way that this can be overcome, as
pointed out by Turocy and Stengel, is by playing
the game repeatedly so that the cooperation strat-
egy can be viewed as rational behavior to the
players. In other words the fear of punishment in
the future outweighs the benefits of defecting in
the present.
R

Rationality, Deterrence, and Crime

Within the rational choice model used by econo-
mists, a new theory of criminal behavior was
shaped to form what is known in the economics
of crime literature as deterrence theory. Akers
(1990) highlighted the link that binds deterrence
theory to rational choice theory. He noted that
both theories were based on the foundation of
the utilitarian view of rational human behavior.
Specifically Akers (1990, p. 654) noted that “Both
theories assume that human actions are based on
‘rational’ decisions, that is, they are informed by
the probable consequences of that action.” He
noted that for rational choice theory, an individual
takes all his/her actions, whether lawful or crimi-
nal, into account when trying to maximize his/her
payoff and minimize his/her cost. Similarly, for
deterrence theory an individual considers the legal
punishment of a crime against the motivation
before engaging in the criminal behavior.

Becker (1968) was the first researcher to apply
economic models of rational decision-making to
crimes, and according to his work, “The economic
analysis of crime starts with one simple assump-
tion: Criminals are rational. A mugger is a mugger
for the same reason I am a professor-because that
profession makes him/her better off, by his/her
own standards, than any other alternative avail-
able to him/her. Here, as elsewhere in economics,
the assumption of rationality does not imply that
muggers (or economics professors) calculate the
costs and benefits of available alternatives to sev-
enteen decimal places-merely that they tend to
choose the one that best achieves their objectives”
(p. 43). In this seminal work, a supply offense
function was derived which he defined as “relat-
ing the number of offences by any person to his/
her probability of conviction, to his/her punish-
ment if convicted, and to other variables, such as
the income available to him/her in legal and other
illegal activities, the frequency of nuisance
arrests, and his willingness to commit an illegal
act” (Becker 1968, p. 177).

Becker’s model was then extended by Ehrlich
(1973), who considered a time allocation model.
Thus, in the basic economic crime model, individ-
uals choose between allocating their time either to
legitimate activities or illegitimate activities.
Thus, crime and legal employment are viewed as
substitute activities (i.e., if one chooses a legal
activity, he/she will have less time for criminal
activities), and the difference between legal and
illegal opportunities is considered into the model
(see Entorf and Spengler 2002). Researchers (see
Entorf and Spengler 2002) have raised concerns,
however, as to whether this assumption is helpful
in explaining crimes by certain groups (e.g., juve-
niles, low-paid individuals), and made a number
of important theoretical and empirical contribu-
tions to the economics of crime model since then
(for a discussion see Witte and Witt 2002). The
Becker-Ehrlich model, however, has formed the
foundation for the literature on the economics of
crime in which individuals are considered to be
rational utility maximizers who take into account
the cost and benefit of a crime before engaging in
criminal activities, and thus, attitudes toward risk
are essential to the model.

A Simple Deterrence Model
In the economic model of crime, criminals are
assumed to be utility maximizers who seek to
optimize their benefits under restrictions and risk
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(Becker 1968). In the case of theft, burglaries, or
property crime, the benefits are comprised of the
material gains. In the case of violent crime, the
payoffs are the transgressor utility derived from
the infliction of an assault. Punishment is the
major restrictor of crime since punishment is a
cost imposed on the transgressor. The risk facing
the transgressor is the probability of being caught.
Mathematically this may be simply expressed as
pi sið Þ ¼ si g � cpð Þ (1)

where i is the criminal individual, pi is the profit
from the criminal activity, si is the tendency for the
criminal to commit a crime, g is the combined
monetary and psychic payoff for a certain criminal
action, c is the probability of getting caught, and p is
the punishment when caught. As seen from Eq. 1,
higher punishment reduces criminal activities.

A major limitation of Becker’s analysis is,
however, the need for strategic interaction. The
detection of crime is not an exogenous variable.
The detection rate of criminal activity is a function
of the actions of police officers, public prosecu-
tors, and lawyers (Tsebelis 1989; Rauhut and
Junker 2009). Additionally, criminals and law
inspectors are engaged in a “discoordination
game.” Criminals tend to be more inclined toward
committing a crime when they believe that they
will not be caught or punished. In contrast, law
inspectors are more inclined toward the investiga-
tion and inspection of criminals if it is believed
that they will detect the crimes of the criminals
(Rauhut and Junker 2009).

When game theory is applied to crime, crimi-
nals and law inspectors are assumed to be in a
similar state of discoordination. In this game, if
the law inspector detects a criminal committing a
crime, they receive a reward r. The cost of the
inspection for the law inspector is also given by
k, thus the game may be represented by Table 1.
Rationality, Table 1 The inspection game

Law inspector

Inspection No inspection

Criminal Crime g-p, r-k g, 0

No crime 0, -k 0, 0
The information in this table shows that if the
criminal commits a crime and there is inspection,
his/her payout will be g-p. Since it is assumed that
the criminal is caught in this scenario, the reward
for the law inspector will be r-k. This is the mate-
rial gain from the inspection less the cost of
inspection. If the criminal committed no crime,
but the inspector did an inspection, then the
reward for the criminal will be 0; however, the
inspector will bear the cost – k. If no inspection
was done, and no crime was committed, then the
payoff is 0 for both parties. In the scenario where
no inspection was done, but the criminal commit-
ted a crime, the criminal will receive his/her pay-
out of g.

Mathematically the payout functions for the
criminal against the inspector and the inspector
against the criminal are, respectively,
pi si, cj
� � ¼ si g � cjp

� �
(2)

Øj si, cj
� � ¼ cj si, r � kð Þ (3)

where Øj is the payoff function for the inspector,
jwho plays against the criminal, r is the reward for
the law inspector for detecting a crime, k is the
cost of the inspection for the law inspector, si is the
tendency of the criminal to commit a crime, and cj
is the probability of getting caught. The Nash
equilibrium of the joint strategies may be derived
by finding the partial derivative of the payout
functions (Rauhut and Junker 2009). The criminal
finds the partial derivative of the law inspectors’
payoff function @Fj/@cj and sets it to 0. The crim-
inal then expresses his/her probability of commit-
ting a crime as:
s�i ¼ k
r= (4)

The law inspector finds the partial derivative of
the criminal’s payoff function @pi/@si [i.e., the
partial derivative of the profit for the criminal
activity (@pi) divided by the partial derivative
of the tendency for the criminal to commit a
crime (@si)] and set it to 0. The law inspector
expresses his/her probability of successful
inspection as:
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c�j ¼ g
p

�
(5)

The results of such game theory are counterin-
tuitive. It suggests that higher punishment does
not reduce crime; instead it reduces inspection
behavior. Empirical evidence has been mixed on
the relationship between crime and punishment.
Gibbs (1968) found a negative association
between the homicide rate and the severity of
criminal punishment. Tittle (1969) found a
weak-to-moderate negative association between
the severity of criminal punishment and the homi-
cide rate. Saridakis (2011), for example, found
that costly deterrence-based policies adopted by
governments may have a weak impact in deterring
criminals from serious violent crime in the long
run. In the following section, we discuss some of
the findings documented in the literature and
highlighted differences that have been observed
between property crime and violent crime.

Empirical Evidence Based on Deterrence
Model
According to the Federal Bureau of Investigation
(FBI), four offenses – murder and nonnegligent
manslaughter, forcible rape, robbery, and aggra-
vated assault – are defined as violent crimes. They
went on to note that any crime that involves the
force of threat of violence is deemed to be a
violent crime. On the other hand, property crime
is defined as theft-type offenses which involve the
taking of property or money. Thus offenses such
as burglary, larceny-theft, motor vehicle theft, and
arson are considered to be property crimes. Awide
range of research has been done on deterrence
theory, which assesses the impact that deterrence
measures, such as the probability of being caught
and punished, has both on property and violent
crime levels.

Specifically, Pauwels et al. (2011) noted that
there are two categories upon which research in
deterrence is categorized, and these are macro-
level research and individual-level research. At
the macro level researchers use official crime sta-
tistics to determine the relationship between
objective punishment levels and crime, while on
the individual basis, they use survey methods to
assess the relationship between sanctions and self-
reported crime. The Bayesian updating method is
employed at the individual level and was devel-
oped by Edwards et al. (1963) and, according to
Saridakis and Sookram (2014, p. 25), “. . .is based
on a subjective belief that individuals begin with
prior information, and as individual acquires more
information through actions about offending and
its outcomes, a rational individual would tend to
rely more on this new information and less on his
or her own beliefs. . ..”

Using cross-sectional data from US states dur-
ing the 1940s to the 1960s, Ehrlich (1996) was the
first to empirically test the crime deterrence
model. The results of his model showed a strong
negative correlation between crime and criminal
justice variables in the 10 out of 14 crime catego-
ries that he had included in the model. A major
finding of the model was that law enforcement
activities were not less effective in combating
violent crime relative to property crime. This
meant that a deterrence force acting on an individ-
ual in his/her decision to engage in crime was not
stronger on violent criminal activities as opposed
to property crimes. However this result was one of
the few to show no distinction in the deterrence
impact on property crimes over violent crimes.
Woplin (1978), who used a model covering a
longer time period, from 1894 to 1967, derived
different results. He found that deterrence vari-
ables had a stronger impact on property crime as
opposed to violent crime. Ehrlich (1996) and
Woplin (1978) were not the only ones trying to
ascertain the relationship and impact of deterrence
variables on crime. A few examples of similar
studies are from Entorf and Spengler (2000),
Cherry and List (2002), Saridakis (2004),
Buonanno and Montolio (2008), Saridakis and
Spengler (2012), and Han et al. (2010).

Entorf and Spengler (2000) based their model
on the traditional Becker-Ehrlich model but mod-
ernized it to include demographic changes, youth
unemployment, and income inequality in the
urban areas in Germany. In their study they were
able to separate property crimes from violent
crimes and they discovered that the clear-up
rates for property crime were much higher than
that for violent crimes. They went on to conclude
that the deterrence hypothesis appeared to be
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more applicable to property crime, and as such
this type of crime was more directly related to a
rational offender as opposed to violent crime
offenders. Specifically Entorf and Spengler
(2000, p. 23) noted in their paper that “For the
rational offender, low legal income opportunities
increase the probability of committing a crime.”

Other researchers have carried out a number of
studies that analyze the deterrence hypothesis and
how it relates to both property and violent crimes.
In their 2012 study, Saridakis and Spengler, for
example, examined the relationship between
crime, deterrence, and unemployment in Greece
over the period 1991 to 1998 and received similar
results to Entorf and Spengler (2000). Using a
generalized method of moments (GMM) model,
they found that property crimes were significantly
deterred by higher clear-up rates and there was a
positive relationship between property crime and
unemployment. Violent crime on the other hand
was not significantly impacted by unemployment
and clear-up rates. In explaining this result, they
noted that for violent crimes, the lack of impact of
clear-up rates and unemployment may be due to
the fact that these crimes are driven mostly by
impulsive actions, while on the other hand prop-
erty crimes are generally driven more by eco-
nomic incentive and rational thinking.

In assessing the relationship between unem-
ployment and violent crimes, Saridakis and
Spengler (2012) specifically found that male
unemployment had a positive and significant
impact on rape levels but this relationship became
insignificant when other factors were considered.
In terms of female unemployment, the relation-
ship with rape was also significant but strongly
negative, and Saridakis and Spengler (2012)
noted that this could be explained by the routine
activity theory. (Routine activity theory states that
crime occurs when three elements come together
which are an accessible target, the absence of an
adult guardian, and the presence of a motivational
offender.)

As noted earlier, one of the reasons that deter-
rence policy seems to work more effectively on
property crimes as opposed to violent crimes is the
assumption that human beings are rational. Most
of the research done in this area indicates that
perpetrators of property crime tend to be more
rational when deciding on whether or not to
engage in this crime. This means that these perpe-
trators consider the consequences of their behav-
ior before engaging in their crimes and as such
they will consider any deterrence policies before
engaging in the crime. Therefore, based on the
assumptions of deterrence theory and on the
econometric results by various authors, it can be
stated that rationality is more aligned to property
crimes while violent crimes are more driven by
emotionality and impulsive actions rather than
economic incentives.

Given that many researchers have determined
that perpetrators of property crime are more ratio-
nal than violent crime perpetrators, Saridakis in
his 2004 paper attempted to determine the factors
that influence violent crimes. In his study he
examined violent crime in the United States dur-
ing the 1960–2000 period and found no long-run
relationships but significant short-run relation-
ships. Specifically, Saridakis’ (2004) results indi-
cated that because violent crimes could be
motivated by a variety of reasons, it was difficult
to determine direct influencing factors for violent
crimes as compared to economic factors that influ-
ence property crimes. With regard to the short run,
his results showed that an increase in incarceration
rates led to a reduction in the violent crime rates
and as such could be viewed as a possible solution
for dealing with violent crime. In terms of other
factors, Saridakis (2004) found that income
inequality had a positive impact only on murder.
For the variable alcohol consumption, the study
found a positive relationship with overall violent
crime, and this results fall in line with other
researchers such as Raphael and Winter-Ebmer
(2001), Ensor and Godfrey (1993) and Field
(1990). Generally this literature provides three
reasons for the positive relationship between alco-
hol consumption and violent crimes:

1. Alcohol tends to influence a person’s rational-
ity when assessing the cost-benefit analysis of
engaging in criminal behavior.

2. Offenders tend to consume alcohol after they
have committed a crime in an attempt to excuse
their behavior.
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3. Users of alcohol tend to engage in more risky
behavior as well as disregard their assessment
of potential dangers and as such increase their
chances of victimization.

In concluding his paper Saridakis (2004) noted
that generally the effects of prison population on
violent crimes are much smaller than that found
by earlier researchers, such as Devine et al. (1988)
and Marvell and Moody (1997). Saridakis further
noted that, with the exception of income inequal-
ity and its positive relationship with murder, over-
all, economic factors tend to have an insignificant
impact on violent crimes. Alcohol consumption
was found to be one of the most impactful factors
and thus he noted that it should be included in any
study assessing violent crimes. His main conclu-
sion was that investigating violent crimes is much
more complicated than property crimes due to the
fact that its perpetrators are less rational and thus
there are many more motivating factors for engag-
ing in crime and, along with other researchers
such as Hartung and Pessoa (2004), concluded
that the Becker-Ehrlich theory of deterrence is
better suited to dealing with property crime as
the many examples above show that these policies
tend to have significant impacts in reducing the
incidence of property crime.
R

Conclusion

Rationality and the theory of rational behavior
have made important conceptual advances in
explaining choices and decision-making and
have been widely used by economists and other
social scientists in various areas of research to
provide solutions to different types of problems.
This entry explores the concept of rationality and
its role in formulating and shaping theories and in
particular the association between the rationality
principle and its impact on neoclassical econom-
ics. As shown rationality is a key component of
the game theory aspect of microeconomics, and
an analysis of the game theory example of the
prisoner’s dilemma is undertaken along with
how rational behavior influences choices. The
entry then focuses on the economics of crime
theory, in which criminals are assumed to behave
as rational utility maximizers. The entry provides a
detailed evaluation of rationality and the two major
categories of crime – violent and property. It was
pointed out, however, that the concept of rationality
is better suited to formulating policy targeted to
property crime rather than violent crime.

Cross-References

▶Cost–Benefit Analysis
▶Equilibrium Theory
▶Good Faith and Game Theory
▶ Prisoner’s Dilemma
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Abstract
Since 13 December 2006, the European Union
is in a phase of implementation of a new har-
monized legislative framework in the field of
chemical industry: the REACH regulation
(an acronym for Registration, Evaluation,
Authorization, and Restriction of Chemicals).
From a law and economics perspective, a large
set of questions emerge with this regulation. In
our entry, we will only shed some light on
those which have already been analyzed, such
as competition, data sharing, innovation, and
socioeconomic analysis.
Introduction

The European REACH legislation is crucial for at
least two reasons: it concerns the European chem-
ical industry, and it is one of the most complex
legislations that the European Union has ever
decided to adopt and implement.
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Chemical products are both found in nature and
man-made. In our daily lives (food, paint, glue, ink,
medication, cosmetics, etc.), they take the forms of
substances, i.e., chemical elements and their com-
pounds; of preparations, i.e., mixtures or solutions
composed of at least two substances; and of
articles, i.e., objects for which the shape, surface,
or pattern are more important than their chemical
components. The European Commission esti-
mates that close to 100,000 different substances
are used on the European territory. The chemical
industry in the European Union is responsible for
approximately 21% of world sales, is the world
leader of exports, has several influential multina-
tional corporations, and directly employs 1.2
million people.

Apart from its sectorial importance, the REACH
regulation is also exceptional from the legal and
institutional point of view (see Bergkamp 2013). It
took almost 9 years of discussions and confronta-
tions (1998–2006), including a White Paper (COM
2001, 88 final) and an internet consultation in May
2003 which received more than 6000 contributions,
to publish this legislation in the Official Journal of
the European Union on 30December 2006, coming
into force on 1 June 2007.

This legislation is originally constituted by Reg-
ulation No 1907/2006, consisting of 850 pages and
141 articles, as well as by Directive 2006/121/EC.
It also creates a new European body, the European
Chemicals Agency (ECHA), whose purpose is to
ensure its proper application. This entry provides a
presentation of the REACH regulation, which
applies to all members of the EEA, in four sec-
tions: the genesis and objectives of REACH (1),
the structuring principles of REACH (2), ECHA
(3), and the role of socioeconomic analysis in
REACH (4).

Origins and Goals of REACH
At an informal meeting in Chester on 26 April
1998, the European environment ministers
engaged in a debate on community policy on
chemicals. They came to the conclusion that a
revision of the latter was necessary. The
European Commission then assessed the four
main legal instruments governing chemical sub-
stances (Regulation No 793/93 and Directives
67/548/EEC, 88/379/EEC, 76/769/EEC) and
diagnosed at least three very serious problems.

First, the system made a distinction between
substances marketed before September 1981 and
those marketed afterward, requiring only the lat-
ter to undergo testing and assessment of risks to
health and the environment. This led, as explic-
itly stated in the White Paper EU Commission
(2001, p. 6), to “a general lack of knowledge
about the properties and uses of existing sub-
stances,” since the substance of the previously
existing substances represented more than 99%
of the total volume of substances on the
European market. In addition, it was pointed
out that it seemed inadequate, inefficient, and
costly to entrust the assessment of dangerousness
to the authorities and not to the firms. Finally, the
report stressed that current legislation only
required manufacturers and importers to provide
information on their products, thus neglecting all
data on downstream uses (industrial users and
formulators).

With this in mind, the European Commission
set out in the White Paper of 27 February 2001 a
number of proposals for action and the draft of a
concerted European policy to solve these prob-
lems, thus initiating the steps that would lead to
the adoption of REACH. It should be noted that in
the impact studies used by the European Commis-
sion to evaluate the results that could be expected
following the adoption of REACH, it was
explained that the positive effects on public health
would be in the order of 50 billion euros (for a
presentation of the various impact studies that
preceded the adoption of REACH, see Schuseil
2013). To this could also be added the benefits of
innovation if the Porter hypothesis proved to be
valid (see Ambec et al. 2013; Arfaoui et al. 2014,
for more details on the links between regulation
and innovation).

The first paragraph of Article 1 of Regulation
No 1907/2006, setting out the political objectives
of the strategy proposed by the European Com-
mission in the White Paper, makes clear that
REACH has three hierarchical and cumulative
objectives: (1) to ensure a high-level protection
of human health and the environment, (2) to allow
the free movement of substances in the internal
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market, and (3) to improve competitiveness and
innovation.

Finally, it should be noted that this legislation
is one of the main manifestations of the EU’s
commitment to the plan adopted at the Johannes-
burg World Summit in 2002, which aimed to
ensure that, from 2020, chemicals would be pro-
duced and used in a manner that minimizes health
and environmental effects.

REACH’s Structural Principles
The overall functioning of REACH is based on a
single integrated system consisting of four phases:
registration, evaluation, authorization/restriction,
and controls and sanctions. We will concentrate
mainly on the first phase.

To remove the main flaws of the previous sys-
tem, REACH has, on the one hand, abolished the
distinction between existing substances and new
substances and, on the other hand, reversed the
burden of proof of safety. Thus, as a matter of
principle, all substances and preparations must be
notified to ECHA by the companies wishing to
use them, except for the exemptions referred to in
Article 2 (e.g., radioactive substances, medicines,
waste), those requested by the member states in
respect of their national defense, and the deroga-
tions provided for in Annexes IV and V to the
Regulation. It is therefore up to the manufacturers,
importers, or downstream users of chemicals to
provide the authorities with all the information
necessary for the demonstration of the absence
of effect on the health and environment of the
latter.

In the absence of such registration, the manu-
facture, importation, and use of these products are
illegal, as Article 5 states: “no data, no market.”
Given the particularly substantial dimensions of
REACH, the Regulation provided that these obli-
gations would be implemented gradually and with
a growing regulatory requirement based on ton-
nage. The implementation of the REACH regis-
tration phase takes place according to the
following timetable: (1) before 30 November
2010 for substances produced at more than
1,000 tons per year, (2) before 31 May 2013 for
substances produced between 10 and 100 tons per
year, and (3) before 31 May 2018 for substances
produced at more than 1 ton per year. Further-
more, REACH requires the existence of a chemi-
cal safety report in the registration dossier only
for substances produced at more than 10 tons
per year.

To our knowledge, the aspect that has
received the most attention in terms of registra-
tion is information. In order to avoid duplication
costs and vertebrate animal testing, REACH has
imposed an obligation on manufacturers, with
the exception of the derogation until 1 June
2018 (the date of the end of the implementation
of REACH), to share the information they
have in SIEF (Substance Information Exchange
Forum). Three elements emerged that could be
problematic: information content, competitive
aspects, and financing. We shall now return suc-
cessively to these three points.

The first was whether the information required
by REACH should relate only to risks knownwith
certainty. This issue has been clearly resolved
since Article 191 of the Regulation states that
the EU’s environmental policy is based, inter
alia, on the precautionary principle. As a result,
manufacturers must also take into account the
potential risks in their file and indicate which
preventive actions they intend to take (on the eco-
nomic analysis of the precautionary principle, see
Gollier et al. 2000).

The second issue was whether companies
could not use REACH as a support for anti-
competitive strategies (Béal et al. 2011). The
most common idea would be to strategically
use this sharing of technical information, either
to exchange commercial information and thus
reach cartels or, on the contrary, to create
extremely expensive data to prevent certain
firms from remaining in the market by increas-
ing their costs and thereby abusing of a dom-
inant position. Recital 48 and Article 25 of the
Regulation recall that the application of the
European competition rules remains valid. We
are not aware of any infringements relating to
possible anticompetitive behavior these last
years. This being said, it should be pointed
out that the latest general report of the
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European Commission (2013, p. 5) stresses
that: “The cost of REACH registration has
discouraged some companies from competing
on certain substances markets, which in these
cases have increased market concentration and
prices.”

Finally, the third element was related to the
financial impact of data sharing, i.e., the ques-
tion of how to implement a compensation mech-
anism between the various stakeholders. As an
indication, as of September 2007, ECHA pro-
posed a guide which it updated last November
(see ECHA (2016)). We can also note, notably
thanks to the work of Dehez and Tellone (2013),
Béal et al. (2010), Béal and Deschamps (2016),
and Béal et al. (2016), that this issue was the
subject of a thorough study leading to the con-
clusion that cooperative game theory offers both
a structured discussion path and clear answers
depending on the properties desired by the
stakeholders.

Lastly, it should be noted that the EU member
states operate at a double level to make the regu-
latory system work, since they are both responsi-
ble for providing a national free assistance service
for industrialists (art. 124) and also for participat-
ing in the controls, inspections, and sanctions
of offenders on their territory (art. 126), which
resulted in a change in their domestic legal
systems.

ECHA (https://echaeuropa.eu)
ECHA (European Chemicals Agency) has
been operational since 1 June 2007 with head-
quarters in Helsinki, Finland. It employs
approximately 600 people and has an annual
budget of around 100 million euros. Its main
role is to implement, inform, and enforce the
European REACH regulations as well as those
relating to the classification, labeling, and
packaging of chemical substances (CLP,
No. 1272/2008), to biocidal products (BPR,
No. 528/2012), and to prior informed consent
for imports and exports of certain dangerous
chemicals (PIC, No. 649/2012).

In addition to its administrative nature, ECHA
has the particularity of housing within it a court:
the Board of Appeal. It decides independently on
appeals against certain decisions taken by ECHA
under the REACH and BPR regulations (on the
link between the question of the sharing of data
and the Board of Appeal, see Béal and Deschamps
2016). Its decisions, where they are not final, are
subject to appeal before the European Union Tri-
bunal and an appeal to the Court of Justice of the
European Union.

Socioeconomic Analysis Inside REACH
Socioeconomic analysis (SEA) is used in the
REACH regulation either in the context of a
request for the use of a substance subject to
authorization (Annex XIV) or in the context of
a restriction proposal (Annex XVII). In each of
these cases, the objective is to assess the costs
and benefits to society of the use (or nonuse) of a
substance. In its checklist, ECHA distinguishes
among five different types of impacts to be taken
into account in the context of a SEA: risks to
human health, environmental risks, economic
impacts, social impacts, and economic impacts.
In addition to the cost-benefit analysis, the
ECHA guide (2011) recommends the use of
multicriteria analysis, cost-effectiveness analy-
sis, compliance cost analysis, and macroeco-
nomic modeling. The use of SEA can be
considered to offer two valuable advantages:
the transparency of the elements taken into
account and a structured framework allowing
the consultation of the stakeholders.
Summary

As REACH regulation will completely come into
force on 1 June 2018, it is difficult to have a
sufficient knowledge on it before almost 2028.
Nevertheless, the early stages of implementation
have already produced a new European chemical
market structure and innovation behavior which
have led to new developments in law and eco-
nomics. We are convinced that for the next
10 years, lawyers and economists will have
much to analyze both theoretically and on the
application of REACH.

https://echaeuropa.eu
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Definition

The incorporation and valuation of operational
flexibility and of strategic value of investments in
the decision-making process under uncertainty.
The option nature of the investment decision arises
from the coexistence of uncertainty, irreversibility,
and timing flexibility and allows reaping upside
potential while insulating from downside risk.
Introduction

The decision to allocate resources to investment
opportunities is traditionally evaluated using a net
present value (NPV) approach for private sector
projects or a cost-benefit approach for public sector
projects. Typically, it sums all the incoming and
outgoing cash flows over the lifetime of a project,
each discounted at an appropriate risk-adjusted
discount rate to derive its present value. The latter
is compared with the (current) initial investment
cost needed to start the project. In case the outcome
of this comparison renders a positive result, one
decides to invest; in the other case, one rejects the
project. While the NPVapproach is a very valuable
and a beautiful decision tool, its inherent limita-
tions are well documented: it supposes a now-or-
never decision and assumes the decision-maker to
follow a rigid path once the investment decision is
taken (Feinstein and Lander 2002).

In reality, in a dynamic environment with
uncertainty and change, projects will often not
materialize in the same shape as the decision-
maker has initially expected, and he will have to

https://doi.org/10.1007/978-1-4614-7753-2_676
https://doi.org/10.1007/978-1-4614-7753-2_124
https://doi.org/10.1007/978-1-4614-7753-2_258
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adjust the initial plans (Cassimon et al. 2004).
During the lifetime of the project, new informa-
tion may arrive or particular sources of uncer-
tainty may be resolved, making it thus valuable
to modify the project (Trigeorgis 2000). For
instance, market demand for a product remaining
below expectations will call for scaling down the
project or vice versa; when demand is above
expectations, a scale up might be appropriate.
However, the NPV or cost-benefit model cannot
handle operational flexibilities such as delaying,
scaling up, scaling down, shutting down/
restarting, or abandoning a project (Guerrero
2007). Moreover, the NPV model cannot handle
strategic dimensions of projects either (Kester
1984). This is the case when different investment
projects are not independent of each other or
when one specific project consists of different
interconnected phases (Dixit and Pindyck 1994).
A classic example is research and development
(R&D). If a decision-maker would rigidly apply
the cost-benefit rule to an R&D project, he would
never implement it as its NPV as a stand-alone
project would be negative. However, in reality
many companies nevertheless invest in R&D.
This illustrates the limitations of an NPV frame-
work. Such capital budgeting decisions are better
handled using a real option framework (Trigeorgis
2000).

This contribution will show that the optional
nature is valuable in an investment environment
characterized by the simultaneous existence
of uncertainty, irreversibility of investment, and
some freedom on the timing of the investment
(Pindyck 1988). The added value of a real option
approach lies in the fact that decision-makers
focus more explicitly on proactively considering
operational flexibilities or strategic aspects
embedded in investment opportunities, rather
than making a now-or-never decision to rigidly
implement a project as initially planned
(Trigeorgis 1996). Moreover, it also allows them
to put a precise value on these flexibilities or
strategic aspects. As such real option models are
an important tool to replace soft decision-making
based on vague and qualitative factors, which
leave decisions more open to erroneous or manip-
ulative outcomes.
Financial Options and Analogy with Real
Options
Recognizing the project itself or particular fea-
tures of a project as having option characteristics
is therefore the key to applying insights of real
option modeling. In general, an option can be
defined as the right, but not the obligation, to
buy (in that case it is labeled a call option) or sell
(in that case it is labeled a put option) the under-
lying asset at an agreed price (strike price or
exercise price) during a specific period (as in the
case of American options) or at a predetermined
expiration date (as in the case of European
options) (Hull 2011). Financial options exist on
shares, on stock indices, on bonds, on currencies,
and on many other financial assets.

For instance, a share of Apple Inc. is trading at
$93.50 in the market. A European call option on
one stock of Apple with an exercise price of $100
and expiration date in 3 months would cost about
$2.40 today. This call option gives the holder the
right to buy one share of Apple on the expiration
day at $100. Whenever the share price at expira-
tion is higher than the exercise price, the holder
will make a profit by acquiring the share through
exercising the option (at $100) and selling it at
the higher market price at that moment (e.g.,
$120). In case the share price ends below the
exercise price, the holder will not exercise the
option and let it expire. Figure 1 shows the typical
payoff profile of a European call option at expira-
tion. In this way the holder of the option shields
off negative share price evolutions while benefit-
ting from positive share price movements. For
having this luxury, the holder pays the option
premium of $2.40 at the option exchange. If the
call option was of the American type instead of the
European type, the holder can exercise the option
earlier than the expiration date. Cassimon et al.
(2007) discuss under what conditions these call
options will be exercised earlier.

In contrast to financial options, real options
refer to the application of the option concept to
real physical investment opportunities. Any deci-
sion to go ahead with an investment project can be
viewed as exercising an option, whereby the firm
has the right to obtain all the underlying cash
flows that are resulting from the investment
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payoff profile of a European
call option at expiration
(excluding option premium)

Real Options, Table 1 Analogy of the value drivers of
financial and real options and the impact of option value

Symbol Financial options Real options

V Underlying asset
price

Present value of the
expected cash flows

I Strike price Investment costs

s Volatility of
underlying asset
return

Volatility of underlying
project return

T Time to maturity Window of opportunity

r Risk-free rate Risk-free rate

d Amount of
dividend
payments

Opportunity costs of
not exercising the
option
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project (the so-called value of the project, with
symbol V), at a particular known cost (the invest-
ment cost, with symbol I); the latter is analogous
to the exercise price in financial options. When the
firm decides to go along with the investment pro-
ject, it executes the option. In this way, one can
draw a parallel between the structure of financial
options’ payoffs and the payoffs a firm or investor
can obtain from a real investment project. Con-
sequently, the argument is made that fundamental
value drivers of financial options are also relevant
for the valuation of real investment projects.
Table 1 gives an overview of the basic value
drivers of financial options and the corresponding
variables in real investment projects. Apart from
the two determinants that drive also the NPV
(as the NPVequals V-I), note that the other param-
eters explicitly account for characteristics that
embed flexibility and strategic considerations:
the fact that future returns are uncertain, the fact
that there is some leeway in timing the investment
decision, and the fact that returns may be foregone
as long as the project is not yet started.

Basic Option Models
The valuation models for real options are based on
financial option models. Probably the best-known
model has been developed by Black and Scholes
(1973). Its popularity is derived from its closed-
form solution and fast and relatively simple com-
putation. Its main disadvantage is due to the strict
assumptions underlying the model: (i) frictionless
markets, implying no transaction costs or taxes,
nor restrictions on short sales; (ii) continuous trad-
ing is possible; (iii) the risk-free (short-term) inter-
est rate is constant over the life of the option;
(iv) the market is arbitrage-free; and (v) the time
process of the underlying asset price is stochastic
and exhibits a process assuming asset prices to
be log-normally distributed and returns to be
normally distributed. Obviously, any violation of
some of these assumptions may result in a theo-
retical Black-Scholes option value which deviates
from the price observed at the market. The option
valueC according to the Black-Scholes model can
be calculated as

C ¼ V e�d T�tð ÞN d1ð Þ � I e�rc T�tð ÞN d2ð Þ (1)

d1 ¼
ln

V

I

� �
þ rc � dþ 1

2
s2

� �
T � tð Þ

s
ffiffiffiffiffiffiffiffiffiffiffi
T � t

p (2)

d2 ¼
ln

V

I

� �
þ rc � d� 1

2
s2

� �
T � tð Þ

s
ffiffiffiffiffiffiffiffiffiffiffi
T � t

p

¼ d1 � s
ffiffiffiffiffiffiffiffiffiffiffi
T � t

p
, (3)



Real Options 1781
where V is the present value of the project’s future
operating cash flows, I the exercise price or the
R

project’s capital expenditure, T � t the time to
expiration (in years), s the annualized standard
deviation of the project return, rc the continuous
risk-free interest rate, d the opportunity cost of
waiting, and N(d) the cumulative normal proba-
bility density function.

A more practical model that is often used in
applications is the binomial option valuation
model. This model assumes that in every
time period Dt, the stock price moves either
upward with factor u or downward with factor d,

with u ¼ es
ffiffiffiffi
Dt

p
and d= 1/u (Cox et al. 1979). One

then has to determine the tree of future stock
prices one is going to use as an approximation
for future stock price evolutions. For instance, if
time to expiration T � t is 1 year and one uses
250 tree steps n, then the stock moves up or down
every Dt ¼ T�t

n ¼ 1
250 or approximately 1 step

equals 1 trading day. In this case, the binomial
model calculates the current option value by
discounting at each node of the tree the upward
and downward expected option values:

C ¼ Cu � p½ � þ Cd � 1� pð Þ½ �f ge�r (4)

where C is the current option price, Cu is the
expected option value in the upward world, Cd

the expected option value in the downward world,
p the risk-neutral probability that the stock moves
upward with p ¼ er�d

u�d , and r the risk-free
interest rate.

Often more complicated option models
are needed to handle the specific nature of the
investment opportunities and/or the nature of
embedded uncertainty. Such models include
jump models (Merton 1976), compound option
models (Cassimon et al. 2004), or barrier models
(Engelen et al. 2016). A detailed discussion of
these models is beyond the confines of this con-
tribution, but we refer the reader to the references
for further details.
Different Types of Real Options
Different theoretical types of real options have
been developed in the early literature: options to
delay (McDonald and Siegel 1986), growth
options (Amran and Kulatilaka 1999), options to
abandon (Myers and Majd 1990), or scale options
(Trigeorgis and Mason 1987). This section starts
by discussing the investment “timing option”
(or option to delay). Next, we analyze “growth
options” (single stage) or “sequential options”
(multiple stages) which open up new options
upon exercise. This type of option is important
when investments are needed to develop new
technology or open up new markets. A fourth
type we distinguish is the “option to abandon”
the project at salvage value. Finally, there are a
series of “operational flexibility options, ” includ-
ing the flexibility (at some additional cost) to scale
up (expand), to scale down (contract), to stop and
restart operations, or to switch to other inputs or
outputs in response to market and cost develop-
ments; each of them can be valued correctly using
a real option framework.

Option to Delay
The option to delay (or wait) focuses on the opti-
mal investment timing. It examines whether a
company should implement a project right now
or better postpone the investment for x months/
years before taking the investment decision. The
advantage of waiting is that it allows a company to
avoid being stuck in an irreversible loss-making
investment if project conditions move in an unfa-
vorable way (Ingersoll and Ross 1992). During
the period of waiting, the company can learn or
collect more information about sources of uncer-
tainty to take a better informed decision at a later
point in time (McDonald and Siegel 1986).

Consider an investment project with an eco-
nomic life span of 15 years, and it is expected to
yield every year free operating cash flows of
120 million euro. To enter into this investment
opportunity, the firm has to pay an initial invest-
ment expenditure of 800 million euro. The
company’s cost of capital is 10%, while the risk-
free interest rate amounts to 5%. The uncertainty
of the market demand for these products, as mea-
sured by the standard deviation, is estimated to
be 30%. Suppose, management wants to know
whether to invest in this project immediately or
to postpone the project with 1 year (during which
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more information concerning the profitability of
the project becomes available). This is an example
of an option to delay. According to the traditional
NPV rule, this is a valuable project which should
be implemented immediately. For, the NPV

amounts to
P15
t¼1

120
1,10ð Þt � 800 or 112 million euro.

Does real option analysis yield a different result?
If the decision is postponed for 1 year, this option
to delay has a value of 133 million using a bino-
mial option model with 250 tree steps. To come
to this figure, we used the following input param-
eters: the present value of the cash flows from year
2 to year 16 being 829.75 (V), the investment
outlay of 800 (I), the option’s time to maturity of
1 year (T � t), volatility of 30% (s), and the risk-
free interest rate of 5% (r F). Calculations can be
checked through Derivagem (2014).

Because the real option value (measuring the
value of delaying of the investment) exceeds
the NPV (measuring the immediate investment
value), it is better for the firm to postpone the
decision with 1 year instead of investing immedi-
ately. In 1 year time, the firm can take a more
informed decision. Note that delaying invest-
ments is not always possible. Also, firms will
invest earlier when there is some opportunity
cost of waiting (the parameter d) such as losing
market share or the loss of first-mover advantages.
Any opportunity costs by waiting have to be
deducted from the real option value. If in our
example opportunity costs are estimated to be
30 million euro, the real option value is only
Pilo
start

typical

t

Real Options,
Fig. 2 Typical profile of a
growth option
103 million, reversing the company’s decision as
investing immediately will yield a higher value of
112 million euro.

Growth Option
Growth options occur when projects consist of
two phases or stages. The first stage is a prerequi-
site in order to be able to consider the following
phase. Take, for instance, a project that is in fact a
pilot scheme for a large-scale project. It is clear
that this pilot scheme has option characteristics.
The large-scale project can only be considered
when the firm has indeed decided to execute the
pilot phase (see Fig. 2). However, in case the pilot
phase turns out to be a failure, the company does
not move to the second phase and just terminates
the project (Cassimon et al. 2011b). As such, the
pilot phase gives the firm a call option on the large-
scale project. The investment cost of the large-
scale project and the additional future cash flows
that result from it are the execution price, respec-
tively, and the underlying asset of the option
(Kester 1984). The value of this call option should
be taken into account when calculating the value
of the pilot phase, by adding this option value to
the conventionally calculated NPV of the pilot
phase. It might well be the case then that projects,
which would be rejected on the basis of a negative
NPV, are now worth executing due to their option
value. If the sum of the growth option and the net
present value of the pilot phase is positive, it is
therefore rational for the firm to invest in the pilot
project as the entire project has enough upside
success

large  project
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V

failure

STOP

t project
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potential to compensate for the (likely) initial
losses in the pilot phase. In the other case, the
pilot project (and thus the entire project) should
be rejected. Investors care about the value drivers
of the growth option as well as the pilot project
itself.

An example of a growth option is a US home
decoration chain exploring the possibility to enter
the French market. In order to explore the market
potential for their product, the company decides to
launch a pilot project with a cost of 110 million
euro and 100 million euro expected net operating
cash flows in present value terms. It is obvious
that the pilot project as a stand-alone project is
loss-making (�10 million euro) and should be
rejected following the NPV criterion. However,
if successful, assume the company plans to launch
a large-scale commercialization project opening
dozens of megastores across France. The follow-
up project is expected to be launched after 2 years
at a cost of 200 million euro. At this moment the
present value of the operating cash flows of the
follow-up phase is estimated to be 180 million.
Although the present value of the cash flows is
still lower than the investment cost at this
moment, things could change over time. The vol-
atility of project returns in this industry is esti-
mated to be 25% per year. The risk-free interest
rate is equal to 5%. Using a binomial model with
250 tree steps, the option value of the follow-up
phase amounts to 25 million euro. Compared to
the value of phase one of �10 million, it makes
sense to invest in the pilot project as there is
enough upside potential to justify investment.
The total project value comes to �10 + 25 or
15 million euro. Whether the company will actu-
ally invest in phase two is only decided at the end
of year 2 and will depend on the market conditions
at that moment. For the moment, the company
only commits itself to the pilot project, with the
possibility for expansion at the end of year 2.

Sequential Option
When a growth option involves more than two
phases, one has to enlarge the standard option
approach to so-called sequential options, which
can be valued using compound option techniques
(Cassimon et al. 2011a). The option value of the
second phase includes in this case also the option
value of the subsequent phase. Put differently, in
that case we have an option on an option or a
compound option (Geske 1979).

A copybook case of a sequential option is the
development of a new drug. A drug development
pipeline consists of six distinct and specific phases
(see Fig. 3). Developing a new drug is a chain
of options starting with a preclinical test phase,
followed by three clinical test phases, a govern-
mental approval phase, and ultimately the com-
mercialization phase. The initial R&D phase can
be seen as an option on the preclinical test phase.
If the initial R&D turns out to be successful, the
preclinical phase is started; otherwise the research
is being discontinued. The preclinical phase itself
is an option on the first clinical test phase. If the
preclinical tests are successful, the compound
moves to the first clinical test phase; if not, the
research is again abandoned. This phase is again
an option on the next phase and so on, until the
commercialization phase. This is a heavily regu-
lated, standardized, and linear process because
each phase is easily identified and has to be fin-
ished before the next phase can start. The initial
R&D phase, being a sixfold compound option on
the commercialization phase, can be valued using
a generalized compound optionmodel, such as the
one by Cassimon et al. (2004), that was explicitly
developed to value compound options of a higher
order than two.

Option to Abandon
If market conditions deteriorate, management can
also consider terminating and abandoning the pro-
ject permanently. Having the option to realize a
certain salvage value puts a floor to the potential
losses of a project and thus adds value in compar-
ison to the same project without this possibility.
Management compares the project value as a
going concern with the liquidation value the firm
can realize upon termination of the project. This
managerial decision can be interpreted and valued
as a “put option,” the right to sell an asset at a
predetermined price at or up to a predetermined
point in time (Myers and Majd 1990). The value
of this put option should then be added to the
project’s traditional (NPV-type) value.
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Operational Options
Operational options include options to expand,
contract, suspend, and resume operations and the
option to switch inputs or outputs during opera-
tion (Brennan and Schwartz 1985; Dixit 1989;
Kulatilaka and Trigeorgis 1994). An example of
a switch option is a chemical factory that builds in
flexibility at the input or output side. At an addi-
tional cost, a company can decide to add input
flexibility by building a factory that can switch
from one energy source (say oil) to another energy
source (electricity or gas). It allows companies to
switch to cheaper energy sources during the pro-
ject. This flexibility comes at a cost, which has to
be compared with the value of the switch option.
The company can also build in flexibility at the
output side by building a factory that allows for
various output products, e.g., switching from pro-
ducing polyvinyl chloride (PVC) to poly-
propylene (PP) or polyethylene (PE). Again,
balancing the value of the switch option to the
additional cost of building a flexible factory is at
the core of the real option framework.

A shutdown and restart option assumes that a
project does not have to be operated permanently.
Depending on the net revenues and (marginal)
costs, management can temporarily suspend oper-
ations and resume once net revenues again cover
the (variable) cost of operation. In option terms,
this means that management has the option to
receive the project’s net revenues minus the vari-
able costs when the project is operated in a given
year (Trigeorgis 2000). The value of the project in
any given year is thus the maximum of that year’s
cash revenues minus that year’s variable costs of
operation or zero. Put differently, the project will
be operated if and only if the revenue exceeds the
variable costs. This limits the downside risk to the
fixed costs, and therefore the project value should
respond positively to increasing volatility in var-
iable costs and in operating cash flows. Intuitively,
all else equal, in more volatile environments, the
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value of operational flexibility is higher (Sanders
et al. 2013).

The option to scale up (expand) can be seen as
a call option in a similar way as a growth option,
while the option to scale down (contract) can
be seen as a put option similar to an option to
abandon.

Measuring Risk
One feature that all real option models have in
common is that they require the input of an esti-
mate of one or more sources of risk (proxying for
uncertainty). In this contribution we focus on
market risk (also labeled commercial risk) and
technical risk.

Market Risk
Market risk is measured as the volatility of the
project return between the current moment and the
expiration date of the real option. It measures how
much the project value, measured as the present
value of all expected operating cash flows in the
final phase (V), will vary over time. Real options
only have value when things can change over
time. The higher the volatility, the higher the
change that tomorrow’s world will materialize
differently from what the decision-maker had in
mind today. The estimation of the future volatility
can be difficult when the amount of available data
is limited. Sometimes nothing more than an edu-
cated guess is used. A “normal” range for volatil-
ity is about 30–40%. Often an educated guess is
good enough as an input, especially if changes in
volatility have little impact on the investment
decision. Applying real option thinking compared
to traditional valuation methods is often the key
element; fine-tuning the volatility estimate often
does not add a lot to insights. Sometimes a more
precise estimate is required as the investment
decision alters depending on the level of the vol-
atility estimate. Cassimon et al. (2011a) give an
overview of different proxies for volatility. A first
approach is to use historical volatility derived
from historical market data such as oil prices,
commodity prices, real estate prices, and so
on. A second approach uses volatilities of a sam-
ple of comparable firms. A third approach is the
calculation of the implied volatility of options on a
comparable firm as a proxy for the future volatility
(Schwartz and Moon 2001). Finally, the use of
internal company data is sometimes a good strat-
egy. It is a viable approach if the firm has a
portfolio of past and current projects, considered
to be representative for the risk profile of the
current project.

Technical Risk
While market risk, as captured by the volatility of
the project return, refers to the normal business
risk any company incurs, such as the potential
market size, its expected revenues, its expected
cost structure, and so on, technical risk refers to a
catastrophic event (technical failure) that termi-
nates the project and is unrelated to its cost or
benefits. For instance, the uncertainty about the
effectiveness or about potential problematic side
effects of a new drug is an example of technical
risk (Cassimon et al. 2011a). Such technical fail-
ure is the type of uncertainty that presents itself as
a negative shock to the project value. Technical
risk can be captured by a Poisson process (in case
the nature of uncertainty is best characterized by
discrete jumps) or by using discrete success-
failure probabilities at each stage of the project.

Applications

Applications in General
Real option models to project evaluation are
applied in a wide range of sectors, such as Internet
companies (Schwartz and Moon 2001), the ser-
vice sector (Jensen and Warren 2001), consumer
electronics (Lint and Pennings 2001), pharmaceu-
tical R&D (Cassimon et al. 2011a), the ICT
sector (Cassimon et al. 2011b), and sustainable
energy solutions (Sanders et al. 2013; Engelen
et al. 2016).

Applications in Law and Economics
Some law and economics studies apply real option
reasoning to enrich static models on modeling
agent’s behavior. For instance, Engelen (2004)
extends the classic Becker expected utility frame-
work on criminal behavior to provide a more
dynamic decision-making framework of criminal
activity. While conventional models of crime
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focus on the expected net gain of a crime as the
difference between the expected profits of a crime
and the expected costs (i.e., the product of the
amount of punishment and its probability
(Engelen et al. 2016)), such a framework ignores
the simultaneous existence of uncertainty, irre-
versibility of the criminal act, and flexibility in
the timing when to commit the crime. If those
characteristics are present, a criminal can delay
committing the crime until more information
about the uncertain future becomes available.
Waiting some time to commit the crime might
imply some risks and foregone profits, but it
may prevent the criminal from being trapped in
an irreversible crime, which may turn out to be
very costly when being caught. Engelen (2004)
shows that a crime that satisfies these three char-
acteristics is best treated analogous to holding a
financial call option. For some specific time
period, a criminal has the possibility, but not the
obligation, to pay a certain “price” in return for an
asset that has some value. When the criminal
decision is made, the option is exercised, which
is an irreversible decision.

Cassimon et al. (2013) apply a criminal real
option framework to criminal states. They study
two episodes of criminal behavior by Rwanda in
the Democratic Republic of Congo (DRC):
the massive killing of Hutu refugees by the
Rwanda Patriotic Army (RPA) in late 1996 to
early 1997 and the illegal exploitation of Congo-
lese resources from August 1998. They show how
the international community can optimally inter-
vene proactively, by reducing the incentives for
criminal states to execute their criminal options.

While the above studies focus on handling
uncertainty from an agent’s point of view, other
studies use real option modeling from a law-
maker’s point of view. Deffains and Obidzinski
(2009) apply the real option approach to the
design of legal rules. Rulemakers face the choice
between rule-based regulation and standard-based
regulation. Detailed rules provide clear guidance
to agents but are more costly to create ex ante and
risk to become obsolete over time as market con-
ditions vary. Standards are more flexible as they
allow to adapt regulation more easily to the chang-
ing environment, but they are more costly in court
interpretation ex post as interpretation is more
ambiguous. A real option framework shows that
this choice depends on the variability of contin-
gencies and on the degree of innovation in the area
of the law. Adding the timing dimension and
uncertainty to the classic trade-off between rule
and standard allows to move from a static to a
more dynamic perspective which is closer to real-
life decision-making. In a similar vein, Parisi et al.
(2004) analyze the value of waiting in lawmaking.
Waiting to enact a certain law while collecting
more information can be a better choice than
being stuck in an ineffective or undesirable rule.

Lee et al. (2007) analyze the impact of bank-
ruptcy law on entrepreneurial risk taking through
a real option lens. They argue that society
will benefit from more entrepreneur-friendly
bankruptcy laws. Speedy bankruptcy procedures,
discharging bankrupt individuals from debt, and
automatic stay on assets will allow inefficient
firms to exit more easily and will encourage
potential entrepreneurs to enter the market with-
out having to be afraid of the damaging conse-
quences of a possible bankruptcy. Using a real
option perspective, this study clearly shows the
impact of the design of legal rules on entrepre-
neurial activity at the societal level.
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of private or public lawmakers who intend to
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regulatory competition. Moreover, we investi-
gate whether and how lawmakers respond to
these endeavors by adapting their national cor-
porate, insolvency, capital markets, and envi-
ronmental law as well as product standards.
Defining Regulatory Competition

Regulatory competition describes the activity of
private or public lawmakers who intend to produce
novel or alter current legislation in response to
competitive pressure from other private or public
lawmakers (Hornuf and Lindner 2016). It is often
private lawmakers, nation-states, regions, commu-
nities, and supranational organizations that engage
in such competitive processes.

The literature distinguishes two forms of regu-
latory competition. First, Tiebout (1965) outlines
a theoretical framework in which lawmakers offer
a package of goods and services to legal entities
under their jurisdiction. These legal entities can be
individuals, companies, or other organizations
recognized by law. In return for this package
of goods and services, legal entities make tax
payments. Unlike lawmakers, legal entities are
mobile and spur the competitive process by phys-
ically moving to regions where legislators offer
the best bundle of goods and services. Companies
usually do this by moving their headquarters or by
investing in production sites in the respective
region. Typical bundles offered by lawmakers
may encompass a certain physical and legal
infrastructure, the latter of which includes, for
example, specific taxes; corporate, bankruptcy,
and environmental laws; and product safety and
labor market standards.

Second, regulatory competition can also arise
from unbundling certain legal rules from the phys-
ical location of a legal entity (Heine and Kerber
2002; Eidenmüller 2011). A possible constella-
tion would be when a company locates its head-
quarter in the United States, adopts the company
law of England and Wales, finances projects with
debt securities under the law of the Cayman
Island, and settles disputes in a Swiss court
under French law. If the choice of law is indepen-
dent of the physical location of a legal entity, this
allows individuals and companies to cherry-pick
the rules that are most suitable for their respective
business transaction. Moreover, from an eco-
nomic perspective, lawmakers that engage in this
type of regulatory competition can better special-
ize in certain legal products and do not need to
offer a complete bundle of laws to their customers.

The welfare implications of regulatory compe-
tition have been subject to a long-standing dispute
in the law and economics literature. Most promi-
nently, they were debated in the field of corporate
law as unbundled competitive processes. While
some scholars have persistently claimed that reg-
ulatory competition leads to the implementation
of optimal legal rules, also known as the race-to-
the-top hypothesis (see Winter 1977; Fischel
1982; Romano 1987), others have argued that
regulatory competition leads to the prevalence of
the lowest respective standards, also referred to as
the race-to-the-bottom hypothesis (see Cary
1974; Bebchuk and Hamdani 2002). From a
multi-level perspective, Sinn (1997) theoretically
argues that when government regulation serves a
purpose such as to overcome market failure and
later becomes subject to competition on a higher
regulatory level, regulatory competition again
leads to economic inefficiencies.
Regulatory Competition in
Corporate Law

In corporate law, conflict-of-law rules define
whether legal arbitrage by companies in the
respective jurisdictions is possible, which is a
necessary, though not sufficient, condition for
regulatory competition. Legal arbitrage can be
understood as a legal planning technique that is
carried out to avoid taxes and other legal rules to
circumvent regulatory costs (Fleischer 2010). At
the national level, legislators can apply either the
real seat theory (siège réel) or the incorporation
theory when dealing with foreign companies.
After World War II, the real seat theory was
most prevalent in Western Europe, practically
prohibiting a free choice of law independent of
corporate headquarters. Nevertheless, the mobil-
ity of companies has been a cornerstone of the
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Single European Market, leading the European
Court of Justice (ECJ) to interpret Art. 49, 54
TFEU (formerly Art. 43, 48 EC Treaty and, before
that, Art. 52, 58 EEC), regarding cross-border
company mobility. Starting with the Daily Mail
(Case C-81/87, 27 September 1988) in 1988,
the ECJ had largely abolished the real seat
theory by the turn of the millennium, with the
famous decisions on the Centros (Case C-212/
97, 9 March 1999), Überseering (Case C-208/00,
5 November 2002), and Inspire Art (Case C-167/
01, 30 September 2003) cases.

Regarding inbound cases, in which a foreign
company seeks to immigrate into a certain juris-
diction, the ECJ found that companies registered
under the law of their home member state had the
right to transfer their head office to another mem-
ber state. Unlike before, this could now be
achieved without liquidating the original com-
pany and reestablishing a new legal entity. Con-
sequently, the host member state must recognize
the foreign company, which does not need to meet
standards such as the minimum capital require-
ment for incorporation in this country. The foun-
der of a company can thus choose a company law
that best suits the business needs independent of
the company’s real seat. This rule largely paved
the way for regulatory competition in the
European Union (EU). Conversely, companies
that intend to emigrate are still restricted by
national legislation, as member states still have
the power to prohibit such outbound cases.
According to ECJ’s Daily Mail (Case C-81/87,
27 September 1988), Cartesio (Case C-210/06,
16 December 2008), and National Grid Indus
(Case C-371/10, 29 November 2011) decisions,
home member states can require companies to
have their registered office and head office under
the national law of the respective territory. Other-
wise, the company may need to be dissolved.
Finally, the ECJ recently enabled existing compa-
nies to move their statutory seat to another juris-
diction in the Cartesio (Case C-210/06,
16 December 2008) and VALE (Case C-378/10,
12 September 2012) decisions of 2008 and 2012.
Although such a transfer of the registered office
necessarily leads to a conversion of the company
into a company governed by the law of the new
member state, the company no longer must be
dissolved.

How did national lawmakers react? Since
2003, not less than ten major company law
reforms have been implemented in nine EU mem-
ber states (Hornuf and Lindner 2016). Lawmakers
in France (in 2003 and 2008), Hungary (in 2007),
Germany (in 2008), Poland (in 2008), Denmark
(in 2010), Sweden (in 2010), and the Netherlands
(in 2012) were forced to reduce the minimum
capital requirement for national legal forms, and
many of these jurisdictions abolished the mini-
mum capital requirement altogether. Seven years
after the initial reform, Hungary decided to raise
the minimum capital requirement back to the ini-
tial level. In some cases, lawmakers introduced a
new legal form, abolished the notary requirement
for setting up a company, or allowed for electronic
company registrations and document filings. In
almost all cases, the administrative speed of incor-
poration was increased. These factors were previ-
ously found to be the main drivers of legal
arbitrage (Becht et al. 2008), and thus regulatory
reforms might be considered a response to the
competitive pressure exerted, mostly by the
English Limited. Braun et al. (2013) show that
the reduction of the minimum capital requirement
helped countries not only improve the attractive-
ness of the national legal form but also increase
entrepreneurial activities in general.

Unlike in Europe, where regulatory competi-
tion might also be driven by the pride of national
lawmakers to offer the “regulation of choice,”
which fosters a prosperous private legal industry,
the main objectives for US lawmakers to engage
in regulatory competition and to create new com-
pany law rules is the ability to raise charter fees.
Recently, approximately two-thirds of Fortune
500 companies and more than four-fifths of all
new US initial public offerings chose to incorpo-
rate in Delaware (Bullock 2013). Although evi-
dence shows that companies not incorporating in
Delaware are subject to a home-state bias
(Bebchuk and Cohen 2003), Delaware still col-
lects approximately one-fourth of its overall tax
revenues through business entity taxes and fees
as well as Delaware Uniform Commercial Code
fees (Bullock 2013). In Europe, such financial
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incentives to engage in regulatory competition do
not exist as the collection of charter fees is gener-
ally prohibited by EU legislation.

Not only does regulatory competition in cor-
porate law take place horizontally between differ-
ent US states or European nation-states, but it also
occurs vertically between, for example, Canadian
provinces and the federal lawmakers or national
legislators and the supranational EU. In Europe,
a supranational corporate law form was
established with the Statute for a European Com-
pany (Societas Europaea, SE). Importantly, the
European Company did not provide a full com-
pany law but rather refers somematerial matters to
the national corporate law of the member states.
Here, the scope for legal arbitrage emerges. While
companies might adopt the European Company
for various reasons, early evidence indicates that
companies may choose the SE to freeze or rene-
gotiate mandatory codetermination as well as to
establish a one-tier board structure, especially if
that was not possible under national corporate law
(Eidenmüller et al. 2009). Fierce vertical regula-
tory competition in corporate law did not emerge
until more recently. After reviewing the SE Stat-
ute in 2012, the European Commission noted that
any benefits of a reform would not outweigh the
potential challenges. Consequently, there was no
intent to improve the competitive stance of the
European Company. The proposal of a European
private limited liability company (Societas
Privata Europaea, SPE) faced opposition by
some member states early on and so far has not
been approved by the Council of the European
Union.
Regulatory Competition in
Insolvency Law

Insolvency laws in the EU are not harmonized;
rather, individual jurisdictions keep their own
national rules and proceedings. As a result, legal
arbitrage activities of consumers and companies
can theoretically spur regulatory competition. In
the realm of personal insolvencies, consumers
may shop, for example, for a shorter statutory
discharge period. The discharge period can range
from under 3 years in countries such as France,
Latvia, Poland, or England and Wales and
increase to at least 5 years such as in Austria and
previously Germany (Drometer and Oesingmann
2015). Other variations in the insolvency regime
concern the right of debtors to prevent a discharge
because of misconduct on the borrower side,
which may exist in some jurisdictions but not in
others. From an economic perspective, shorter
discharge periods spur consumption and support
individual risk taking. By contrast, the prospects
of a discharge also increase the moral hazard
problem and weaken credit discipline (Adler
et al. 2000). During the past decades, reforms in
consumer insolvency laws did not, however,
solely result from lawmakers engaging in regula-
tory competition; they are also a consequence of
the growing over-indebtedness of consumers in
general.

As in the case of personal insolvencies, a cor-
porate insolvency proceeding under European
rules is opened under the law of the debtor’s
center of main interests (COMI). According to
the latest Insolvency Regulation Recast, the
COMI is the place where the debtor conducts the
administration of its interest on a regular basis and
which is ascertainable by third parties. Given that
almost one-fourth of the approximately 200,000
companies that experienced insolvency in Europe
between 2009 and 2011 engaged in cross-border
activities, some leeway emerged for them to
engage in forum shopping. That companies
indeed attempt to engage in forum shopping was
prominently shown by the insolvency proceed-
ings of Deutsche Nickel and Schefenacker. The
head office of both companies was historically
based in Germany; however, by merging or sell-
ing the company (partly) to a legal entity under
English law, both companies attempted to move
their head offices to Great Britain to start an insol-
vency procedure under English law. Under
English rules, creditors can, for example, choose
an insolvency administrator of their liking and
benefit from extended procedural deadlines, and
creditors do not need the consent of the previous
owners to swap debt to equity. To the best of our
knowledge, this form of legal arbitrage did not
become a mass phenomenon, partly because of
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legal uncertainty about whether such a move of
the company seat is legitimate. While legal
reforms in insolvency laws have recently taken
place, there is no clear-cut evidence that they were
the result of regulatory competition.

In the United States, lawmakers established a
single federal bankruptcy code. Nevertheless,
some scholars argue that judges still have a suffi-
cient leeway to develop a state-specific approach
to bankruptcy law (Skeel 1998) and that courts
can apply state law, for example, to determine the
fiduciary duties of managers (Skeel 2000). More-
over, LoPucki (2006) claims that judges are often
motivated by the glamor of dealing with insol-
vencies of well-known companies, which brings
about a better standing for them in the legal com-
munity. Moreover, bankruptcy bars exert pres-
sure, which resulted in business activities
moving to New York and Delaware (LoPucki
and Kalin 2001). As only minor differences exist
in the US bankruptcy code, forum shopping is
often limited to large borrowers and Chapter 11
prepackaged bankruptcies (Enriques and Gelter
2007), in which debtors offer a plan to creditors,
who then vote in its favor before a bankruptcy
case is filed with the court.
R

Regulatory Competition in Capital
Markets Law

Capital markets have unique features that facili-
tate regulatory competition (Ringe 2016). On the
one hand, capital markets are essential for many
economic activities and thus put substantial pres-
sure on regulators to provide efficient laws. On the
other hand, regulatory competition in capital mar-
ket law emerges not only from issuers deciding for
one regulatory regime from a range of options but
also from issuers’ cross-listing their securities in
different markets across different jurisdictions.
For example, a company in Angola could issue
securities on the new Angola Stock Exchange and
have additional disclosure standards imposed by
the New York Stock Exchange. The number of
companies listing securities outside their place of
incorporation as well as the number of cross-
listings has grown significantly, which has
resulted in increased competition between stock
exchanges in the United States and Europe (Kim
and Pinnuck 2014). A frequently mentioned rea-
son for companies to cross-list is the so-called
legal bonding to more rigorous disclosure stan-
dards to improve access to capital, which in turn
lowers the cost of capital and increases the value
of a company (Doidge et al. 2004). Coffee (2002)
provides a detailed summary of research on the
bonding theory.

The main challenge for lawmakers in formu-
lating adequate regulatory instruments in the
financial sector comes from the threat of negative
consequences for financial stability (Ringe 2016).
Thus, a global effort was made to achieve finan-
cial stability and has resulted in widespread
attempts of harmonization. Worldwide, the most
prominent example is the process of harmonizing
banks’ capital requirements by the Basel Accords
of the G20 group. Moreover, in the aftermath of
the financial crisis, the EU and its member states
have strengthened capital market regulation as
well as supervision and prioritized regulatory con-
vergence over regulatory competition in the finan-
cial sector. The Capital Markets Union, a recent
initiative of the European Commission, aims to
create a single market for capital across all EU
member states by removing barriers to cross-
border investment. Against the backdrop that
issuers want to reach capital providers, investor
protection regulation also plays a central role in
harmonizing capital markets law. For example,
the European Markets in Financial Instruments
Directive is a strong step forward in converging
regulation regarding securities trading in the EU.

As in the other domains, the question has been
raised whether regulatory competition in capital
market law is likely to yield a race to the top or a
race to the bottom. In line with the legal bonding
theory, substantial evidence shows that countries
with more disclosure requirements andmore strin-
gent corporate governance rules provide a more
attractive capital market environment with lower
cost of capital for listed companies (Prentice
2002). This should motivate countries to raise
their disclosure and governance standards to
attract more company listings. However, Prentice
(2005) notes that in capital markets, no true
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competition emerges and that a race to the bottom
is more likely because the choice of listing is not
made by companies but by self-interested man-
agers. In addition, some scholars focus on regula-
tory competition among security exchanges and
note that this competition does not necessarily
yield a race with respect to listing standards but
will more likely result in an endogenous segmen-
tation of the capital market for listings with first-
tier and lower-tier market segments (Chemmanur
and Fulghieri 2006).
Regulatory Competition in
Environmental Law

From a political economy perspective, environ-
mental policy making results from the interaction
between lawmakers and various interest groups.
These interest groups demand different environ-
mental measures and put pressure on lawmakers
to decide in their favor (Oates and Portney 2003).
For example, voters who call for stricter pollution
regulation can threaten governments to withdraw
their support during the next election. In this con-
text, the debate also targets the extent to which the
implementation of new regulatory instruments is
influenced by well-organized interest groups,
such as producers and consumers.

Yet, taking international trade into account, it is
argued that when states are confronted with eco-
nomic competition, they have an incentive to
adopt lax environmental standards to attract com-
panies and capital, which leads to a race to the
bottom of environmental standards (Engel 1996).
Regulatory competition would then result in a
reduction of environmental protection efforts to
the level of the least stringent state. One main
reason for this trend is the presence of excessive
market power of the industry (Engel 1996).

However, there is no clear indication that envi-
ronmental regulatory competition necessarily
leads to the lowest possible standard to prevail.
There might also be a weaker form of the race-to-
the-bottom tendency, in which only some states
lower their environmental standards under the
competitive pressure, and thus not all states con-
verge to the least stringent state (Konisky 2007).
Moreover, Vogel (1997) postulates that the exis-
tence of more stringent environmental standards
in one country could even trigger a race to the top
as companies in other countries want to export
their goods and services to the high-standard
country and thus must adopt the more stringent
environmental standards (the so-called California
effect). To avoid the costs of double regulation,
companies might lobby their governments to reg-
ulate specific environmental issues in accordance
with the high-standard countries that exports tar-
get. Indeed, an empirical investigation shows that
even before the EU adopted a directive regarding
a specific environmental regulation instrument, a
diffusion process had begun, kicking off a race to
the top among member states (Holzinger and
Sommerer 2011).

Finally, more environmental standard setting is
implemented and harmonized at the international
and supranational level. This can be expected to
further increase, for example, under the auspices
of the United Nations’ Paris Agreement, in which
195 nations agreed to undertake ambitious efforts
to combat climate change. With accelerating i-
nternationalization of environmental regulation,
the opportunities to differentiate and compete
between single regulators might vanish. Heyvaert
(2013) argues, however, that sufficient scope for
decentralized regulators remains to implement
differential environmental regulation, particularly
because only few international environmental
standards are truly global and there is also flexi-
bility within transnational regimes.
Regulatory Competition in Product
Standards

Consumers are directly affected by regulatory
competition when it comes to product standards.
Building on Akerlof’s (1970) theory of adverse
selection, Sinn (1997, 2003) argues that consumer
markets are characterized by information asym-
metry between consumers and sellers because
consumers cannot fully elicit product qualities.
This is especially relevant for products whose
quality is not likely to be detected because they
are not frequently purchased or their value is too
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low to justify intensive information gathering.
This information asymmetry can lead to low-
quality equilibrium in which informed sellers
oversupply low-quality products and undersupply
high-quality ones. To reduce the negative conse-
quences of such market failures, regulators spec-
ify minimum product standards.

Thus, governments intervene where markets
have failed. Yet regulatory competition can
emerge as countries engage in protectionist prac-
tices by undercutting product standards of com-
peting countries to give their own industries a
competitive advantage. According to Sinn
(1997), the erosion of product standards could
follow this activity and reduce consumer protec-
tion. In this vein, the recent effort in implementing
international trade and investment partnerships
across the world is of particular importance. Free
trade agreements such as the Transatlantic Trade
and Investment Partnership promise strong posi-
tive welfare implications through the repeal
of non-tariff barriers and the harmonization of
standards that act as barriers to trade. However,
in particular the harmonization of quality stan-
dards resulted in public uprising because people
feared that the new product standards could not
meet pervious national consumer protection
preferences.

In the EU, a new era of European competition
began with the Cassis-de-Dijon (Case C-120/78,
20 February 1979) decision (Sinn 2003). The ECJ
held that a regulation applying import restrictions
to a product legally produced in one of the EU
member states was an unlawful restriction on the
free movement of goods. The goal of this judg-
ment was to prevent protectionism of national
governments. However, if consumers are unable
to distinguish different national quality standards
of a product, this judgment could result in Europe
settling at an equilibrium with inefficiently low
product standards (Sinn 1997). Thus, considering
that regulatory competition is not efficient, Sinn
(2003) contends that more centralized actions in
the EU should be considered. In this sense, a
central supervisory authority that supervises prod-
uct quality from a consumer protection perspec-
tive would be helpful – as in the case of the US
Food and Drug Administration.
Summary and Outlook

Regulatory competition in the spirit of the Tiebout
(1965) model today is a widespread phenomenon
on the regional, national, and global level. Law-
makers permanently attempt to direct individuals,
companies, and capital to their home jurisdictions
by changing their applicable law and infrastruc-
ture vis-à-vis those in other countries. While this
process often improves the conditions for legal
entities to conduct business and other operations,
in certain situations it might also lead to a race to
laxity. Regulatory harmonization might then be
the policy tool of choice and is, for example,
argued to foster financial stability in capital mar-
kets. Yet, the so-called Brexit vote, in which the
citizens of Great Britain recently decided to leave
the EU, can be interpreted as an attempt to flee
European harmonization and become more flexi-
ble to engage in regulatory competition again. The
UK prime minister, for example, already endorsed
a move by the previous conservative government
to reduce the corporate tax rate, not least to attract
foreign companies. However, the introduction of
regulatory uncertainty in other areas of the law
could backfire, especially if legal entities prefer
regulatory certainty to more benevolent legal
rules. Thus, future research might investigate the
trade-off between the benefits of harmonization
and regulatory competition, how nation-states and
supranational organizations should optimally
position themselves in a multi-level setting such
as the EU, and which welfare effects the various
actors can expect.

With regard to regulatory competition in the
form of unbundling of legal rules, the debate
among US scholars largely ended in the 1990s,
with some scholars proclaiming that the regula-
tory race is a “race to nowhere in particular”
(Bratton 1994, p. 401). As such, regulatory com-
petition at the US state level has frequently led to
desirable results but has also been shown to have
mixed effects for shareholders such as in the case
of takeover legislation (Romano 1992). In
Europe, the debate is not entirely solved yet.

Although we attempted to draw a comprehen-
sive picture of the regulatory competition litera-
ture, many areas could not be covered because of
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the limited scope of this chapter. Researchers have
inter alia also investigated regulatory competition
in the domain of marriage law, the legal process
and arbitration procedures (O’Hara and Ribstein
2009), as well as competition law (Gabor 2013).
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Definition

Regulatory Impact Assessment is a tool for
law-making, which makes use of economic
criteria and techniques, such as Pareto-efficiency
and cost-benefit analysis. It has been developed
from the mid-seventies of the twentieth century
and until now is in use worldwide, mainly pushed
by OECD and the European Union. RIA reflects
pragmatism.

The economic analysis of law, although having
early roots in Europe at the age of enlightenment,
has become a worldwide renown scientific
approach and a vast field of interdisciplinary
research at the intersection of economics and the
law. It meets highest standards of sophisticated
research and at the same time serves as method-
ology for policy recommendations.
Wolfgang Weigel has retired.
For decades the two fields developed without
explicit reference to each other. So the question
emerges, what they have in common and what are
the differences. This is shown and complementary
use is advocated.
What’s Up?

In this entry it is shown what “Regulatory Impact
Assessment” has in common with the economic
approach to the law or “law and economics.”
Intuitively, “regulation” and “laws” have a com-
mon scope. Moreover, they can be treated with
the same tool: economics. But what makes them
differ? For one it is the history of origins; this is
remarkable inasmuch most of the time, there are
nomutual references! Secondly it is in the purpose
and thirdly in the range. While laws form the
molecules of the judicial framework of every
society, regulation is seen to form an essential
part of economic policy making. However, in the
influential view of the Organization for Economic
Cooperation and Development (OECD) regula-
tory impact assessment – RIA for short – takes a
much wider stance than the law inasmuch it is a
tool, which meanwhile even by scholars of the
doctrine of law-making (Gesetzgebungslehre) is
acknowledged as the most comprehensive among
the tools for the accomplishment of their task
(Schäffer 2007)! But how does this fit into the
observation that with respect to economics RIA
seems essentially to rest on cost-benefit-analysis
and little else, while the economic analysis of
law makes use of the full range of microeconomic
theory. Still there is a bracket around these which
is welfare economics and a more comprehensive
approach named new institutional economics, to
be outlined later.

In order to elaborate on the commonalities
and differences of RIA and Law and Economics,
in the entry I proceed as follows: section
“The Notion of “Regulation” and the Focus of
“Regulatory Impact Assessment”” deals with the
notions of “regulation” as well as “regulatory
impact assessment” (RIA for short), a brief history
of RIA and distinct properties. It follows a re-
fresher of the approach of the economic analysis
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of law (EAL) in section “ABird’s Eye View of the
Economic Analysis of Law,” the core- chapter on
the comparison (section “The Overlap”), followed
by a brief outlook (section “Outlook”).
The Notion of “Regulation” and the
Focus of “Regulatory Impact
Assessment”

Regulation
It is important to note that the term “regulation”
here is not meant in the narrow sense of imposing
government constraints on private undertakings
alone!

In fact, regulation is understood as a particular
kind of incentive mechanism, namely, a set of
incentives established either by the legislature, gov-
ernment, or public administration that mandates or
prohibits actions of citizens and enterprises. Regu-
lations are supported by the explicit threat of pun-
ishment for noncompliance (ideas on which
scholars of EAL definitely will perfectly agree).

Finally, regulation here includes the full range
of legal instruments and decisions – constitutions,
parliamentary laws, subordinate legislation,
decrees, orders, norms, licenses, plans, codes,
and often even “grey” regulations such as guid-
ance and instructions. Note that this view of
regulation contrasts to the usual and somewhat
narrower understanding of regulation as, for
example, in Ogus (2004).

And when President Barack Obama made
Cass Sunstein of Harvard head of the Office of
Information and Regulatory Affairs (OIRA), even
“nudging” became part of the regulatory arsenal.
Here, nudging refers to means, by which people
are gently induced to make appropriate decisions
or act in a specific way. No explicit constraints are
used and no particular enforcement mechanisms.

The instrumental use of regulation is closely
tied to “market failures.” From existing manuals
by OECD and from instructions provided through
several US-presidents’ executive orders, the fol-
lowing list emerges:

• Monopolies and natural monopolies
• Information Inadequacies
• Continuity and availability of services
• Anticompetitive behavior and predatory

pricing
• Moral hazard in the presence of public goods
• Unequal bargaining power
• Scarcity and rationing
• Distributional justice and social policy
• Rationalization and coordination
• Planning
• Myopic behavior

One important observation regarding the use
of regulation must be stressed here: Public poli-
cies can be classified as “resource” – intensive and
as “regulation” – intensive. To illustrate: A gov-
ernment may intend to cut carbon-dioxide-
emissions by the reduction of exhaust-fume of
cars. This can readily be pursued by an order,
stating that car-owners are obliged to prove instal-
lation of the most advanced catalytic converter in
the car by the end of the year. This would be at the
cost of the owners and just leave enforcement
costs with the government. However, we could
imagine that government wants to make sure that
the task is accomplished with minimum delay and
allocate a certain amount out of the budget for the
installation of the devices. This truly would be
a resource-intensive undertaking. So with respect
to public policy, spending and regulation are
substitutes here!

However, since spending programs by the rule
of law must rest on a law, the view put forward
above requires some “metatheory of regulation,”
which conveys the rationale for an initial frame-
work of some order. As will be pointed out a little
later, “new institutional economics” could serve
as such metatheory.

Having investigated the notion of regulation, it
is now time to turn to.
Regulatory Impact Assessment

A RIA is simply a way of gathering and organizing
information about the expected impacts of a law or
regulation and its major feasible alternatives.
(Morrall 1994, p. 3, see also this Encyclopedia,
Lanneau, R., “Regulatory Impact Analysis”)

“The purpose of RIA is to improve the quality of
government interventions. It operates on familiar
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principles and seeks first to ensure that the impacts
both intended and unintended of proposed legisla-
tion and regulations are assessed in advance, and
form an input into decision-making. RIA begins by
answering the questions: Will the proposed inter-
vention actually cause welfare to increase? What
are the economic effects, i.e., how do the benefits
stack up against the costs?” “Next, RIA highlights
the strictly redistributive impact of proposed gov-
ernment intervention and establishes precisely who
wins, who pays and how much” (Quotations from
manuals on RIA by OECD 1997a).

Basically, a RIA has two underpinnings, one
being an almost exhaustive checklist for regula-
tory undertakings and the second a rigorous cost-
benefit analysis. The gist of the checklist is the
following (Council of the OECD 1995):

1. Is the problem correctly defined?
2. Is government action justified?
3. Is regulation the best form of government

action?
4. Is there a legal basis for regulation?
5. What is the appropriate level (or levels) of

government for this action?
6. Do the benefits of regulation justify the costs?
7. Is the distribution of effects across society

transparent?
8. Is the regulation clear, consistent, comprehen-

sible, and accessible to users?
9. Have all interested parties had the opportunity

to present their views?
10. How will compliance be achieved?

This list obviously requires typical consider-
ations rooted in economic analysis, such as looking
for alternatives and their consideration, as well
as cost benefit analysis (see this Encyclopedia,
Torriti, J., “▶Cost–Benefit Analysis”). Moreover,
it stresses procedural rules (cf. point 9) as well as
typical issues of compliance and enforcement,
respectively (cf. point 10) (which are, almost need-
less to say, considerations most familiar to the
scholar of the economic analysis of law).

Ultimately, each of these questions requires
treatment of the following steps: An analysis
of the status quo as well as the need of interven-
tion, an analysis of alternative ways to come to
grips with a problem, including consultations
and the collection of information. From this the
most preferred action should emerge, depicted in
adequate measures, which then allow drafting
(Renda 2010).

The generality of the procedures conveys a hint
as to why in the doctrine of law-making RIA has
such a prominent stance.

From First Oil-Crisis to Smart Regulation: A
Very Brief Look on the History
After the oil-price-shock of 1974, the Ford-
administration initiated measures to stabilize the
economy with primary concern about inflation
and employment. To this end, all regulations had
to be checked for their effectiveness and subse-
quently reconciled with the “office of manage-
ment and budget.” So in the very beginning it
was a device to check macropolicies. However,
it were the frictions in the implementation of the
policies, which were the primary focus of said
checks! The respective attempts appear to have
been quite promising. Consequently the first exec-
utive order regarding the systematic use of RIA
was enacted by President Reagan 1981, (Order
12291). There one could read: “Regulatory action
should not be undertaken unless the potential ben-
efits to society for the regulation outweigh the
potential costs to society . . . Regulatory objec-
tives shall be chosen to maximize the net benefits
to society.”

While RIA enjoyed changing popularity in
subsequent years, it received stimulation from
a study by Hopkins (1996), who shows that the
aggregate compliance cost from federal regulation
borne by the private sector and territorial author-
ities amounted to US $ 668 billion or approxi-
mately 10% of GDP in 1995. This was, when
the struggle against frictions in the economy due
to flaws in regulation started, aptly illustrated
by the upswing of the “office of information and
regulatory affairs,” founded by President Clinton
through executive order 12866, which quickly
reached 40 permanent staff.

Whereas several countries outside the USA
fairly early adopted RIA, the boost came from an
initiative of (OECD 1997b) regarding “transition
economies,” culminating in the program SIGMA
(Support for Improvement in Governance and
Management in Central and Eastern European

https://doi.org/10.1007/978-1-4614-7753-2_124
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Countries) and PUMA (Public Management
Service). Via OECD it entered the EU, where it
first was adopted under the label “less and better
regulation” which has muted to “smart regula-
tion” meanwhile, being widely used, as can be
seen from an ever increasing number of studies
on http://ria-studies.net/en (cf Renda 2010).

Where Hope Lies There Is Also
Disappointment
RIA for sure corresponds to the claim of a com-
prehensive approach. It meets several demands to
a tool of law-making, the most prominent being
lucidity and traceability, flexibility, and consis-
tency. Moreover, it meets technical standards of
lawmaking such as terminology and the allocation
of competences, but also standards of implemen-
tation, such as practicality, feasibility, enforceabil-
ity, but also acceptance.

The most prominent features are however
those of economic efficiency as well as effective-
ness, where the former is enhanced by cost-benefit
analysis as the economic core of the tool. In a
nutshell, the basic structure of every CBA is to
secure that B(x) � C(x) � 0, where B are the
(aggregated social) benefits (appropriately mea-
sured) of an act such as lowering/increasing
the degree of regulation to some desired level x
and C are the (social) costs. In the case of a
continuous variation of x the criterion requires
that @B/@x = @C/@x, constraints and contingen-
cies notwithstanding.

The benefits B, accruing from some project
(level of regulation) x, are captured by the (con-
sumer) surplus brought about at prevailing
(imputed) price of some regulations.

The basic structure of CBA is structurally
equivalent to the Kaldor–Hicks test, which
means that ostensibly there is a rigorous criterion
for the selection of solutions to a regulatory
agenda. However, one has to be cautious here
for at least two reasons.

Leaving the tool itself unquestioned, the
Kaldor–Hicks test itself has a serious weakness in
its distributional ambiguity: To illustrate, assume
that the benefits from some environmental mea-
sures go to a densely populated area, while the
(opportunity) costs are borne by taxpayers. Then
the aggregated individual benefits may be equally
distributed among the beneficiaries. But assume
now that the beneficiary is a single entrepreneur
owning the large parcel of land, whichwill increase
in value to the level B. Such effect makes the
beneficiary in a sense privileged, although the cri-
terion for potential compensation still holds.

But there is a still harder objection: CBA
carried out lege artis follows a couple of strict
assumptions rooted in neoclassical microeconom-
ics. And it is held that in many cases these could –
or should – not be applied, which can easily be
seen from the increasing number of deviations
from neoclassical results brought about by
“behavioral” and “experimental” economics,
respectively (Camerer et al. 2011)

It is worth mentioning here that in the EU a
“better regulation package” was released in May
2015, which partly took account of the methodo-
logical weaknesses just pointed out.

With respect to the relatedness to the “eco-
nomic analysis of law,” the following features of
RIA should be recalled:

RIA is definitely rooted in Paretian welfare
economics (see the citation from President
Reagan’s executive order, supra)

Closely related to the latter is “methodological
individualism”

RIA takes a weak “consequentialist” view.
This can be inferred from the OECD-checklist
(supra), which implicitly at least asks for ethical
or moral justifications. Moreover, the questions
regarding distributive issues as well as the com-
prehension of affected groups underline this view
inasmuch they point to certain underpinnings
regarding standard perceptions of a society.

Before some commonalities and differences
are pointed out, a view on the “economic analysis
of law” (EAL) is due.
A Bird’s Eye View of the Economic
Analysis of Law

Given the broad understanding of RIA in the view
of OECD (which is shared by the EU), one may
ask, if in law and economics the notion of a “law”
might have a different meaning here than in the

http://ria-studies.net/en
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concept of RIA. Well, upon inspection of some
definitions of a law, one does not get a clear idea.
Here are just two tasters:

“A rule of conduct or procedure established by
custom, agreement, or authority” or “A statute,
ordinance, or other rule enacted by a legislature.”

Both give rise to similar implications: it is not
the “nature” of the legal rule which is at stake, but
the way of formation through a distinct procedure.

This is, why the law eventually is contrasted
to “norms” and “standards,” as, for instance, in a
well known article by Michael Adams (2002).
The latter are seen as outcomes of voluntary
agreements (within an industry, say) or collective
action of some kind, as in the exceptional book on
“social institutions” by Schotter (1981).

This notwithstanding, the legislature might
have some discretion in choosing the rule, which
is established, provided it is backed by the super-
ordinate legislature.

Unfortunately, the domain of the economic
analysis of law appears to be slightly broader
than that (in the meantime). Recall that
sometimes – and especially with respect to inter-
national law – it is referred to “soft law” (Gersen
and Posner 2008).

So summarizing “law” and “regulation” do
overlap to a considerable extent with respect to
the domain.

What about the scope of analysis?
In contrast, look at this: “Economic analysis of

law seeks to answer two basic questions about
legal rules. Namely, what are the effects of legal
rules on the behavior of relevant actors? And are
these effects of legal rules socially desirable?”
(Kaplow and Shavell 2002, p. 1661), and one
must add: how can they be improved so as to
meet the measures of social efficiency?

Since the law guides the legislature, the exec-
utive branch, as well as the judiciary, the domain
of the approach is all-encompassing.

In pursuing its purpose, the approach follows

• Paretian welfare economics
• In particular a methodological individualism
• Most of the time assuming rationally deciding

people (“homo oeconomicus”)
• And a consequentialist view.
However, the quickly emerging psychology-
prone contributions appear to lead to an erosion
of both, the rationality-assumption and conse-
quentialism, since the patterns guiding judgement
as well as decision are more and more coming to
the fore.
The Overlap

Before looking at the commonalities, one
remarkable detail in the history of RIA is
worth stressing: Looking at the publications
dealing with RIA and as mentioned in the intro-
duction most of the time, there is no reference
whatsoever to the economic approach to law
(and vice- versa!). To assure oneself, one
might consult the OECD’s website on this
issue, but this would be in vain! One thus gets
the impression that the approach neglects the
many valuable insights from an economic anal-
ysis of law regarding incentives of people in
any social role, consumers, entrepreneurs, pol-
iticians, bureaucrats, judges, mothers, thieves,
whatever, despite the fact that regulation is
considered an “incentive mechanism” (supra,
at section “Regulation”).

However, while after first inspection, the
main tool of RIA is identical with the main tool
of EAL, evidently there are considerable differ-
ences which come to mind immediately. The
most important of these differences seems to
be that in the course of a RIA typically no
analysis is undertaken, of how a single represen-
tative individual would react to a norm; that is to
say, how this person would calculate expected
benefits and expected cost, so as to make the
inherent incentives and likely transaction costs
(broadly defined) of some regulation more
visible. Instead, an aggregate measure is sought
right away.

Now it is beyond the scope of this note to treat
the steps of a RIA in detail. However, some of the
requirements, as laid down in several guidelines
as well as the Clinton Directive (Executive order
12866), deserve mention:

One such requirement is the “statement of
need,” which is supposed to justify government
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intervention (a list of reasons for regulation has
been given above).

Moreover, the possibility of “over-regulation”
due to preceding rent-seeking must be stressed
here, which, in terms of economic analysis of
law, can be seen as a treatment of malfunctions
of a law, thus fitting into the list of purposes
according to Kaplow and Shavell (supra).

But from time to time RIA appears to be even
a kind of extension of the domain of the eco-
nomic analysis of law (EAL). The importance
and the relevance of EAL lies in the general and
robust theoretical results, e.g., regarding incen-
tives of all kinds (e.g., regarding liability rules
vs. property rights or different kinds of punish-
ment and so on). In contrast and taking a norma-
tive stance, the aforementioned directives point
out that different standards of safety and quality
of commodities are legitimate according to spe-
cific demands; even the legitimacy of barriers to
entry for distinct professions is stressed, one
example being pilots.

Consequently, what scholars of EAL would
discuss under the label of “alienability” of prop-
erty rights is addressed. Property rights here are
understood as “sanctioned behavioural relations
among men that arise from the existence of goods
and pertain to their use” (Furubotn and Pejovich
1974, p. 3).

From such considerations to the emphasis to
analyze alternative structures of property rights
(institutions), it is just a fairly small step. To
illustrate: the Clinton directive requires to take
into account lawsuits and taxation as alternatives
to regulatory measures.

One advantage of EAL over RIA definitely is
the explicit consideration of transaction costs
(on the notion: this Encyclopedia, Vereeck, L.
et al., Transaction Costs). Recall that these costs
are seen as the obstacles to the internalization of
externalities. Therefore, they cannot be grasped as
indirect cost or stemming cost within the typical
classification of a cost-benefit analysis. They
are, on the contrary, instrumental to such costs:
To illustrate: Where clarification of property
rights will not work, transaction costs suggest
clear guidelines, which then allow for bargaining
in the shadow of the law.
Moreover, RIA seems to abstract entirely from
the role of courts, an issue, on which EAL has a lot
to say. Bearing in mind that RIA is embedded in
the broader concept of regulatory reform, which
in turn is summarized by the guidelines stated in
section “Regulatory Impact Assessment” above.
Upon inspection, one learns that in some respect,
these guidelines advocate a partial approach:
while it is recommended to ask, whether regula-
tion was the appropriate form of government
intervention, it is not explicitly recommended to
consider alternative institutional settings (as first
suggested by Ronald Coase in his seminal 1960-
article).

Now it is definitely true that EAL might
be less conclusive on the aggregate level than
RIA: This might follow from a typical way of
reasoning within the law and economics frame-
work: Frequently, the generalized consequences
for resource allocation emerging from the way in
which a judge handled a particular case are at
stake. The famous “Learned Hand” formula may
serve as an illustrative example (forming part of
the set of robust results pointed out above). Here,
the problem at hand – the liability of the “cheapest
cost avoider” – is worked off by induction, that is
to say by the generalization of considerations in
the course of handling the case United States v.
Carroll Towing Co (159 F.2d 169 [2d Cir. 1947],
excellent description of the case in Cooter
and Ulen 1988, p. 360 passim). RIA, with its
flavor of pragmatism, takes a different approach.
However, given the broad definition and the sub-
tle claim of the more recent development of RIA
(see section “Regulatory Impact Assessment,”
supra), one wonders why there is so little men-
tioning of, e.g., incentives and the presence of
obstacles to action (i.e., transaction costs).

Maybe that the evasion of such subtleties is the
price one has to pay for the explicit intention of
OECD to provide a tool for a standardized treat-
ment of a very broad range of issues.

Such observations open out into the question,
whether RIA and EAL are not so much two fields
with a common overlap, but rather closely related
branches of a common approach, which might
be labeled “new institutional economics” (see
this Encyclopedia, Randla, R., “▶ Institutional
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Economics”). As an underpining of the institu-
tionalist view of the economy, one may recall
George Stigler here. In his Presidential Address
at the occasion of the 1964(!) meeting of the
American Economic Association he stated: The
competence of economists “...consists in under-
standing how an economic system works under
alternative institutional frameworks,” and one is
tempted to say: consequently: “The basic role of
the scientist in public policy, therefore, is that of
establishing the costs and benefits of alternative
institutional arrangements.”

Although it is not an easy task to give a defini-
tion of such a broad term as “institution,” it ought
to be outlined at least. An Institution is a system of
formal and/or informal rules, which by consent
guides human actions in a particular way and
contains remedies for enforcement. Furubotn and
Richter (1997) offer a comprehensive view on this
approach. So very briefly, what is (new) institu-
tionalism about? Economics traditionally deals
with decisions over scarce resources. Thus, the
constraints caused by scarcity are at the core of
economic research. But there is a second set of
constraints, which deserves attention: these are
norms of all kinds, which govern human behavior
in society. Such norms can take the form of laws,
but – as has already be stated – they also comprise
informal rules, customs, and traditions. They can
be the result of explicit collective decision mak-
ing, but they may also emerge tacitly. They are
subject to change or they may be violated. The by
now well established New Institutional Econom-
ics concentrates on the analysis of the emergence
and change of such norms, their effect on human
conduct as well as conditions for and conse-
quences of violation. The work on both RIA and
EAL may be comprised as subsets of that broader
approach, which serves as the “meta-theory” here
for reasoning about the emergence of norms in
general.
Outlook

At first sight RIA has a strong flavor of pragma-
tism, much stronger than the more academically
prone Economic Analysis of Law: the image
of EAL meanwhile might be to be primarily an
academic approach, a playground for quibblers,
whereas RIA, despite the efforts to broaden its
scope and to deepen the theoretical underpin-
nings, has conquered the marketplace for ideas
as a tool designed to be applied for the practi-
tioner. But EAL has not been developed just as a
toy for contemplation of theoretical curiosity. The
contrary is true: In the USA at least, it grew out of
a down-to-earth request for reform (compulsory
accident insurance for car-owners). And its advo-
cates in Europe and other parts of the world
always had the aspiration of reforming or at least
complementing the orthodox approach to the law
by a strictly analytical approach. In some sense,
RIA does much the same as EAL does in some
distinct areas of application. But the approach of
RIA is pushed by the EU, OECD, and various
member-states and has been strongly advocated
and applied earlier in the USA, whereas EAL does
not enjoy such almost continuous promotion;
rather it is there to be discovered.

In this contribution the commonalities and
differences in the two approaches have been
investigated and the conclusion is that RIA and
EAL not only do meet, meaning that they have
much in common. Definitely they cannot merge.
Rather they can be grasped as parts of a broader
approach: that of new institutional economics.
There they should meet, for the benefit of our
society.
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Abstract
If regulation is often perceived as a tool to
increase welfare, it is not infrequent that it
leads to unintended consequences; examples
are numerous. The purpose of regulatory
impact assessment is precisely to help political
decision-makers to identify whether and how
to regulate while also defining a conception of
the public interest that could then be debated.
This entry will explain the logic and the devel-
opment of RIA.
Introduction

If regulation is often perceived as a tool to increase
welfare, it is not infrequent that it leads to
unintended consequences; examples are numerous.
After all, regulating in an evolving world of inher-
ent complexity (and interdependence between
economies) and uncertainty is not an easy task; it
is the reason why it is bound to be a never-ending
process. Nevertheless, it is not because perfect
regulations are not from this world that it is not
possible to develop tools to reduce the amount of
inefficient regulations, especially when these reg-
ulations could be expected to impact many
domains of a national or a regional economy.
Regulatory impact assessments (RIA) are pre-
cisely trying to contribute to this aim by requiring
regulators to assess the probable consequences of
their regulation for the economy using models,
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data, and evidence. These RIA are also supposed
to help political decision-makers to identify
whether and how to regulate while also defining
a conception of the public interest that could
then be debated. It is not then surprising that the
practice of RIA is highly recommended by the
OECD (1997) and part of its indicators to measure
regulatory performance (see Radaelli 2004, for an
explanation of the diffusion of RIA).

From the point of view of law and economics,
RIA is both the recognition of its practical rele-
vance and its inherent limitation for regulators and
policy makers. Moreover, it helps to understand
the real value of law and economics.
R

The Economic Logic Behind Regulatory
Impact Assessment

In traditional law and economics, regulations are
required in two situations: when the regulation
can reduce transaction costs (defining the basic
entitlements and the way to exchange them) or
when it is supposed to reduce market failures
(externalities, asymmetrical information or mar-
ket power) (see Baldwin et al. (2010)). Neverthe-
less, as public choice emphasized, unproductive
profit seeking by special interest groups to secure
favorable regulation is definitional of the regula-
tory process (Tullock 1967), so there are no
reasons why rational policy makers should imple-
ment only public interest regulation (Stigler 1971;
Posner 1974; Peltzman 1976) without external
constraints (public opinion’s pressure or proce-
dural requirement). Hence, regulations could
merely be designed to redistribute wealth, and,
when it does, these regulations should be consid-
ered as highly suspicious. This does not mean
that, from an economic point of view, it is not
possible to engage in policy choices but that
these choices should be made sufficiently clear
in their consequences to avoid the lurk of blind-
fold populism and moralism, an unavoidable risk
in any democracy.

The mere need of RIA for enacting “better and
smarter” regulations cannot be explained if it is
possible to consider that regulations are only
driven by the public interest and efficiency
requirement. RIA is thus a tool to overcome
some regulatory failures. It is not a tool to
make sure that regulations are efficient but a
tool to ensure that they are not blatantly ineffi-
cient because it is forcing policy makers and
regulators to justify their policy not only
through a political rhetoric but through an expla-
nation of the trade-offs they are engaging in and
the requirement to quantify and identify the
public interest based on the best data available
(of course the quality of the data will be crucial,
Torriti 2011).

Of course, since RIA are costly (administra-
tive cost and delay are necessarily creating such
costs), their necessity and precision are depen-
dent on the regulation at stake (Rose-Ackerman
2016). It is only because RIA are supposed to
lead to some social benefits (avoidance of bad
measures, welfare gain from enacting what
appeared to be efficient) that its costs could be
justified. It is then to be anticipated that RIA
requirement should be higher when the regula-
tion at stake, either by its breadth or magnitude,
is significantly impacting the economy. The fact
that this requirement appeared in the field of
environment and health should not then be a
surprise (see also Arrow et al. 1996; Livermore
and Revesz 2013).
Regulatory Impact Assessment as a
Process

A. Three stages of RIA could be distinguished:
description, identification, and quantification (see
also European Commission 2009; for an overview
of the methods and domains, see Dunlop and
Radaelli 2016).

At first a RIA should explain what is the prob-
lem (identification and definition) the regulation is
supposed to curb and why an action is required. At
this stage, this is the need for an intervention that
should be assessed. Using economic theory, this
need should be either a market failure or a means
to reduce transaction costs.

The second stage is inquiring into the regula-
tory options. Indeed, a same problem could be
addressed using a variety of regulatory tools
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from command and control to economic incen-
tives to mandatory disclosure or nudges. It is not
only the “specie” of regulatory option that should
be considered but also the variety within the
“specie.”

The third stage is dedicated to the quantifica-
tion of the direct and indirect benefits and costs of
each option (including the administrative and
information regulatory burden; see also, more
generally, Marneffe and Vereeck 2011; Hahn and
Tetlock 2007). Of course, the benefits and costs
can only be assessed through a set of hypotheses
or choices regarding, more especially, the valua-
tion methodology and baseline scenario. These
hypotheses are crucial to assess the subjective
value of the RIA for policy making (see, e.g.,
Ogus 1998; Rose-Ackerman 2011a; Hahn and
Litan 2005). It will then be possible to compare
options and eliminate obviously relatively ineffi-
cient options.

Being transparent about all these stages could
contribute to a better accountability of regulators
(since trade-offs are made clear) and to an
increased consistency in regulations (since the
need of a new regulation is explained). Moreover,
with experience in RIA, better data and analytical
methods should be expected to emerge. RIA is,
from this point of view, a learning by doing a
process.

B. RIA is not only a document (or a set of
documents) providing information regarding the
expected consequences of a regulation (an end
result); it should be conceptualized much more
as a process (Adler and Posner 2006). Indeed, as
an “end result,” it could be considered as a mere
new rhetoric to justify regulatory choices; the
hypotheses would then be chosen ex post to jus-
tify the desired regulation which will then be
submitted to some formal or informal political
debate – it is quite often this instrumental use of
RIA that is criticized (Renda 2006). Conceptual-
ized as a process, RIA exhibits two interesting
features. First, it makes clear that RIA is a way
to inquire into a regulatory problem: neither the
problem nor its options are facts; they are identi-
fied and assessed differently depending on the
state of knowledge. RIA, once made, is then not
an end result but a “first draft” that will evolve
with the comments and criticism of stakeholders.
Second, RIA is not a stage after drafting a regula-
tion; it should be developed in parallel of it to
reduce the likelihood of an instrumental use.
This also requires a complete transparency of the
process.
The Rise of Regulatory Impact
Assessment

The rise of RIA began in 1974, in the USA.
President Ford’s executive order 11821
established procedures for preparing inflation
impact statements that were designed to illumi-
nate the economic impact of regulatory pro-
posals, specifically their effects on productivity
and competition. Nevertheless, it is at the begin-
ning of the 1980s that it became the mainstream
in the USA. Indeed, President Reagan’s execu-
tive order 12291 of 1981 states that “Regulatory
action shall not be undertaken unless the poten-
tial benefits to society from the regulation out-
weigh the potential costs to society.” Another
20 years was required for RIA to spread among
OECD countries. During the 1990s and before
1997 (year of the first OECD publication on the
subject even if RIA were recommended by the
council of OECD in 1995), less than 10 OECD
countries had comprehensive RIA program, by
the end of 2000, 14, and since 2008, more than
30. Nowadays, almost all OECD countries have
such programs despite differences (among which
the definition of the type of regulation and inter-
vention submitted to RIA). For example, in
France, only primary legislation prepared by the
government is subjected to RIA to the exclusion
of all secondary legislation.

There are very few studies analyzing the poten-
tial of RIA for developing countries (Kirkpatrick
and Parker 2003); Korea and Mexico are often
mentioned as good examples of RIA design.
However, in most developing countries, when
RIA are present, they are not systematically
used, and the methodology developed remains
largely incomplete (Kirkpatrick et al. 2003).
Rodrigo (2005) highlights the political require-
ments allowing RIA to prosper.
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Conclusion

Even if RIA are often targeted as promoting “con-
servative” regulations and “deregulation,” it is
hard to deny the necessity of assessing the conse-
quences of regulations. Once again, the purpose is
not to make sure that only good regulations will be
enacted or to avoid all negative unexpected con-
sequences but to reduce the likelihood of bad
regulations by clarifying available regulatory
options. RIA should remain a tool to inform
policy makers and regulators (see also Jasanoff
1990; Rose-Ackerman 2011b); it can be used
adequately if and only if its limits are well identi-
fied (regarding model hypotheses and data quality
and aggregation).
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Definition

This chapter explores the concept of rent seeking.
When resources earn returns in excess of those
they could earn in their next best opportunity,
economists call those returns “rents.” In the mar-
ket, the seeking of rents is known as profit seek-
ing; in politics it is known as “rent seeking.” Profit
seeking generates social value through the com-
petitive market process. Rent seeking results in
social losses as finite resources are used to pursue
transfers of wealth rather than in the production of
new wealth. This entry explores the distinction
between rent seeking and profit seeking and dis-
cusses the implications.
Introduction

Economic rent accrues to owners when their
resources earn returns over and above those
resources’ opportunity cost. Rents can exist in
private markets or in political settings. In private
markets, rent seeking is referred to as “profit seek-
ing” to denote that it generates a social surplus that
is beneficial to society. In contrast, in political
settings rent seeking generates social costs that
are harmful to society. The next section explores
the distinction between profit seeking and rent
seeking in greater detail. We then discuss the
problems with rent seeking for social welfare.
The conclusion discusses the implications.
Profit Seeking Versus Rent Seeking

Since rents are nothing more than resources earn-
ing returns above their opportunity cost, it is
important to make the distinction between circum-
stances in which pursuing rents is productive
versus circumstances in which it is unproductive.
Let us begin with rent seeking in the context of
competitive markets.

In markets, entrepreneurs seek new opportuni-
ties to earn profits by reallocating scarce resources
to new and better uses. This process is guided by
market prices and subjected to the profit and loss
test, which provides feedback as to whether the
entrepreneur has been successful in increasing
social value (Kirzner 1973, 1992, 1997; Thomsen
1992). A first-moving innovator, for example,
who brings a profitable product to market, will
earn a rent. However, these are “quasi-rents,” a
term intended to indicate that, in competitive mar-
kets, profits are temporary. The reason they are
temporary is that in competitive markets, these
quasi-rents will attract other entrepreneurs who
will enter the market and erode the profit earned
by the first mover. This process is socially benefi-
cial because it leads to the efficient allocation of
scarce resources. For this reason, rent seeking in
the context of the competitive market is referred to
as “profit seeking.”

In political settings, rent seeking has dramati-
cally different welfare implications. The political
production of rents is artificial in nature and
depends on practices, such as the granting of
monopoly rights which raise barriers to entry,
which destroy social wealth. Government-granted
monopoly rights transfer a portion of consumer
surplus to the monopoly producer. Part of the cost
are foregone trades which otherwise would have
taken place, resulting in a deadweight loss. The
transfer itself, however, creates a pool of resources
to be won and attracts fierce competition to secure
the right to earn those profits (Tullock 1967). The
difference in this scenario from that of the market
situation, however, is that the competition in pol-
itics is over securing permanent privileges that
prevent the erosion of rents (Buchanan 1980).
While profits in markets represent quasi-rents,
the rents earned through political competition
endure precisely because the competition is over
government-created protections from market
forces.

Posner (1975) posits a rent-seeking game
where a monopoly right worth $100,000 is bid
for by ten risk-neutral rent seekers who cannot
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recover their bids should they lose the game. Each
bidder offers $10,000 resulting in the complete
dissipation of rents. The $100,000 in bids spent
in pursuit of the $100,000 in rents constitutes a
social loss to the extent that the lobbying process
is spent on activities that do not increase total
social wealth by creating new value. Instead,
these expenditures are made to secure the transfer
of existing wealth.

Tullock (1967) compared the losses from rent
seeking to the losses from counterbalancing
investments in tools for thievery and safeguards
against theft. Resources spent on the tools of
thievery and preventative measures against
thieves do not increase the size of the prize being
sought or protected. Neither do resources spent
by competing lobbyists to secure a government
privilege, resulting in social waste.

Further exacerbating these social losses is that
investments in rent seeking are specific. Resources
spent by one individual developing influence over
the politicians creating rents are mostly lost
because that influence is difficult or impossible
to transfer to another individual if the bid for
rents fails. The social cost of rent-seeking activi-
ties is measured by the opportunity cost of the
resources used. Entrepreneurs who direct their
efforts to curry favor with politicians for narrow
privileges cannot simultaneously exert that effort
to provide a superior good or service for private
consumers.

Certain scenarios can reduce the amount of rent
seeking below the level of complete dissipation
modeled by Posner. Baysinger and Tollison
(1980) introduce consumers and consumer groups
as interest groups capable of organizing to resist
the creation of rents. The efforts of these groups
reduce the expected payout of rent-seeking activ-
ities and thus results in lower bids and fewer
resources wasted. In their model, consumers will
tend to organize where the expected success of
their counter-lobbying efforts is higher than the
combined expected costs of organization and rent
creation. Tullock (2001) models a rent-seeking
game in which players are in marginal balance,
each bidding $25 for a prize of artificial rents
worth $100. The result is inframarginal gains
from winning the game. This result depends on
players knowing how to find the optimal bidding
strategy and knowing that the other player will
also find it, an assumption that becomes more
reasonable in instances of repeated play between
professional lobbyists.

The incentives of the political agent creating
rents must also be taken into account. Peltzman
(1976) introduces political actors who face a
trade-off between the rents they create for interest
groups and the votes of their constituent con-
sumers. The politician attempts to weigh the ben-
efits gained from lobbying by rent seekers against
lost votes from those constituents who incur a
sufficient cost and alter their vote accordingly.
Politicians are therefore incentivized, though per-
haps weakly depending on the specific context, to
limit the amount of rents they create in order to
preserve enough votes to get reelected.
The Problem of Rent Seeking

Rent seeking encourages the use of scarce
resources in competition over pools of wealth
transferred from one party to another instead of
in a competitive process that produces new
wealth. This is harmful to the well-being of the
members of a society because scarce resources are
used to secure existing wealth as compared to
creating new value. While beneficial to the indi-
viduals who win the rent-seeking competition, the
cumulative effect of rent seeking is the “decline of
nations” as members of society become increas-
ingly focused on securing transfers of existing
wealth (Olson 1982).

The extent of the problem posed by the crea-
tion of rents was underestimated for many years
(Tollison 1982). Harberger (1954) demonstrated
empirically that the deadweight loss to society
from monopolization in US manufacturing
around 1929 was low compared to GNP, less
than 1% in fact. Harberger’s calculations, how-
ever, did not account for the costs of rent seeking.
Krueger (1974) found that rent-seeking activity in
the Indian public sector accounted for 7.3%
of GNP in 1964, while rent-seeking activity in
Turkish import licensing accounted for 15%
of GNP in 1968. Rama (1993) found that
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rent-seeking activities in Uruguay led to tempo-
rary sectoral growth, but an overall decline in
economic growth. Del Rosal (2011) offers a sur-
vey of empirical estimates of rent-seeking costs as
a percentage of GNP and GDP, the amount of
resources misallocated to unproductive profes-
sions, and other indicators. These estimates of
the costs of rent seeking have to be added to the
costs captured in the Harberger triangle to form
more accurate estimates of the overall costs of
monopoly.

Given that costs to society of rent seeking are
often significant, it remains to be explained why
the legislation that creates rents is so rarely
repealed. Tollison (1982) highlights key features
of the rent-seeking game to explain this phenom-
enon. In a world of zero transaction and informa-
tion costs, no rent seeking would occur because
the groups who incurred the dispersed costs of
rent seeking would easily organize to protect
themselves. In a world with positive transaction
and information costs, however, some groups will
find it easier to organize for lobbying activity. The
groups that find it feasible to organize will seek
transfers of wealth at the expense of groups who
cannot easily organize to resist their efforts.
Groups organized for lobbying often involve
members of industry or labor, but rarely do they
form around consumers in general due to the costs
of organization. The concentrated transfers to be
won from successful lobbying efforts, combined
with the high cost of organizing the numerous,
dispersed consumers who shoulder the burden
of rent seeking, prevent society from realizing
the potential gains of repealing rent-creating
legislation.
Conclusion

Baumol (1990) argued that while policy decisions
are limited in altering society’s overall supply of
entrepreneurs, they can heavily influence the allo-
cation of entrepreneurial efforts across different
types of activities. In societies where large profits
can be made through competitive markets, entre-
preneurs will allocate their resources to engaging
in productive, value-added activities. In societies
where rents can be earned through political
means, in contrast, entrepreneurs will invest in
unproductive, rent-seeking activities. The overall
balance between productive and unproductive
entrepreneurial activities is a function of the
rules of the game which influence the payoffs
associated with each type of activity. This logic
offers crucial insight into the process underlying
the economic rise and decline of societies
throughout time and across geographic space.
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Retributivism
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Definition

A theory of punishment that maintains that
wrongdoers deserve to be punished, in proportion
to their crimes, as a matter of justice or right.

Retributivism is a theory or philosophy of
criminal punishment that maintains that wrong-
doers deserve punishment as a matter of justice or
right. It is often contrasted with deterrence, which
justifies punishment on the basis on the future
harms it prevents. (On theories of punishment,
see the papers in Acton (1969), Duff and Garland
(1994), and Simmons et al. (1995); for concise
syntheses, see Tunick (1992) and Brooks (2012).)

Drawing on the terminology of moral philoso-
phy, retributivism is often characterized as deon-
tological in nature, being based on qualitative
concepts of justice and the right, while deterrence
is consequentialist, focused on minimizing the
negative outcomes from crime. This is, admit-
tedly, an overgeneralization: for instance, Moore
(1993), Cahill (2011), and Berman (2013) have
suggested that retributivism can be regarded
as a consequentialist or instrumentalist theory
in which punishment or justice are goods to
be maximized (see Dolinko (1997) for
a counterargument). Nonetheless, it remains that
retributivism is linked to justice rather than wel-
fare or utility, and this leads to more specific
and useful ways to distinguish it from alternative
theories of punishment.

Before we can fully appreciate retributivism,
we must briefly discuss deterrence. The formal
basis for deterrence can be traced to classical
utilitarianism, particularly the policy recommen-
dations of Jeremy Bentham (1781) and the
criminology of Cesare Beccaria (1764). As pun-
ishment by its nature is harmful, it is justified only
insofar as it prevents greater harm: “All punish-
ment in itself is evil. Upon the principle of utility,
if it ought at all to be admitted, it ought only to be
admitted in as far as it promises to exclude some
greater evil” (Bentham 1781, p. 170). One way
punishment “excludes some greater evil” is
through deterring future crime by incapacitating
the guilty and creating an incentive for others to
abstain from criminal activity, both of which
lessen the incidence of crime going forward.

Deterrence is not focused on lessening crime
itself but rather on minimizing the overall costs of
crime, including not only the harms done by crim-
inals but also the costs of punishment, prosecu-
tion, and apprehension. This inclusive definition
of the costs of crime implies that some crimes will
be unworthy of punishment because it is “ground-
less: where there is no mischief for it to prevent. . .

https://doi.org/10.1007/978-1-4614-7753-2_7
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inefficacious: where it cannot act so as to prevent
the mischief. . . unprofitable, or too expensive:
where the mischief it would produce would be
greater than what it prevented. . .[or] needless:
where the mischief may be prevented, or cease
of itself, without it: that is, at a cheaper rate”
(Bentham 1781, p. 171). It is no surprise that
this general framework of deterrence was
adopted by Becker (1968) and other economists
as they began to study crime and developed the-
ories of efficient punishment that refined and
expanded on the early insights of Bentham and
Beccaria.

Retributivism is not concerned with the effects
of punishment on future behavior or costs but
instead solely addresses the crime for which the
perpetrator is to be punished. For this reason,
retributivism is often referred to as “backward-
looking,” focusing on the crime which was com-
mitted in the past, while deterrence is character-
ized as “forward-looking,” taking the past crime
as given and exacting a punishment designed to
minimize the future costs of crime. While deter-
rence sees no inherent value in punishment itself,
but instead sees it as a tool to maximize utility or
minimize harm, retributivism maintains that the
state has a moral, political, or legal duty to punish
wrongdoers.

While embedded in discussions of justice
going back to Plato and Aristotle, the modern
roots of retributivism are usually traced back to
Immanuel Kant, for whom retributivism stemmed
from his belief in the respect owed to persons due
to their inherent dignity as autonomous beings.
While his position on punishment is more com-
plex then often acknowledged (as pointed out by
Murphy 1987), several statements he made exem-
plify the basic tenets of retributivism. For
instance, Kant held that punishment must be
imposed only in response to the crime committed
and “can never be inflicted merely as means to
promote some other good for the criminal himself
or for civil society. It must always be inflicted
upon him only because he has committed
a crime. For a human being can never be treated
merely as a means to the purposes of another”
(1797, p. 331). Kant addressed the danger of
punishing the innocent and the other goals of
punishment when he wrote a person “must previ-
ously have been found punishable before any
thought can be given to drawing from his
punishment something of use for himself or
his fellow citizens” (1797, p. 331). Along with
Hegel (1821), Morris (1968), and Murphy (1973),
Kant emphasized that retributivism is grounded
in respect for the individual, giving the guilty
what they are owed by virtue of what they
did, as a matter of impersonal justice rather
than the base emotions of revenge or vengeance
(a distinction explored by Nozick (1981,
pp. 366–368)).

Retributivism can be classified as either nega-
tive or positive. Negative retributivism places
limits on the subject and severity of punishment:
the innocent should never be punished, and the
guilty should not be punished more than is pro-
portionate to their crimes. Positive retributivism
goes further, endorsing the upper limits on pun-
ishment imposed by negative retribution while
also maintaining that the guilty must be punished
and not less than is proportionate to their crimes
(thereby imposing a duty of overall proportional-
ity). (This distinction is usually attributed to
Mackie (1985) and has since become standard in
the literature on punishment.)

Negative retributivism is often seen as a side
constraint on the pursuit of deterrence that pre-
vents it from considering the punishment of inno-
cents or imposing disproportionately severe
punishments on the guilty. Deterrence constrained
by negative retributivism is a common hybrid
theory of punishment as suggested most famously
by Hart (1968); some, such as Byrd (1989), argue
that this was Kant’s complete view as well. While
the intentional punishment of the innocent may be
more of a theoretical possibility than a practical
threat in most modern democracies, the practice of
disproportionately severe punishments is a logical
implication of efficient deterrence. For instance,
Becker (1968) showed that, in many cases,
enforcement costs can be lowered while achieving
the same level of deterrence if the probability of
punishment is lowered – reducing enforcement
costs – while the severity of punishment is raised,
most likely above a level proportionate to the
crime. (One example is littering, which in the
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United States carries an extremely low chance of
apprehension and posted fines much higher than
any measure of the resulting harm.) While this
may be efficient from a cost-minimization point
of view, the negative retributivist would object
that it subjects the guilty person to a greater pun-
ishment than he or she deserves in light of the
crime committed.

Positive retributivism adds the imperative of
punishing the guilty and ensuring that the pun-
ishment not be disproportionately mild; as
Kant wrote, “woe to him who crawls through
the windings of eudaemonism in order to dis-
cover something that releases the criminal
from punishment or even reduces its amount
by the advantage it promises” (1797, p. 331).
Since negative retributivism does not mandate
punishment at all, some doubt whether it
counts as retributivism (Cottingham 1979).
But positive retributivism is “complete,” man-
dating that all wrongdoers be punished and in
proportion to their crimes, with the punishment
neither too harsh or too light in comparison to
the crime.

However, the stricter nature of positive
retributivism presents a number of problems
both theoretical and practical. For one, while it is
easy to argue that the innocent must not be
punished, it is more difficult to argue why the
guilty must be punished (without recourse to pre-
venting future harm). Perhaps the simplest
justification – if we can even call it that – is to
invoke the ancient code of the lex talionis, “an eye
for an eye and a tooth for a tooth.” Kant cites this
approvingly when he asks “what kind and what
amount of punishment is it that public justice
makes its principle and measure? None other
than the principle of equality. . . Accordingly,
whatever undeserved evil you inflict upon another
within the people, that you inflict upon yourself. . ..
But only the law of retribution (ius talionis). . . can
specify definitely the quality and the quantity of
punishment” (1797, p. 332). The lex talionis cer-
tainly prescribes a strict proportionality which
would be impossible in most cases, and it is seen
bymost retributivists as simplistic, harsh, and inhu-
mane; some doubt its relevance to retributivism at
all (Davis 1986).
Most modern retributivists justify due punish-
ment on other grounds. Intrinsic retributivists
maintain that punishment of the guilty is an intrin-
sic good that does not derive its value from any-
more basic precept. (See Davis (1972) for one
example, arguing against Honderich (1984), who
coined the term and criticized the concept.) But
others find a justification for retributivist punish-
ment in a broader political theory, often based on
a version of reciprocity that maintains that the
guilty “owe a debt” to society or their fellow
citizens and punishment restores this balance
(famous from Plato’s Crito (360 BCE); for sur-
veys of such theories, see Tunick (1992, ch. 3),
and Duff (2001, ch. 1)). For example, many
retributivists, such as Morris (1968), argue that
while innocent citizens bear the costs of compli-
ance with the law, the guilty “free ride” on these
efforts, gaining unfair advantage that must be
repaid to restore balance (Kant was sympathetic
to this view as well, according to Murphy 1972).
Similarly, some retributivists maintain that the
purpose of punishment is, in the words of Hegel
(1821, p. 69), “to annul the crime, which other-
wise would have been held valid, and to restore
the right.”

Finally, there are justifications for positive
retributivism that are not based on reciprocity,
such as denunciation or expression of condemna-
tion (Feinberg 1965; von Hirsch 1985; Markel
2011) and moral education and communication
(Hampton 1984; Duff 2001). Note that these jus-
tifications are goal oriented in nature, focused on
an end result of punishment, albeit one that is
more specific than deterrence or harm reduction
and also tied closely to the crime committed.
Nozick (1981, p. 371) calls such theories of pun-
ishment teleological retributivism because they
focus on an end other than the suffering of the
guilty; Berman (2013) argues that most modern
retributivist theories are teleological or instrumen-
tal in nature.

Another problem facing positive retributivism
(and even negative retributivism to a degree) is
how to determine a type and degree of punishment
that is proportionate to – or “fits” – a given crime.
The lex talionis demands literal proportionality,
the spirit of which survives today in jurisdictions
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which prescribe the death penalty for murderers
despite questionable deterrent effect (Ehrlich and
Liu 2006), but is impractical or unthinkable in
cases like battery, rape, or attempted murder.
Even Kant, who supported the lex talionis, appre-
ciated its limitations, asking “but what is to be
done in the case of crimes that cannot be punished
by a return for them because this would be either
impossible or itself a punishable crime against
humanity as such?” and recommending that
“what is done to [the wrongdoer] in accordance
with penal law is what he has perpetrated on
others, if not in terms of its letter at least in terms
of its spirit” (1797, p. 363).

While equivalence is not possible, it is widely
agreed that, at the very least, more serious crimes
should be punished more severely. But even this
determination is not as easy as it may seem: while
various degrees of one crime, such as murder or
theft, can be ranked and punished appropriately,
determining proportionate punishment for two
different crimes is more difficult. Card (1975),
von Hirsch (1976), and Davis (1983) are seminal
works in this area, but some (such as Wertheimer
1975) remain skeptical that a consistent, propor-
tional system of punishment is possible at all.
More fundamentally, retributivists disagree on
what determines the severity of a crime: whether
the harm done or intended, the degree of wrong-
doing, or the culpability of the criminal. (See
Davis (1986) on harm versus wrong and Alexan-
der et al. (2009) on culpability.) Given the contro-
versy over what determines the severity of crimes
themselves, the difficulty of ranking them in order
to assign proportionate penalties becomes even
more difficult.

A final problem with retributivist punishment
on which economics is particularly well suited to
comment is its resource cost. Economists and
economics-minded legal scholars have paid very
little attention to retributivism; as Posner (1980,
p. 92) wrote, it is “widely viewed as immoral
and irrational, at least as primitive and non-
rational.” (For similar views, see also Kaplow
and Shavell (2002) and Sunstein (2005);
a notable exception to the antipathy among econ-
omists to retributivism is Wittman (1974)). At the
same time, legal philosophers have not paid much
attention to the economic ramifications of
retributivism, although Avio (1990, 1993), Cahill
(2007), and White (2009) have started to look at
this issue. The problem with implementing
a retributivist system of punishment in the real
world is that its perfectionist nature (“the guilty
must be punished in proportion to their crimes”)
does not easily allow for the compromises
required in a world of scarcity. If governments
tried to punish all wrongdoers according to their
just deserts – including making every possible
attempt to apprehend and prosecute them – the
criminal justice would end up absorbing all of the
society’s resources (White 2009; see Braithwaite
and Pettit (1990) on system-wide considerations
of retributivism). For this reason, some recom-
mend a hybrid theory of punishment with nega-
tive retributivism as a limited factor (Avio 1993),
a consequentialist retributivism that seeks to max-
imize some measure of justice (Cahill 2007,
2011), or a “pro tanto retributivism” that considers
necessary compromises to result from a balancing
of competing principles (White 2011a).

Retributivism remains a vital area of interest
and research, with contemporary scholars
attempting to refine its principles in the context
of a constantly evolving political world (White
2011b) and exploring the implications of new
developments in neuroscience and psychology
(Nadelhoffer 2013). Although it does not sit
well with the utilitarian foundations of the eco-
nomic approach to law, economists should take
note of the extent to which retributivism lies at
the root of much of criminal law doctrine and
how it steers the criminal justice system away
from textbook models of efficiency, affecting
resource allocation throughout the criminal jus-
tice system and society as a whole. This knowl-
edge is also integral to the way that legal scholars
and philosophers understand how retributivism
works in the real world.
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Abstract
Individuals continually confront a discrepancy
between ever expanding and changing wants
and the means that they have at their disposal,
time, and income, to satisfy them. One of the
consequences is the need to make constrained
choices between alternatives that have uncer-
tain outcomes. Risk is a different concept from
uncertainty. Individual optimal risk manage-
ment means reducing, eliminating, or fully
bearing risk, after conducting a “cost-benefit”
analysis. In practice, however, cognitive biases
mean that many decisions are not economically
rational, necessitating paternalistic govern-
ment and judicial interventions. Systemic, or
whole financial system collapse risk is, opti-
mally managed using well-designed macro-
prudential regulatory tools. The source of this
type of risk is the inherent dynamics of the
financial system over the course of the business
cycle, interacting with credit market negative
externalities, often as in the case of the GFC,
spawned by government regulatory failure.
Synonyms

Financial risk; Operational risk; Systemic risk
Definition

Individually, decision makers optimally or ratio-
nally manage operational and financial risk, when
they reduce it, eliminate it completely, or fully
bear it, after conducting a “cost-benefit” analysis.
Systemic, or the risk of whole financial system
collapse, which arises due to credit market exter-
nalities, is managed optimally by appropriate
macroprudential regulation.
Introduction

Risk and uncertainty are distinct economic con-
cepts in economic theory; however, most contem-
porary microeconomic texts tend to use these
terms interchangeably. In a risky situation, a ratio-
nal decision maker confronts well-defined proba-
bilities, while in an uncertain one, these are not
known, or poorly defined (Knight 1921). This
entry is only concerned with the management of
risky choices, interpreted in an economic frame-
work. Individuals and businesses confront and
have to manage operational and financial risks.
Attempts are made to minimize the cost of risk
using “tangible assets or actions” in the former,
and “options on financial instruments or commod-
ities” in the latter case, respectively (Viney 2011,
p. 383). In addition, governments need to opti-
mally manage systemic or the risk of total finan-
cial system collapse. “Whole system” risk
management is particularly topical given the
recent global financial crisis (GFC) and its after-
math, which is still very evident in parts of Europe
and to a lesser extent in America.

At the outset it should be noted that there is a
large “noneconomic” literature on risk manage-
ment. An example is provided by Ritchie and Reid
(2013) in the context of ecotourism businesses.
They provide three different definitions gleaned
from different sources: first, “The Australian and
New Zealand Standard,” which defines risk as
“the effect of uncertainty on objectives” (p. 274);
second, Glaesser who defines risk as “the product
of magnitude of damage and the probability of
occurrence” (ibid.); and third, Priest, who “differ-
entiates between real and perceived risk, with
perceived risk the best estimate of real risk”
(ibid). The authors’ definition of risk is “any threat
that will negatively impact an organization’s abil-
ity to achieve its objectives and execute its strat-
egies successfully” (ibid.).
Rational Strategies to Deal with Risk

A simple example will enable the reader to see
how rational optimizing decisions are made under
risk and uncertainty. A risk-averse Amanda is

https://doi.org/10.1007/978-1-4614-7753-2_300070
https://doi.org/10.1007/978-1-4614-7753-2_300123
https://doi.org/10.1007/978-1-4614-7753-2_300162
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running a software development business and has
to decide whether to develop a piece of software
for a new overseas export market. If she succeeds
in the export market she gains $10 m, if not she
loses $2 m. The payoffs $10 m and $2 m are equal
to the profit from each alternative. If the software
is not developed, the business will continue to
earn $5 m a year. The estimated probabilities of
success and failure are 0.7 and 0.3 respectively,
and Amanda’s risk premium is $0.5 million. It is
useful to set out this information in terms of a
decision tree that incorporates uncertainty and,
in this instance, operational risk as two distinct
concepts (Fig. 1).

Operational risk is incorporated into the anal-
ysis by adjusting the decision maker’s payoffs,
while probabilities attached to each of the
branches of the lower portion of the decision tree
introduce uncertainty. When there is uncertainty,
the payoffs become expected values. Since risk is
a cost to a risk averter, the risk premium is sub-
tracted from expected profit in each of the payoffs.
Expected profit equals: 0.3 (-$2 m - $0.5 m) + 0.7
($10 m–$0.5 m) = $5.9 million. Since
$5.9 m> $5 m, the software should be developed
even though Amanda is risk averse. The decision
would be reversed if the cost of risk was high
enough to make the expected profit from
exporting < $5 m. If Amanda was a risk taker,
the $0.5 m, being a benefit, would be added to
each of the payoffs. The expected profit would be
$6.9 m, which would be> $5 m, and the software
would be exported. If she was risk neutral, it
would not be necessary to make any adjustment
to the payoffs, since risk is neither a cost nor a
benefit. The expected profit would be $6.4 m.
Again the optimal decision would be to export
the software. In Amanda’s case, the operational
risk is rationally managed by using a decision tree
that factors in the probabilities of success (failure)
and the cost of risk. This is a form of “cost-
benefit” analysis. If the venture fails, she absorbs
the expected loss.
Legal Regulation of Operational and
Financial Risk Management

The above analysis is predicated on the assump-
tion that decision makers are economically ratio-
nal; however, human cognitive biases
considerably complicate risk management. Thaler
and Sunstein (2008) characterize the human brain
as having two separate cognitive systems, which
are in conflict with each other, resulting in a ten-
dency for irrational to dominate rational decision-
making. The first or automatic system is in the
words of the authors, “uncontrolled, effortless,
associative, fast, unconscious and skilled”
(p. 19), while they characterize the second or
reflective system as “controlled, effortful, deduc-
tive, slow, self-aware and rule following” (p. 20).
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As a consequence of this brain anatomy, humans
are prone to exhibit a number of cognitive biases
in different contexts, which make risk manage-
ment along the lines of the rational “cost-benefit”
model difficult to achieve in practice. There are
two responses to this dilemma: government pater-
nalistic interventions and legal regulation. An
example of the former would be making the wear-
ing of protective clothing and a mask compulsory
for asbestos removal, rather than optional, based
on individuals’ assessment of their own risk of
subsequent harm.

In addition, judge-made or common law com-
plements government paternalistic policies to assist
individuals manage risk optimally. Both contract
and torts laws are fundamentally concerned with
the issue of whether an actual loss should be allo-
wed to lie where it falls or shifted onto someone
else. Torts law differs from contract law in that it
regulates non-contractual interpersonal relation-
ships. Specifically, the law pertaining to exemption
clauses in standard form contracts and the tort of
negligence both address risk management in set-
tings of inequality of bargaining power and high
bargaining costs, respectively.

Since the common law of contract is predicated
on the principle of freedom of bargaining, there is
both judicial and statutory reluctance to interfere
with a voluntarily and honestly negotiated alloca-
tion of risks between the parties. An example is the
specification of the contingencies that impact the
promisor’s obligation to perform the contract, such
as physical destruction of goods before their deliv-
ery date falls due. At common law the general rule
is that “prima facie a promisor takes the risk of an
event happening, which prevents him from
performing his promise” (Scanlan’s New Neon
Ltd v Tooheys Ltd (1943) 67 CLR 169 at
200 (Latham CJ), cited in Seddon and Ellinghaus
(1.107, 2008). However in the case of a sale of
goods, s. 12 of the 1958 Victorian Goods Act pro-
vides that “subject to contrary agreement a contract
to sell specific goods is avoided if the goods perish
without fault of either party” (Seddon and
Ellinghaus 19.17). As the parties are free to stipu-
late a different allocation of risk, the common law
principle of freedom of contract is preserved.

Fairness in the negotiation process, as such, is
not a guiding principle in allocating risks between
the parties, rather “it is the essence of entrepre-
neurship that parties will sometimes act with self-
ishness” (Kirby P in Biotechnology Australia Pty
Ltd v Pace, (1988) 15 NSWLR 130, 132–133,
(cited in Paterson (2012), 1.40). This also
applies to consumer contracts, as explained by
McHugh J in West v AGC (Advances) Ltd
(1986) 5 NSWLR 610, 621. “I do not see how
that contract can be considered unjust simply
because it was not in the interest of the claimant
to make the contract or because she had no inde-
pendent advice” (Paterson, 1.40). As long as con-
sumers can choose between competing standard
form contracts with different price and term com-
binations, then these contracts “represent the
agreed allocation of risk by contracting parties,
and interference in these agreements is likely only
to produce inefficient outcomes” (Paterson, 1.60).
Rational bargaining implies that expected contin-
gencies are allocated on the basis of the lower-cost
bearer or avoider of the risk. In practice, however,
higher-cost bearers may be observed subsuming
risks due to relatively weak bargaining positions
and/or cognitive biases, infecting the negotiating
process. Avery likely outcome of this incongruity
is terms that are unfair and/or inefficient. This
issue has been addressed by both the common
law and more recently the Australian legislature.

(a) Exemption clauses in standard form con-
tracts at common law

Exclusion or limitation clauses are a classic
risk allocation and management device found in
standard form contracts; examples of these
purporting to shift risk include “sold with all
faults,” “no warranty given,” “all implied terms
excluded,” and “at own risk” (Seddon and
Ellinghaus 2008, 10.62). These are efficient
(inefficient) if they shift risk onto the party
whose precaution plus risk costs are lower
(higher). Adopting the Kahneman (2011) formu-
lation, they are unfair if they can be construed as
an “exploitation of market power by the promisor
to impose a loss on the promisee” (p. 306). In
considering exemption clauses in standard-form
contracts, the courts have distinguished negotia-
tions between businesses from those between a
business and consumer, on the basis of differences
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in equality of bargaining power. An example of
this judicial dichotomy is found in Photo Produc-
tion Ltd v Securicor Ltd [1980] AC 827, where
Lord Diplock wrote at 851: “in commercial con-
tracts negotiated between business-men capable
of looking after their own interests, and of decid-
ing how risks inherent in the performance of var-
ious kinds of contract can be most economically
borne (generally by insurance), it is, in my view,
wrong to place a strained construction upon words
in an exclusion clause, which are clear and fairly
susceptible of one meaning only, even after due
allowance has been made for the presumption in
favour of the implied primary and secondary obli-
gations” (Clarke et al. 2008, p. 252).

In relation to consumers, while the High Court
of Australia (HCA) in Sydney City Council v
West (1965) 114 CLR 481 has rejected the
doctrine that an exclusion clause cannot provide
protection against liability for a “fundamental
breach,” regardless of how widely it is drafted,
the courts have nevertheless “prevented exemp-
tion clauses from being used unconscionably
against consumers by a rigorous application of
the ordinary rules of construction” (Clarke et al.,
p. 251). Consequently, exemption clauses cannot
be used to excuse a “radical breach of the prom-
isor’s obligations under the contract” (Windeyer
J in TNT (Melbourne) Pty Ltd v May & Baker
(Australia) Pty Ltd (1966), 115 CLR 353. HCA
(Clarke et al., pp. 256–258). Generally, at com-
mon law, the party who wishes to shift risk using
an exemption clause has to show that it has been
incorporated into the contract and, when correctly
construed, is applicable to the situation at hand
(Seddon and Ellinghaus, 10.66). An example of a
rule of construction is the “four corners rule,”
which states that “an exclusion clause will confer
protection only in respect of conduct that occurred
in the performance of the contract” (Clarke et al.,
p. 256). Therefore, if a council inserts an exemp-
tion clause in a contract of bailment seeking to
protect it from loss of, or damage to, parked vehi-
cles, this term will be construed “contra pro-
ferentem” against the bailee. As such, “it will not
protect the Bailee from ‘storing the goods in a
place or in a manner other than that authorised
by the contract, or if the Bailee consumes or
destroys them instead of storing them, or if he
sells them” (The Council of the City of Sydney v
West (1965) 114 CLR 481, HCA, per Barwick CJ
and Taylor J. (Clarke et al., p. 256).

The attack on unfair contract terms has been
taken up by the Australian legislature, through its
enactment of the Unfair Contract Terms Law
(“UCTL”), contained in Pt 2-3 of the Australian
Consumer Law (“ACL”), in Schedule 2 to the
Australian Competition and Consumer Act 2010
(“CCA”), and Pt 2 Div 2 Subdiv. BA of the
Australian Securities and Investments Commis-
sion Act 2001 (Cth) (“ASIC Act”) (Paterson
1.10.) Exclusion clauses are regulated under the
consumer guarantees law (CGL) (Paterson 13.50).
Consumer guarantees, which apply to the supply
of goods and services to a consumer, replace the
implied terms regime under the now repealed
Australian Trade Practices Act (1974), since it
was thought that these were too complex and
uncertain (Paterson 11.30). The consumer guaran-
tees are to be found in Chapter 3 Pt 3-2 Div.
1 Subdiv. A of the Australian Consumer Law
(Paterson 11.80). An example is that the goods
will be of acceptable quality, i.e., inter alia, free
from defects, safe, and durable (Paterson 11.80,
11.90). While the risk of unacceptable quality is
prima facie borne by the seller, the legislation
shifts it onto the buyer in the following circum-
stances, in which case the purchaser cannot rely
on the acceptable quality guarantee. First, defects
are specifically drawn to the consumer’s attention;
second, they are caused by abnormal use; or third,
the consumer should reasonably have become
aware of them since they were examined before
being bought (Paterson 11.90). Other than in these
cases, an exclusion clause inserted into the con-
tract, which purports to exempt the seller from
bearing the risk of unacceptable quality, is void
under Australian Consumer Law, s 64(1). In addi-
tion, it may also be void because it is unfair under
the Unfair Contract Terms Law (Paterson 11.180).
The tests are different under the two regimes. In
the first case, the “court will consider what the
term purports to do and its effect,” while in the
second, a court “will apply the test for an
unfair term” (Paterson 11.180). Under the legisla-
tion, unfair terms are characterized as “imbal-
anced when they attempt to detract from
the statutory rights held by consumers” and
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therefore “lacking transparency” (Paterson
11.180). A reasonable interpretation of the com-
mon law and reformulated statutory provisions
taken as a whole, is that they are increasingly
leading to outcomes that satisfy both the fairness
and efficiency criteria.

(b) The tort of negligence

Fleming characterizes the function of torts law
as ex post social risk management, “the law of
torts then is concerned with the allocation of
losses incident to man’s activities in modern soci-
ety, and the task confronting the law of torts is,
therefore, how best to allocate these losses in the
interest of the public good” (Fleming (1998),
p. 3). Torts law achieves this by substituting lia-
bility rules, strict liability and negligence, for vol-
untary bargains between the parties. Since in
common law jurisdictions negligence is compar-
atively much more important, the discussion will
focus on this tort. Mendelson, a torts law scholar,
interprets this species of action on the case in a
risk management framework. She writes, “the
rationale for the tort of negligence is two-fold:
(1) to enable those wrongfully injured through
the negligent conduct of others to obtain compen-
sation from the injurers; and (2) to impose stan-
dards based on a duty to avoid creating risks,
which may result in an injury to another. If there
is no way of avoiding a particular risk, or of
predicting whether or not it will materialise, then
the risk ought to be disclosed to those who may be
harmed by it” (Mendelson, p. 278). “At common
law, to be successful in a cause of action in neg-
ligence, the plaintiff (victim) has to establish on
the balance of probabilities that: (i) the defendant
(injurer) owes him or her a duty of care; (ii) the
defendant is at fault by breaching the duty of care,
by falling below the standard expected of a rea-
sonable person in the defendant’s position; (iii)
the defendant’s breach factually caused the plain-
tiff’s harm and (iv) the harm was reasonably fore-
seeable” (Mendelson, p. 281).

The second and third aspects of the common
law of negligence (principles of breach and cau-
sation) have been recently modified by legislation
in all of the Australian states. The Civil Liability
Act 1936 (SA), s 32 and 32(2); Civil Liability Act
2002 (NSW), s 5B and 5B(2); Civil Liability Act
2003 (Qld), s 11 and s 9(2); Civil Liability Act
2002 (WA), s 5B and s 5B(2); Civil Liability Act
2002 (Tas), s 11 and s 11(2); Civil Law (Wrongs)
Act 2002 (ACT), s 43 and s 43(2); andWrongs Act
1958 (Vic), s 48 and s 48(2) each provides that
“(1) A person is not negligent in failing to take
precautions against a risk of harm unless: (a) the
risk was foreseeable (that is, it is a risk of which
the person knew or ought to have known), and
(b) the risk was not insignificant, and (c) in the
circumstances, a reasonable person in the person’s
position would have taken those precautions.
(2) In determining whether a reasonable person
would have taken precautions against a risk of
harm, the court is to consider the following
(amongst other relevant things): (a) the probabil-
ity that the harm would occur if care were not
taken; and (b) the likely seriousness of the harm;
and (c) the burden of taking precautions to avoid
the risk of harm; and (d) the social utility of the
activity that creates the risk of harm” (Mendelson
2010. 11.1.2, 11.2).

In a basic sense, these provisions bear some
resemblance to the “lower cost precaution taker
plus bearer of risk principle.” Study of the cases
on negligence, applying common law and the
modifying statutory principles, is very valuable
because it provides detailed guidance to the diffi-
culties judges face in applying the criteria to com-
plex individual risk management problems that
arise in practice and how these might be resolved.
The first HCA case to begin interpreting the new
legislation, Adeels Palace Pty Ltd v Moubarak
(2009) HCA 48 (2009) 239 CLR 420, is a good
example. “The defendants as occupiers of a recep-
tion and restaurant business, owed a duty of care
to two men, who while on the premises were shot
by a gunman in December 2002. The gunman was
one of the patrons, who initially came into the
restaurant unarmed; however following a violent
altercation on a dance floor, returned with a
loaded gun and used it to shoot the plaintiffs”
(Mendelson. 11.2.1.1). “The High court of Aus-
tralia was asked to decide, pursuant to s 5B of the
NSW Civil Liability Act, whether the defendants
had failed to take reasonable precautions against
the risk posed by the gunman” (Mendelson.
11.2.1.1). “Since the High Court found that the
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plaintiffs had not established causation (see
below), the issue was not decided, however the
Court did provide guidance on the matter of rea-
sonable precautions” (Mendelson. 11.2.1.1).

First, given that harm has actually occurred,
foreseeable risk has to be assessed before the
event or activity occurs and not on the basis of
what actually happens if the risk eventuates
(Mendelson 11.2.1.1). In this case, this was the
probability of violence occurring at a reception
and restaurant business, if “licensed security per-
sonnel who would act as crowd controllers or
bouncers were not provided” (Mendelson
11.2.1.1). Second, the foreseeable risk that is man-
aged cost-effectively by taking precautions does
not mean “general risks associated with certain
activities” (the common law rule) but foreseeabil-
ity of the specific risk “that called for, as a matter
of reasonable precaution, the presence or physical
authority of bouncers or crowd controllers to deal
with it safely” (Mendelson 11.2.1.1, p. 337).
Third, “there is no liability unless factual causa-
tion is established by the plaintiff, and this ‘is
determined by the ‘but for’ test: but for the negli-
gent act or omission, would the harm have
occurred?” (Mendelson, 12.2.2.1). In the Adeels
case, French CJ, Gummow, Hayne, Heydon, and
Crennan JJ found that factual causation had not
been established. This was because the evidence
did not establish “that security personnel could or
would have prevented re-entry by the gunman: a
determined person armed with a gun and irratio-
nally bent on revenge” (Mendelson, 12.2.2.1).
Since the court found for the defendants, they
had impliedly managed risk optimally.
Credit Market Negative Externalities and
Systemic Risk

Financial, or more specifically credit markets,
only manage an individual’s or businesses’ finan-
cial risk optimally, if none of the cognitive biases
infect their choices. However they will not man-
age aggregate financial risk optimally, because
market forces generate financial cycles arising
from financial system-induced negative external-
ities. This stricture also applies even if all decision
makers are perfectly rational in the economic
sense. Failures in credit markets give rise to sys-
temic risk, the risk that the entire financial system
will collapse. Downturns in financial cycles are
known as “balance sheet recessions” and differ
from business (inventory or inflation) cycles
(BIS 2014. Box 111.A, p. 45; Chapter 4, p. 65).
Balance sheet-induced cycles “tend to be much
longer than business cycles, and are best mea-
sured by a combination of credit aggregates and
property prices” (BIS 2014, p. 65). “On average it
takes about four and a half years for per capita
output to rise above its pre-crisis peak. The recov-
ery of employment is even slower” (BIS 2014
Box 111.A, p. 45).

Rising prices in asset markets (land, housing,
and equities) that no longer reflect underlying true
determinants of economic value such as land scar-
city usually portend emerging and troublesome
market bubbles. The cause of the 1930s depres-
sion was the bursting of the stock market bubble
in 1929 and the widespread bank failures and
deflation that followed. High economic growth
in the 1920s drove the share market upward, and
banks willingly financed most of the purchase
price of share portfolios. The latest example of a
debt-driven severe economic downturn, and
accompanying bank failures caused by bursting
bubbles, is the 2008 so called GFC, which began
in the United States and then subsequently spread
throughout many European economies. Ball
(2014) has estimated the weighted average loss
in potential output for 23 countries including the
United States from the “Great Recession” as being
7.2% in 2013, increasing to 8.4% in 2015 (Greece,
Hungary, and Ireland>30% and the United States
5.3%). In terms of 2015 US dollars, the 8.4% loss
translates into $4.3 trillion (Ball 2014, p. 5).

At the dawn of the twenty-first century, another
stock market bubble burst. However this was
eclipsed by a boom in real housing prices that
had emerged in the mid-1990s and led The Econ-
omist magazine in 2005 to describe it as “the
greatest bubble in history” (Garnaut and
Llewellyn-Smith, p. 11). In 1999 in America, the
Clinton administration wanted to increase home
ownership among poorer members of the commu-
nity. This was to be achieved by lowering interest
rates through expansion of the money supply and
giving the mortgage providers Fannie Mae
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(Federal National Mortgage Association) and
Freddie Mac (Federal Home Loan Mortgage Cor-
poration) incentives to make loans to subprime
borrowers, who being poor credit risks could not
borrow in conventional capital markets (Garnaut
and Llewellyn-Smith, p. 20). Incentives included
tax breaks and the ability to securitize subprime
loans. Securitization is a “practice through
which an illiquid but income producing asset is
converted into a security more easily traded by
investors” (Garnaut and Llewellyn-Smith, p. 41).
It “shifts and repackages risk but does not elimi-
nate it” (Garnaut and Llewellyn-Smith, p. 41).
“The securitization process was insured often by
selling a guarantee called a credit default swap
(CDS)” (Garnaut and Llewellyn-Smith, p. 51).

“Credit analysts at JPMorgan invented the
CDS” (Garnaut and Llewellyn-Smith, p. 40).
A CDS transfers the risk that a debtor will not
repay a loan from the creditor to an insurer, in this
instance, “risk was shifted from company to com-
pany; one paid the other to absorb the risk of
default” (Garnaut and Llewellyn-Smith, p. 65).
As a consequence, sellers of these instruments
were encouraged to take even greater risks, instead
of properlymanaging their balance sheets to ensure
that they could meet their financial obligations.
“Being over the counter derivatives, these trans-
actions were hidden from regulators and the wider
market of investors” (Garnaut and Llewellyn-
Smith, p. 66). A CDS is a class of interconnecting
derivative. Garnaut and Llewellyn-Smith, p. 66
write: “During the crash of 2008, when confidence
was tested, the risk that had been shifted from
thousands of individual companies suddenly
became a risk to the entire system. Because nobody
knew where the risk lay, everyone was suspect.”
The crunch came when US Federal Reserve offi-
cials pursued a sharp contractionary monetary pol-
icy to break the real estate bubble, and the supply of
credit rapidly contracted. There was a sharp rise in
mortgage defaults and foreclosures. Since securi-
tized mortgages had been bought all over the
world, overseas financial institutions and investors
were also impacted.

“A principal cause of the GFC was the policies
of the U.S. monetary and regulatory authorities”
(Stiglitz 2012). Poorly designed government pol-
icy and regulatory failure gave critical decision
makers in financial institutions perverse incen-
tives, which contributed to severe credit market
failures, and widespread externalized costs. They
also fuelled the increasingly irrational speculative
activity that was driving house prices upward.
Three negative externalities have been identified
in the literature: (i) strategic complementarities,
(ii) fire sales, and (iii) interconnectedness. The
first category arises due to vigorous competition
between financial institutions and increasing
adverse selection problems, lowering profits
from loans as the upswing of the cycle gathers
momentum. The outcome is that all institutions
tend to engage in the same risky lending practices,
thereby acquiring virtually the same “toxic” loan
portfolios. Fire sale externalities come into play
when the bubble has burst. Widespread asset sales
at prices below fundamental economic values dur-
ing times of financial distress cause asset prices to
decline adversely, impacting all financial interme-
diaries’ balance sheets. The Bank of England
describes the source of these two externality cat-
egories as “collective overexposure of the finan-
cial system in the upswing of the credit cycle, and
excessive risk aversion in the downswing” (Bank
of England, p. 10). Interconnectedness externali-
ties arise from “the rapid dissemination of shocks
between interconnected financial institutions”
(De Nicolo' et al. 2012, pp. 4–5). “A network of
large multinational based and interlinked financial
institutions, while mitigating the impact of
small shocks by spreading them, seems to amplify
large shocks because they can reach more
counterparties” (De Nicolo' et al. 2012, p. 10).
According to The Bank of England, the source
of this network externality is “the distribution
and concentration of risk within the financial sys-
tem” (Bank of England, p. 15). The role that
“interconnecting derivatives” such as CDSs
played in transmitting shocks was illustrated in
the previous paragraph.

Managing credit market negative externalities
optimally, necessitates an absence of government
regulatory failure plus macroprudential regulation
of the financial system. This differs from micro-
prudential regulation, which is designed to align
principal (lending mangers)-agent (customers)
incentives, given the difficulty agents confront in
monitoring principals’ lending activities. An
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example of a solution is the minimum capital
requirement of Australian banks. “If a deposit
taking institution sustains loan losses in excess
of its profits, it must write them off against capital,
not against liabilities (depositors’ funds). Conse-
quently in order to deal with such a contingency,
APRA (The Australian Prudential Regulation
Authority) mandates that such an institution
must hold at least 8% of its capital base (equity)
in a stipulated form: shareholders’ funds and
retained earnings (Tier 1 capital), and certain
types of preference shares (Tier 2 capital)”
(Viney, pp. 89–90). However microprudential
regulation does not by itself protect the integrity
of the whole financial system. Furthermore, the
whole behaves differently from its constituent
parts. “Stabilising one institution can destabilise
the whole system” (De Nicolo' et al. 2012, p. 7).

There are two ways of classifying macro-
prudential policy tools. De Nicolo' et al. 2012,
p. 11, describe these as: “capital requirements
(surcharges), liquidity requirements; restrictions
on activities, assets or liabilities, and taxation.”
The Bank of England 2011, p. 17, adopts the fol-
lowing groupings: “those that affect: (i) the balance
sheets of financial institutions; (ii) the terms and
conditions of loans and other financial transactions
and (iii) those that influence market structures.”
Systemic financial system risk is either time vary-
ing, emanating from complementarity and fire sale
externalities, or cross sectional, arising from inter-
connectedness externalities. “Balance sheet and
loan restriction tools address dynamic risk, while
market structure interventions target cross sectional
risk” (Bank of England, p. 17). Generally regula-
tion of capital buffers can potentially ameliorate all
three externality categories (De Nicolo' et al. 2012,
p. 14). Other examples of regulatory instruments
are restrictions on bank asset allocations to limit
asset growth in the upturn of the cycle, and adjust-
ment costs in the downturn, (De Nicolo' et al. 2012,
p. 12) and the imposition of maximum leverage
ratios (Bank of England, p. 17).
Conclusion

In this entry, while financial has been distinguished
from operational risk, they are both managed
optimally in the same way, through “cost-benefit”
assessments. Doing so will result in risk being
reduced, eliminated, or fully borne by the decision
maker. In order to implement these “optimization
rules,” rational behavior on the part of individ-
uals, which implies an absence of cognitive
biases, is necessary. This stringent requirement
is rarely met in practice, and government pater-
nalistic risk management is often observed. An
example is outright prohibition of the consump-
tion of harmful drugs. In addition, the common
law principles of contractual exemption clauses
and negligence both complement paternalistic
policies. The first does this by targeting unfair
risk-shifting contractual terms, while the second
assesses, inter alia, the adequacy of the respec-
tive parties’ precautions, after an accident has
occurred.

The optimal management of systemic risk or
total financial system collapse requires an
absence of government regulatory failure plus
robust prudential regulation. An example would
be the imposition of capital controls between
countries. Unimpeded market forces generating
credit market negative externalities will usually
fail to ensure that the economy’s aggregate expo-
sure to risk is optimal over the course of the
business or inventory cycle. Financial system
credit creation, during cyclical upswings, fuels
increasing asset prices, balance sheet leverage,
and the outcome is excessive exposure to sub-
optimal amounts of aggregate risk. Similarly,
during the downswing of the cycle, credit with-
drawal, deleveraging, and asset price declines
can generate disproportionate output and
employment losses that are “extraordinarily
long lasting” (BIS, p. 7). Furthermore, “financial
cycles can go largely undetected. They are sim-
ply too slow moving for policy makers and
observers whose attention is focused on shorter-
term output fluctuations” (BIS, p. 7).
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Abstract
The purpose of this entry is to delineate
the political economy of Wilhelm Röpke.
To reach this goal, a history of economics
approach is harnessed. First, the entry con-
cisely reconstructs Röpke’s life, intellectual
evolution, and heritage. Second, it presents
the specificities of his perspective on economic
embeddedness focused on the stability of
social order and on the role of informal institu-
tions as indispensable stabilizers of this order.
Biography

Wilhelm Röpke (1899–1966) was a key figure
within a fascinating generation of European
economists. Even though not as widely received
today as his colleagues and friends F.A. Hayek
(1899–1992) and Walter Eucken (1891–1950),
Röpke and his age peers had the mixed privilege
to experience two world wars, but also the intel-
lectual privilege to be among the most renowned
economists in Europe during the period of
the Great Depression as well as in the postwar
decades. Röpke’s vibrant life, his scholarly
achievements as political economist and as social
philosopher, but also his seminal role in shaping
economic policy at several crucial junctures
more than vindicate a detailed portrayal, with the
main aim to show how he complements the
ordoliberalism of the Freiburg School by his spe-
cific research program within the ordoliberal
paradigm.

Röpke was born in a small town in the North-
west of Germany and retained a lifelong sympathy
for rural, small-scale social contexts like the
one of his youth. He studied a combination of
economics, law, and administrative science at
Tübingen, Göttingen, and Marburg. Having
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completed both a (historicist) dissertation and a
(theoretical) habilitation at Marburg, Röpke
moved to Jena to become Germany’s youngest
professor at the age of 24 (Gregg 2010, pp. 7–8;
Hennecke 2005, pp. 49–53). After a brief stay at
Graz, he received a call to Marburg in 1929 and
stayed there until 1933, but had to leave almost
immediately after the National Socialist seizure of
power because of his perennial outspoken oppo-
sition (Nicholls 1994, pp. 56–59; Hennecke 2005,
pp. 99–114). Röpke and his close associate Alex-
ander Rüstow (1885–1963) received positions
at Istanbul, together with several other German
émigrés. Both were eager to come back to Central
Europe, and Röpke was lucky to receive a call in
1937 to the Graduate Institute of International
Studies in Geneva, where he remained for the
rest of his life.

Unlike Eucken or his Viennese colleagues,
Röpke was not the type of scholar to form a school
of his own (Boarman 1999, pp. 69–73) – instead,
he was a highly gifted networker and succeeded
soon to set up an international network connecting
various European countries, one to be expanded
after 1945 to the Americas (Zmirak 2001,
pp. 201–206). Röpke and Rüstow were among
the most active figures at the Colloque Walter
Lippmann in Paris 1938, the birthplace of
“neoliberalism” – a term with a history reaching
well into the nineteenth century, but now to
be used for a reformulation of liberalism by
twentieth-century social scientists (Gregg 2010,
pp. 82–86; Burgin 2012, pp. 67–78). Along with
Hayek, Röpke acted in the immediate postwar
years as the second initiator of the 1947-founded
Mont Pèlerin Society, a hub for the few remaining
liberal scholars, until that point isolated at their
individual locations in Europe and the United
States (White 2012, pp. 233–238; Kolev et al.
2014). Simultaneously, Röpke functioned as a
crucial “spin-doctor” to Ludwig Erhard and was
the mastermind behind some of Erhard’s strategic
plans for postwar Germany under the auspices
of the Social Market Economy (Commun
2004; Goldschmidt and Wohlgemuth 2008,
pp. 262–264). However, Röpke’s enthusiasm for
the effects of the “economic miracle” faded away
during the 1950s, leading to a deepening
pessimism about the prospects of liberty, in com-
bination with voicing ever-sharper conservative
positions on social issues. After the “Hunold
affair” within the Mont Pèlerin Society, a fall-out
with Hayek and the American fraction in the Soci-
ety ensued (Plickert 2008, pp. 178–190; Burgin
2012, pp. 137–143), with further detrimental
effects for Röpke’s weakened health leading to
his passing away in February 1966.

Even though not as prominent in today’s policy
debates in Germany as authors like Eucken or
Keynes, Röpke is frequently present in the official
addresses of Chancellor Merkel or of finance min-
ister Wolfgang Schäuble. In 2007, the Wilhelm
Röpke Institute was established in Erfurt, close to
Röpke’s first professorship at Jena. Also, Röpke
has been more widely received and discussed
than Eucken in some other European countries
(especially Switzerland and Italy) as well as
in conservative circles in the United States
(Commun and Kolev 2018).
The Political Economist Is More Than
Just an Economist

Röpke’s impulses to the research program of the
incipient neoliberal movement in the 1930s and
1940s are seminal – and often overlooked today.
Despite their worsening relationship in the late
1950s amid the tensions in the Mont Pèlerin Soci-
ety, Hayek acknowledged how Röpke had real-
ized “early, probably earlier than most of our
contemporaries, that an economist who is only
an economist cannot be a good economist”
(Hayek 1959, p. 26). And this is indeed charac-
teristic for Röpke’s oeuvre: in line with Eucken’s
concept of the “interdependence of orders,”
Röpke conceived a theory of the economy as an
entity deeply embedded in and interrelated with
adjacent social orders (Kolev 2013, pp. 121–136,
2015, pp. 424–427). Two issues are of paramount
importance for his specific take on ordoliberal
political economy: first his overarching concern
with the stability of the economic order as embed-
ded in society, and second his particular attention
to what one would call today “informal
institutions” – the particular cultural perquisites
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and preconditions which to Röpke were more
important for enabling stability than the formal
legal rules framing the economy (Zweynert
2013, pp. 116–120). His focus on these two
domains, stability and informal institutions, pro-
vides a valuable complement to the ordoliberal
research program of the Freiburg School, and
these domains also offer a helpful structure for
continuing this exposition.
Stability Is Not to Be Taken for Granted:
On the Fragility of the Spontaneous
Order

Following up on Hayek’s assessment above,
Röpke can often be seen as prescient – both in
his conceptual apparatus and his theoretical argu-
ments. For example, he used the term “spontane-
ous order” as a description for the market in 1937,
years before it explicitly found its key place in
Hayek’s terminology (Röpke 1963, p. 4). How-
ever, Röpke was also early to express serious
concerns about the fragility of this order and to
found his political economy on the issues of sta-
bility. The initiation was the Great Depression
when he conceptualized, within the Austrian
Business Cycle Theory, a phase of “secondary
depression” during a slump of the economy:
here, the useful effects of the “primary depres-
sion” with its merits in purifying the economy of
the malinvestments of the boom are depleted –
and the dangerous aspects of the depression start
spreading, as its deflation becomes omnipresent
(James 1986, pp. 329–342; Kolev 2013,
pp. 178–183). The main danger here according
to Röpke is not an economic one, rather it is
rooted in the interdependence of the economic
and the political order: The popular sentiments of
unstoppable downward dynamics can in his analy-
sis delegitimize not only the market economy as an
economic order but also democracy as a political
order and the free order of society as a whole
(Röpke 1932, 1936, pp. 129–132). It was because
of this notion of interdependence that Röpke, in
contrast to his Austrian friends (Haberler 2000),
pleaded in the early 1930s for active policy
responses to stop the disintegration of the political
order due to illiberal extremisms of various kinds.
Again, Hayek later acknowledged publicly the cor-
rectness of Röpke’s broad perspective at this key
juncture and also confessed his own narrowness in
judging the harm of deflation only on purely eco-
nomic criteria (Magliulo 2016).

In the decades to follow, Röpke expanded
comprehensively on this early intuition of the
crucial importance of stability in a system of
interdependent social orders. In his trilogy
published in German during the war (Röpke
1948, 1950, 1959), he searched for a diagnosis
of the multiple crises of his age, for a therapy for
them in Europe, and also for a solution set for the
pressing issues in the international economic rela-
tions (Sally 1998, pp. 133–147). He explored a
specific normative vision of the market within
society, later to be called a “humane economy”
in the English title of his probably most well-
known book today (Röpke 1960), a vision to be
depicted below. In the course of these endeavors,
he left technical economics aside and moved
increasingly into the domain of social philosophy,
a parallel evolution observable in many of his age
peers (Blümle and Goldschmidt 2006).
Informal Institutions, Not the Legal
Framework Are the Key to Long-Term
Stability

While the ordoliberalism of the Freiburg School
focuses on the order-generating properties of the
formal rules framing the economic process, the
specifically Röpkean agenda within the “order in
liberty” program of ordoliberalism is differently
nuanced. Without disregarding the crucial role of
formal legal institutions as a necessary condition
for a stable system of social orders, Röpke’s polit-
ical economy did not perceive them as a sufficient
condition. Rather, in an implicit division of labor
with his Freiburg colleagues, Röpke underscored
in his writings the essentiality of what he called
the “anthropological and sociological” precondi-
tions or prerequisites of a stable social order with a
high degree of social cohesion (Röpke 1950,
pp. 191–194, 1960, pp. 74–89). These cultural
preconditions are partially ideal (called above
“anthropological”) and relate to necessary values
within the intellectual heritage of Christianity, and
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partially they also have a material side (called
above “sociological”) and depict the necessary
social structures within which a “humane econ-
omy” is possible (Röpke 1960, pp. 222–235).
Here an interesting contrast to Hayek can be
drawn: while Hayek is primarily concerned with
the threat which the logic of the small group
can inflict on the mechanisms of the extended
order of society, Röpke worries most about the
opposite, i.e., about the threats stemming from
“enmassment” where the logic of anonymous
society uproots the individuals from the contexts
of their traditional small communities and their
particularly reliable social cohesion (Kolev 2016,
pp. 16–20). Correspondingly, retaining and con-
serving these small contexts both in terms of
economy and of society is the central goal of his
“humane economy,” thus preventing the individ-
uals from falling prey to ideational vacuum or to
unnatural social structures – and as the market
tends to use up the resources of its stabilizing
pillars, these are to be permanently checked and,
if necessary, stabilized anew by the state and other
players in civil society (Röpke 1942, pp. 67–71).

This Röpkean plea for specific informal institu-
tions to guarantee stability has often been criticized
as romantic, naively conservative, or even “retro-
utopian” (Solchany 2015, pp. 484–501). While
these critiques for Röpke’s therapies do not fully
lack justification, Röpke’s diagnosis regarding the
fragility inherent in “spontaneous orders” can
claim validity until today, in the global economic
order and, most recently, also in the political order
ofWestern societies. It will be intriguing to observe
to what extent the age of digitalization with plat-
forms like social media can partially bring back to
relevance the logic of small groups and the stabi-
lizing statics which Röpke expected from these
groups, in this way possibly providing an antidote
to the “too much” of dynamics which discontented
fractions ofWestern societies attest to the processes
of globalization.
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Abstract
Murray Newton Rothbard (2 March 1926 in
New York City–7 January 1995 in New York
City) was a libertarian philosopher and one of
the most influential adherents to the Austrian
School of economics in the recent past. Building
on the economic theory of his mentor Ludwig
von Mises (1881–1973), he made major contri-
butions in different areas of economics, espe-
cially in the fields of marginal utility theory,
welfare economics, monetary theory, business
cycle theory, and the history of economic
thought. Rothbard’s economic theory is com-
prised in his opus magnum Man, Economy
and State, published in 1962. The addendum
Power andMarket contains an economic theory
of the state. He also made notable contribu-
tions in libertarian ethics and anarchist philos-
ophy. He launched and spearheaded the
modern libertarian and anarcho-capitalistic
movement in the United States and attracted
many intellectual followers worldwide, such
as Walter Block (born 1941), Gary North
(born 1942), Hans-Hermann Hoppe (born
1949), Joseph T. Salerno (1950), and Jörg
Guido Hülsmann (born 1966).
Definition

Murray N. Rothbard (1926–1995) was a libertar-
ian political philosopher and an economist in the
tradition of the Austrian School of economics.
Life, Work, and Influence of Murray
N. Rothbard

Life, Family, and Personal Background
Murray Newton Rothbard was born on March
2, 1926 in New York City as the only child of
David and Rae Rothbard, who were Jewish immi-
grants from Poland and Russia, respectively.
Rothbard was born in the Bronx. He and his
family later moved to the Upper West Side of
Manhattan into a rent-controlled apartment.
Rothbard initially went to a public school, where
he caused massive trouble for his parents, col-
leagues, and teachers (Rothbard 1981). After the
move to Manhattan, he happily entered Birch
Wathen, a private school founded in the early
twentieth century. His winning one of the scholar-
ships that were awarded to poor and middle-class
boys in order to increase the ratio of boys to girls
enabled him to attend (Flood 2008).
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Murray Rothbard, with permission from Mises Institute in
Auburn, AL, USA

After finishing high school, he entered Colum-
bia University in the fall of 1942 at the age of 16.
As surprising it might seem in light of his aversion
to mathematical economics, Rothbard was at one
time in college a statistics major. He was an excel-
lent student and apparently attracted the attention
of recruiters for the Manhattan Project. Whether it
actually led to a job offer or not is unknown.
Rothbard was found to be unfit for military ser-
vices (4-F) which exempted him from the draft
during World War II (Flood 2008). He graduated
in 1945 and enrolled in a graduate course in math-
ematical statistics with the famous statistician and
economist Harold Hotelling (1895–1973), who
was at the time a member of the faculty at Colum-
bia University (1931–1946). However, disillu-
sioned with Hotelling’s lectures, he walked “out
of the world of statistics, never to return”
(Rothbard 2006, pp. 28–29). His main interests
shifted to the social sciences. In 1946 he received
the M.A. degree in economics.

According to Rothbard, growing up as a
middle-class Jew in the 1930s and 1940s in New
York City meant that literally everybody he
knew – “friends, relatives, acquaintances, what-
ever— was either a Communist Party member or
else was thinking about whether they should join
it.” He had “four aunts and uncles who were
Communist Party members and another two or
three or four were pondering whether or not to
join” (Rothbard 1981). His father had significant
influence on him at that time as he was strongly
opposed to the Communist Movement. So was
Rothbard. In retrospect, he called his father “the
first libertarian he knew” (Rothbard 1981). His
parents met at an anarchist dance, and at some
point his father probably was an active anarchist
but decided to stop political action, when he
found out that his friends, who were strongly
opposed to World War I, had been arrested.
From then on, he focused solely on his work as
a chemist. One of the first books on anarchism
that Rothbard read from the library of his father
was Paul Eltzbacher (1908). He found it to be
interesting and “exotic.” However, he was not yet
converted to anarchism as he was only about
10 years old (Rothbard 1981). This would happen
some years later.

Rothbard was elected a member of Phi Beta
Kappa and remained at Columbia University to
pursue a Ph.D. in economics under the economic
historian Joseph Dorfman (1904–1991). His the-
sis was entitled The Panic of 1819 (Rothbard
1962) and it is until today the standard work on
this particular economic crisis (Gordon 2007, p.
12). It took 10 years until he was awarded the
doctorate degree in 1956 due to disagreements
between Arthur Burns (1904–1987) and
Dorfman. Burns, then professor at Columbia Uni-
versity and chairman of the Council of Economic
Advisors (1953–1956), later chairman of the Fed-
eral Reserve (1970–1978), and ambassador to
West Germany (1981–1985), lived in the same
building as Rothbard. David Rothbard asked him
to have a look at his son at the university, but it
was Burns who brought his academic career to a
virtual halt by telling Dorfman that he would
“expect much more from Rothbard.” JoAnn
Schumacher, who became Rothbard’s wife and
close collaborator, found him one day sobbing at
the doorsteps of his house, disheartened by Burns’
obstacles (Flood 2008). Arthur Burns, Wesley
Clair Mitchell (1874–1948), and John Maurice
Clark (1884–1963) were among the most impor-
tant professors at the faculty. They looked skepti-
cally at economic theory and accepted the
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institutionalist doctrine which conceives of eco-
nomic theory as only relative to particular histor-
ical situations but not as universally true.
Rothbard followed Columbia philosopher Ernest
Nagel (1901–1985) and his criticism of institu-
tionalism for its opposition to economic theory
(Gordon 2007, pp. 9–11). This was an insur-
mountable conflict between Rothbard and Burns.
It was not the only time that he was facing intel-
lectual opposition. However, he would rarely
compromise and deviate from a position that he
deemed correct.

When Rothbard entered graduate school, there
were a peak number of students due to the
returning troops, the vast majority of which were
social democrats or even communists and in any-
way disapproved of the free market. At that time
George Stigler (1911–1991), later Nobel Prize
laureate (1982) of the Chicago school of econom-
ics, arrived at the campus (1947–1958). His first
two lectures were on the evils of rent control and
minimum wages, which led to some hysteria
among the students (Rothbard 1981). To the intel-
lectual relief of Rothbard, Stigler was not
averse to economic theory. Through one of
his pamphlets, written together with Milton
Friedman (1912-2006) (Stigler and Friedman
1846), Rothbard encountered the Foundation
for Economic Education. He contacted the group
and made the acquaintance of founder Leonard
E. Read (1898–1983); F. A. Harper (1905–1973),
founder of the Institute for Humane Studies in
1961; and most importantly Ludwig von Mises
(1881–1973), who immigrated to the United
States in 1940. His radical defense of the free
market, and in particular his book Human Action,
published in 1949 had a profound effect on
Rothbard’s thinking. Rothbard participated regu-
larly in Mises’s seminar at New York University,
for which he delivered a number of articles which
were partly published in his later works. Mises
became Rothbard’s mentor, although they would
not agree on everything, for example, the proper
role of the state. Mises, as a classical liberal,
advocated a state strictly confined to the protec-
tion of private property rights through a court and
police system. Rothbard, however, went one step
further and denied the necessity of the state
altogether. In this persuasion he was influenced
by nineteenth-century individualist anarchists,
such as Lysander Spooner (1808–1987), Benja-
min Tucker (1854–1939), and Gustave de
Molinari (1819–1912) (Gordon 2007, p. 13).

In terms of economic theory, Rothbard and
Mises would only disagree on minor aspects but
generally appreciate and admire each other’s
works. The William Volker Fund, which gave
financial support to classical liberal scholars,
commissioned Rothbard to write a textbook,
which would explain Mises (1998) to college
students. Something much larger would originate
out of this project – his opus magnumMan, Econ-
omy and State, published in 1962, one of the most
important contributions to Austrian economics in
the past century (Hoppe 1999). Ludwig vonMises
called Rothbard’s treatise:

an epochal contribution to the general science of
human action, praxeology, and its practically most
important and up-to-now best elaborated part, eco-
nomics. Henceforth all essential studies in these
branches of knowledge will have to take full
account of the theories and criticisms expounded
by Dr. Rothbard. (Mises 1962)

Only one year later, in 1963, appeared
America’s Great Depression, in which Rothbard
applied Austrian Business Cycle Theory as laid
down byMises (1912) to the great economic crisis
of the 1930s. He worked for different institutions
and foundations and published scientific and non-
scientific articles, comments, and reviews in var-
ious journals and magazines. From 1966 to 1986,
Rothbard taught economics at the Brooklyn Poly-
technic Institute, an engineering school without a
major program in economics.

Although Rothbard was an agnostic and a sec-
ularist, he became a columnist for a little right-
wing magazine written for protestant ministers
called Faith and Freedom under the pseudonym
Aubrey Herbert. He was criticized by the constit-
uents for being a communist, as he was opposing
the Eisenhower administration for its “statist
plans” and “attacking the idea that we should
spend every drop of American blood supporting
Chiang Kai-shek” (Rothbard 1981). Rothbard
was against military interventions and conscrip-
tion, and he favored the free market in all areas of
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social cooperation. This is why he in fact consid-
ered himself to be an extreme version of the mem-
bers of the “Old Right,” a movement that evolved
in reaction to American entry into World War
I (1917), and the New Deal (1933–1938), which
Rothbard identified in his book The Betrayal of
the American Right. The “Old Right” included
authors and journalists, such as Albert Jay Nock
(1870–1945), H. L. Mencken (1880–1956), Garet
Garrett (1878–1954), Robert Taft (1889–1953),
Frank Chodorov (1887–1966), and John
T. Flynn (1882–1964) whose works played a cru-
cial role in Rothbard’s intellectual development. It
was not the only time that Rothbard was
red-baited by people on the Right, since, although
being an ardent critic of communism, he opposed
the global military campaign against it. In his
opinion, the battle should be won intellectually
and not by means of violent force, and it should be
fought against statism in general and not commu-
nism in particular. Rothbard even cooperated with
members of the New Left in the 1960s looking for
allies in his fight against war. For him, this became
the most important issue of all. As he noted pri-
vately in 1956: “I am getting more and more
convinced that the war-peace question is the key
to the whole libertarian business” (as cited in
Payne 2005). Rothbard appreciated the works of
New Left historian William Appleman Williams
(1921–1990) and in particular his foreign policy
analysis and his advocacy of decentralization in
domestic affairs. In retrospect, however, he
thought that the alliance with the New Left was a
mistake. He wrote:

We came to realize that, as Marxian groups had
discovered in the past, a cadre with no organization
and with no continuing program of “internal educa-
tion” and reinforcement is bound to defect and melt
away in the course of working with far stronger
allies. The libertarian groupings would have to be
rebuilt as a self-conscious movement, and its major
emphasis would have to be on nourishing,
maintaining, and extending the libertarian cadre
itself. (Rothbard 2007, p. 202)

This is exactly what Rothbard did toward the
end of his career. He published For a New Liberty:
The Libertarian Manifesto in 1973, in which he
applied libertarian philosophy to the social and
economic problems of our time and thereby
founded the modern libertarian movement
(Block and Rockwell 1988). His philosophical
opus magnum The Ethics of Liberty appeared in
1982. In addition to his contributions in economic
theory and philosophy, he wrote a four-volume
history of colonial America, Conceived in Liberty,
and a two-volume Austrian Perspective on the
History of Economic Thought, tracing the history
of economics from the ancient Greeks to the clas-
sical economists, such as Adam Smith
(1723–1790) and David Ricardo (1772–1823),
as well as the French school of classical liberalism
and Marxism. He was working on a third volume
on more recent developments at the time of his
death. He did not finish it.

Rothbard only obtained a full professorship in
1986, as S. J. Hall Distinguished Professor of
Economics at the University of Nevada, Las
Vegas (UNLV), a university without a graduate
program in economics, which meant that through-
out his academic career Rothbard was prevented
from claiming a single doctoral student as his own
(Hoppe 1999). At UNLV, he closely collaborated
with Hans-Hermann Hoppe, one of his most influ-
ential disciples, until his death on the 7th of Jan-
uary 1995. Despite his unconventional and radical
beliefs, he probably could have obtained a full
professorship earlier in his career. However,
according to Gary North (2010), he suffered
from phobia about leaving Manhattan Island,
which he could only overcome toward the end of
his life.

Academic Work and Influence
Murray N. Rothbard published his opus magnum
in the area of economics, Man, Economy and
State, in 1962, as a relatively young economist
of only 36 years. With this volume, he occupied a
very, if not the most, influential position within the
tradition of the Austrian School of economics in
the second half of the twentieth century – although
Nobel Prize-winning economist Friedrich August
von Hayek (1899–1992) is commonly considered
to be the most important representative of this
school of thought. However, Hayek is strictly
speaking not an adherent to the rationalist main-
stream of Austrian economics as espoused by Carl
Menger (1840–1921), Eugen von Böhm-Bawerk
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(1851–1914), Ludwig von Mises, and Murray
N. Rothbard but rather its explicit opponent. He
stands in the tradition of British empiricism and
skepticism (Hoppe 1999). Like his intellectual
forerunners, Rothbard is an “outspoken rationalist
and critic of all variants of social relativism: his-
toricism, empiricism, positivism, falsificationism,
and skepticism” (Hoppe 1999, p. 223). Rothbard
interpreted economic theory as universally and a
priori true and not only hypothetically valid. In
his opinion, it is not subject to constant empirical
testing against data. In other words, propositions
in economics concern non-hypothetical relations
and assume apodictic validity. As Mises in his
Human Action, Rothbard deduced all his eco-
nomic propositions from basic axioms. He wrote
in the preface to the second revised edition of
Man, Economy and State:

The present work deduces the entire corpus of eco-
nomics from a few simple and apodictically true
axioms: the Fundamental Axiom of action – that
men employ means to achieve ends, and two sub-
sidiary postulates: that there is a variety of human
and natural resources, and that leisure is a con-
sumers’ good. (Rothbard 2009, p. lvi)

Rothbard interpreted economic theory as the
logical deduction from the proposition that men
act. It is impossible to deny this fundamental
axiom without running into a performative con-
tradiction, since arguing against it would imply an
act as described above – the conscious employ-
ment of means, i.e., once vocal chords, to achieve
an end, i.e., the refutation of the axiom of action. It
is therefore indisputably true. The validity of eco-
nomic theory, therefore, rests solely on the valid-
ity of the axiom of action and the correct exercise
of logical deduction and inference (Hoppe 1999).
Hence, empirical testing of economic proposi-
tions becomes unnecessary. Economic data can
illustrate the propositions but neither verify nor
falsify them. Furthermore, Rothbard followed the
strict epistemological and methodological indi-
vidualism of Menger, Böhm-Bawerk, and Mises,
that is, he acknowledged the necessity to explain
all economic phenomena in terms of purposeful
individual action. Only individuals have desires,
and “[e]very ‘holistic’ and ‘organistic’ explana-
tion must be categorically rejected as an
unscientific pseudo-explanation” (Hoppe 1999,
p. 224). Since human beings act under uncer-
tainty, human action is always speculative, and
therefore Rothbard considers mechanical expla-
nations of social phenomena as inappropriate and
unscientific. Human action is fundamentally dif-
ferent from the behavior of atoms and other
objects considered in natural sciences.

Beyond Mises’s framework, Rothbard made
several contributions to Austrian economics.
One of the most important is his clarification of
marginal utility theory as well as the reconstruc-
tion of welfare economics and the theory of the
state that he derived from it. Rothbard explained
that the word “marginal” does not refer to incre-
ments of utility, but rather to the utility of incre-
ments of a good. The former would imply
measurability of utility, whereas the latter does
not. Increments of a good can be characterized in
physical terms and can be measured. Utility, how-
ever, is completely subjective, cannot be mea-
sured, and exhibits only an ordinal character on
one-dimensional subjective preference scales. It is
furthermore subject to changes over time. Conse-
quently, interpersonal utility comparisons and the
application of the rules of arithmetic to the con-
cept of utility are impossible, such as adding util-
ities together to obtain a measure of “social
welfare.” Rothbard took this logical conclusion
from the subjective and ordinal character of utility
seriously and developed a new version of welfare
economics “based on the twin concepts of indi-
vidual self-ownership and demonstrated prefer-
ence” (Hoppe 1999, p. 228).

Self-ownership means that every person owns,
or exclusively controls, his or her physical body.
In every action the personal physical body serves
as a means to achieve some end. Thereby, it is
demonstrated that the physical body is valued as
good, and furthermore by doing one thing rather
than another, it is demonstrated what is deemed
the most highly valued end. In other words, the
underlying ordinal preferences are demonstrated.
Trading good A against good B demonstrates that
good A is ranked higher on the subjective prefer-
ence scale. For the trading partner, the opposite is
true. Both parties expect to benefit from the trans-
action; otherwise it would not take place. As long
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as individuals act, trade, and cooperate voluntarily
and do not harm third parties, we might speak of
Pareto-superior changes that lead to increases in
subjective utility and hence in “social welfare.” If
transactions are brought about through coercion,
at least one party is made worse off; otherwise it
would have engaged in the transaction voluntar-
ily. These changes are not Pareto superior. And it
cannot be claimed that they lead to increases in
social welfare, since losses and gains in utility
cannot be compared. Noncontroversial examples
would be criminal offenses, such as robbery and
theft. However, also acts of the government, at
least in part, classify as coercive. In fact, the
power to coerce is the decisive characteristic of
the state. Rothbard defined the state:

as that organization which possesses either or both
(in actual fact, almost always both) of the following
characteristics: (a) it acquires its revenue by physi-
cal coercion (taxation); and (b) it achieves a com-
pulsory monopoly of force and of ultimate decision
making power over a given territorial area.
(Rothbard 2002, p. 172)

Rothbard’s conclusion is the refutation of the
institution of government on welfare economic
grounds. This of course made Rothbard an intel-
lectual outlier, although his conclusion was
implicitly accepted by many academics. As
Hans-Hermann Hoppe points out:

Scores of political philosophers and economists,
from Thomas Hobbes to James Buchanan and the
modern public-choice economists, have attempted
to escape from this conclusion by portraying the
state as the outcome of contracts, and hence, a
voluntary and welfare-enhancing institution.
(Hoppe 1999, p. 231)

Rothbard, however, would agree with Joseph
Schumpeter (1883–1950) that “the theory which
construes taxes on the analogy of club dues or of
purchase of services of, say, a doctor only proves
how far removed this part of the social sciences is
from scientific habits of mind” (Rothbard 1997,
p. 247; as cited in Hoppe 1999, p. 231).

Rothbard’s monetary theory is also strongly
influenced by the pioneering work of Ludwig
von Mises. As he stated: “The Austrian theory of
money virtually begins and ends with Mises’s
monumental Theory of Money and Credit”
(Rothbard 1997, p. 297). However, Rothbard
made some additions and in particular generalized
the Misesian theory by adopting a broader defini-
tion of the supply of money – “money includes
whatever is redeemable at par in standard money”
(Gordon 2007, p. 39). Mises introduced the
so-called regression theorem which states that
money as a generally accepted medium of
exchange originates as a commodity money,
such as gold, in the course of voluntary exchange
and cooperation on the market. Rothbard added a
theory of the destruction or devolution of money
by the government that Hoppe called a “progres-
sion theorem” (Hoppe 1999, p. 237). Rothbard
(2010) is an exposition of this theory and his
views on money accessible for laymen and the
general public. Rothbard (2008) and The Case
against the FED (1994) contain similar ideas.

Rothbard applied Austrian business cycle the-
ory, as formulated by Mises (1912) and Hayek
(1967), to the Great Depression of the 1930s in
his 1963 book America’s Great Depression.
Another source of influence for this volume was
(Robbins 1971). In fact, Rothbard wrote in a
letter to Ivan Bierly in 1959 that he considers
Robbins’s book to be “one of the great economic
works of our time.. . . This is unquestionably the
best work published on the Great Depression”
(as cited in Gordon 2007, p. 42). Rothbard shows
how the available empirical data supports the
Austrian claim that artificial credit expansion
leads to an inflationary boom, during which
malinvestments are made, and the subsequent
bust, in which the “cluster of business errors”
becomes apparent (Rothbard 2000, p. 8). When
central banks lower interest rates artificially, they
make more investment projects look profitable
than the subsistence fund, that is, the amount of
real savings in the economy, can actually sustain.
Hence, the structure of production is changed in
an unsustainable manner as more investment
projects are started than can be finished. The
crisis constitutes the period, in which the neces-
sary corrections take place, i.e., unprofitable
investment projects are liquidated and, if not
lost altogether, the remaining capital is rein-
vested into profitable lines of production. In
Rothbard’s own words:
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In sum, businessmen were misled by bank
credit inflation to invest too much in higher-order
capital goods, which could only be prosperously
sustained through lower time preferences and
greater savings and investment; as soon as the
inflation permeates to the mass of the people, the
old consumption–investment proportion is
reestablished, and business investments in the
higher orders are seen to have been wasteful. Busi-
nessmen were led to this error by the credit expan-
sion and its tampering with the free-market rate of
interest.

The “boom,” then, is actually a period of waste-
ful misinvestment. It is the time when errors are
made, due to bank credit’s tampering with the free
market. The “crisis” arrives when the consumers
come to reestablish their desired proportions. The
“depression” is actually the process by which the
economy adjusts to the wastes and errors of the
boom, and reestablishes efficient service of con-
sumer desires. The adjustment process consists in
rapid liquidation of the wasteful investments. Some
of these will be abandoned altogether (like the
Western ghost towns constructed in the boom of
1816–1818 and deserted during the Panic of
1819); others will be shifted to other uses.
(Rothbard 2000, pp. 11–12)

The current financial and debt crisis exhibits
the same tendencies again. The ghost towns
around Madrid in Spain are only one dramatic
case in point for the wasteful employment of
capital in the recent past. The current crisis has
led to an increased interest in the Austrian theory
of the trade cycle among laymen and professional
economists alike, both in order to support and to
criticize it (see, e.g., Caplan 2008). It is argued
that the Austrian theory has more explanatory
power than mainstream Neoclassical, Monetarist,
or Keynesian accounts of the current crisis, which
makes it attractive for young economists, but also
a challenge for economists of other schools of
thought. Rothbard’s work and influence has
played a major role in this development.

Rothbard was cofounder of the Ludwig von
Mises Institute in Auburn, Alabama, together
with Llewellyn H. Rockwell Jr. (born 1944) and
Burton Blumert (1929–2009). Today, the institute
promotes the ideas of Ludwig von Mises and
Murray N. Rothbard as well as their intellectual
followers more effectively than ever before. Its
website, www.mises.org, makes a large number
of books, journal articles, and other writings avail-
able for free. There exist a number of professional
journals and periodicals published by the institute,
including The Journal of Libertarian Studies
(1977–2008) and The Review of Austrian Eco-
nomics (1987–1998), for both of which Rothbard
served as editor, as well as The Quarterly Journal
of Austrian Economics (since 1998), which was
started after Rothbard’s death. Many of the con-
tributors to the journal see themselves in line with
Rothbardian economics. Rothbard himself, how-
ever, “by 1963 had grown discontented with eco-
nomic analysis as an end in itself” (as cited in
Casey 2010, p. 7) according to Gary North.
Through his many radical writings in the area of
libertarian ethics and philosophy as well as his
political activism, for example, in support of the
Libertarian Party (since 1971), Rothbard launched
and spearheaded the modern libertarian and
anarcho-capitalistic movement in the United
States. Today, it has found followers all around
the world.
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Abstract
Jacques Rueff was a French economist with
long experience in combining practice and
theory. Deeply interested in epistemology and
interdisciplinarity, Rueff was a monetary spe-
cialist and one of the leading European econo-
mists after World War II.
Biography

After studying at the École Polytechnique,
Jacques Rueff (1896–1978) became an inspector
of finance (1923–1926), special advisor to the
League of Nations (1927–1930), financial attaché
at the French Embassy in England in charge
of the Bank of France’s sterling reserve
(1930–1933), deputy-director of the Mouvement
général des fonds (previously the French Trésor;
1934–1939), and deputy governor of the Bank
of France (1939–1941). Rueff also participated
in the Walter Lippmann colloquium in 1938
(Lane 1997).

Until 1952, Rueff was deeply involved in the
postwar negotiations (he was, for instance, the
president of the inter-allied reparations agency).
A strong advocate of European integration,
Rueff was a judge of the Court of Justice of
the European Communities (1952–1962). He
also became an important economic advisor to
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President Charles de Gaulle from 1958, and it was
thanks to his plan (with Pinay) that France
succeeded in balancing the budget and ensuring
the convertibility of the franc. A proponent of a
return to the gold standard, Rueff argued against
inflation which he always considered a “false
right.” He later became a member of the Eco-
nomic and Social Council.
Innovative and Original Aspects

Deeply interested in epistemology and interdis-
ciplinarity, Rueff adopted a conventionalist
methodology (Frobert 2009, see also Claassen
1967), applying this to topics such as unemploy-
ment (1925b, 1926, 1931a, b) and money (1927,
1953, 1961, 1963, 1965, 1971, 1973), and being
among the first to consider economics as a statis-
tical science (1925a, [1929] 1961). Surprisingly,
although his earliest work did not directly
express an interest in law (1922), many legal
theorists commented on his work long before he
became famous for his concept of the “false
right” (1945).

The English translation of Rueff’s From
the Physical to the Moral Sciences ([1922]
1929) was widely discussed in American
journals of law and philosophy. According to
Rueff, economics is a moral science, all physi-
cal and moral sciences use the same tools, and
all have a rational branch and an experimental
branch. Although their objects, of course, differ,
the aim remains always to discover the underly-
ing laws of observed phenomena. Ironically, in
this book, he never addressed the questions
of law.

Practice and learning in American law had
come under strong criticism in the nineteenth
century, with particular emphasis on the quasi-
mechanical application of its various laws and
codes. Lawyers concerned with these issues
turned to Rueff’s work on economics andmorality
for an account of how a social science could
be considered a “real science” like physics, con-
strained by the adoption of a scientific method.
Discussion arose concerning what might be the
scientific basis of the concept of law, whether
social norms and the evolution of society should
be taken into account in attempting to define
that concept, and if so what methodology ought
to be adopted.

Thus, a preface to Rueff’s work was written
by H. Oliphant (1884–1939) and A. S. Hewitt
(1902–1987), teachers of law at Columbia and
Johns Hopkins University respectively, and fer-
vent advocates of interdisciplinarity particularly
with respect to law and economics. From this
preface, it was clear that Oliphant and Hewitt
accepted that law could be a science on the
condition that it applied a rigorous method, allo-
wing case studies. Specifically, Oliphant (1923,
1928) argued in favor of a rapprochement of law
and economics, since both aimed to establish a
method that combined logic and experience, just
as outlined by Rueff. According to them, when a
society evolves, this means in terms of logic that
one of its first premises has changed. For
instance, in several countries, the abolition of
the death penalty had only recently become con-
ceivable, and abolition had not been discussed at all
in their earlier history. It was therefore necessary to
modify the legal texts in such a way as to follow the
social changes. These American lawyers lacked a
theoretical corpus, however, and this was why
Rueff was so widely discussed. His incursions
concerning morality strongly interested them, par-
ticularly because, for Rueff, manners and laws are
valid only for a time.
Impact and Legacy

Law and economics become combined in
Rueff’s famous concept of the “false right.”
Rueff’s starting point is the concept of the
“property rights,” which is rooted in the
544th article of the French civil code: “owner-
ship is the right to enjoy and dispose of things
in the most absolute manner, provided they are
not used in a way prohibited by statutes or
regulations.” Rueff’s Social Order (1945)
argues that economics is not the science of
wealth as has generally been thought, but
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rather the science of the links between desired
things and men’s desiring those things. Wealth
does not lie in the things desired but in our
ability to enjoy and dispose of things.

As recently remarked by Minart (2016),
according to Rueff the lawyer gives shape to the
right to property, the economist provides its con-
tent, and the police its protection. The right to
property is analyzed as a recipe for value. In this
respect, a real right is a right that enables a seller to
“empty” the content of his right to property “onto”
a specific commodity and, in return, to “fill” his
right with money. The buyer and the seller agree
on the price, and then the right becomes real. And,
to the contrary, a false right occurs when the value
of wealth contained in this right does not comply
with the amount of money the seller wishes to
receive – in the case, for instance, of prices
being fixed by a public authority.

According to Rueff, prices determine the vol-
ume of the right. If the selling price is lower than
the purchase price, the volume of the right
decreases. There follows an imbalance between
supply and demand, and thus the creation of false
rights. Such an imbalance is the basis of inflation.
The same is also true for unemployment insur-
ance, since it interferes with the free functioning
of the price mechanism.

Having successfully combined theory and
practice throughout his life, Rueff has made sig-
nificant contributions to the field of economic
analysis through his monetary analysis and his
innovative false rights theory. Jacques Rueff
remains in many respects one of the major French
economists of the twentieth century.
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Abstract
This entry explores the role of the rule of law in
a market economy. The emergence of the rule
of law is a precondition of not only political
and economic liberty but also economic
growth and overall human progress. The pres-
ence, or lack thereof, of the rule of law deter-
mines whether human interaction will be
positive-sum or negative-sum in nature. We
explore first the fundamental attributes to
the rule of law in relation to property rights
and entrepreneurship. Second, we discuss in
detail three attributes to the rule of law that
generate this productive entrepreneurial pro-
cess: (1) generality, (2) predictability, and
(3) equality.
Introduction

Simply put, the rule of law refers to the absence of
political or legal privilege among market actors
and the absence of arbitrary discretion among
political actors. It is a political–legal principle,
whereby the governing authority of a particular
society is restricted to enforcing laws applied
equally to all and not intended to benefit one
particular party at the expense of another. Any
violation of the rule of law implies that
political–legal privileges cannot be granted with-
out simultaneously granting discretionary power
to those political actors who are in the position to
grant such privileges. Therefore, the presence, or
lack thereof, of the rule of law determines whether
human interaction will be positive-sum or
negative-sum in nature.
The Rule of Law, Property Rights, and
Entrepreneurship

According F.A. Hayek, one of the leading econo-
mists and legal scholars of the twentieth century,
“the gradual transformation of a rigidly organised
hierarchic system into one where men could at
least attempt to shape their own life, where man
gained the opportunity of knowing and choosing
between different forms of life, is closely associ-
ated with the growth of commerce” (1944 [1994]:
18). Such a gradual transformation can be framed
in terms of an inherent link between the rule of
law, property rights, and entrepreneurship. The
presence, or lack thereof, of economic develop-
ment cannot be explained by an abundance or
shortage of entrepreneurship in a society (see
Baumol 1990; Boettke and Piano 2016); individ-
uals are always and everywhere on the lookout for
previously unnoticed profit opportunities (Kirzner
1973). However, whether or not such a pursuit of
profit opportunities manifests itself as productive
activities, such as trade and innovation, or
unproductive activities, such as rent-seeking and
theft (Tullock 1967), depends upon the allocation
of entrepreneurial talent in a society (Murphy
et al. 1991). Such an allocation is dependent
upon the establishment of well-defined and well-
enforced private property rights that can be
exchanged via money prices, allowing entrepre-
neurs to calculate the relative scarcity of resources
through the guiding signals of profit and loss.
Such guiding signals communicate to entrepre-
neurs whether or not resources have been allo-
cated to their most valued consumer uses (Mises
1920 [1975]). Both the productive allocation of
entrepreneurship and the productive allocation of
resources via exchange and innovation that follows
from entrepreneurship require that property rights
restrict competition only to profit-seeking that cre-
ates social wealth, not rent-seeking that destroys
social wealth (see Boettke and Candela 2014b).
Such a restriction, however, implies the presence
of the rule of law, without which entrepreneurship
will be negative-sum rather than positive-sum. Fol-
lowing Hayek (1960: 205–210), there are three
attributes to the rule of law that generate this pro-
ductive entrepreneurial process: (1) generality,
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(2) predictability, and (3) equality. We discuss each
of these attributes below in relation to property
rights and entrepreneurship.
R

Generality

To understand the way in which laws are general
and abstract, rather specific and concrete, it is
important first to make a distinction, following
James Buchanan, between the rules of the game
and interaction within the rules of the game. The
distinction we make between the rules of the game
and social interaction within rules follows a “law
and economics” approach (Marciano 2016; see
also Wagner 2016). Law and economics analyzes,
in a world of positive transactions costs, the
degree to which different legal rules, particularly
the absence or existence of the rule of law, affect
economic performance, namely by ameliorating
or exacerbating the costs of defining property
rights and facilitating exchange. This approach is
related, though distinct, to “the economic analysis
of law.” Although the terms are sometimes used
interchangeably, the economic analysis of law
approaches legal analysis by assessing the effi-
ciency of legal rules in a world of zero-transactions
costs.

The attribute of generality implies that the rule
of law operates as a “meta-legal doctrine” (Hayek
1960: 206), through which the types of laws that
are filtered through the legislative process are
those that are end-independent and impersonal.
Laws that are consistent with the rule of law
must neither command any specific purpose
upon individuals nor does it assign any concrete
status or outcome that differentiates individuals
before the law. This does not mean that laws that
recognize individuals on the basis of sex, race, or
creed violate the rule of law; rather, it is only when
such groups are preassigned a special status or
privilege at the expense of other individuals that
the rule of law is violated. This violation occurs in
a twofold manner. First, resources and income are
transferred by force to the politically privileged to
the expense of the politically disenfranchised. For
example, import tariffs on particular goods lead to
the loss of consumer surplus and generate rents for
domestic producers of that good. Secondly, and
more importantly, the political transfer from one
party to another cannot occur without simulta-
neously granting discretion to the political offi-
cial, who must exercise arbitrary force in making
such a transfer. When the rule of law is violated,
the legislator is no longer “blind,” but can in fact
foresee how and to whom laws will effect partic-
ular groups of individuals in society. As a result,
entrepreneurship in such a society will mutate
from profit-seeking to rent-seeking, as entrepre-
neurs will expend resources to capture privileges
through political exchange, which wastes
resources that could have otherwise been used
for productive innovation (Harnay and Marciano
2011).
Predictability

The rule of law does not assign marching orders to
individuals but acts like traffic signals that guide
the interaction of individuals in a noncoercive
manner. Like traffic signals, they do not rely on
legislators directing any other individual in
advance, by force, or how to act explicitly. Rather,
because individuals can reliably expect that laws
will not be changed arbitrarily, “planning” is left
to the individual at a particular place and time.
Predictability, however, implies neither the com-
plete lack of change in the law nor the absence of a
judiciary. Rather, it only implies that laws will be
changed on the margin by judges to facilitate
coordination between contesting parties
according to the circumstances of place and
time. Such evolution in the law will be marginal,
but adaptive for the adjudication of new disputes,
yet consistent with the body of judicial precedent.
Therefore, if rule of law is in place, entrepreneurs
can reliably feel secure in their property and be
able to deploy their resources in long-term invest-
ment projects that are productive and wealth-
creating. Predictability means laws are intended
for such a duration that no one, not even the
legislator, can anticipate who will benefit from
such laws. It is in this sense that the rule of law
operates as a “fifth factor of production” (Boettke
and Candela 2014a), providing the framework for
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the coordination of the land, labor, and capital by
entrepreneurs according to their foresight about
future profit opportunities. This has important
implications for entrepreneurship and economic
development. First, entrepreneurs in the market-
place can reliably “predict,” or anticipate, that
they will only be harmed by the threat of losses
from competing entrepreneurs, without fear of
being harmed by the threat of public predation in
the form of outright theft or regulation that bars
them from entry into the marketplace. The
unintended consequence of the rule of law, then,
is to discipline entrepreneurs to accrue profits only
by innovating, lowering costs, and producing
resources according to consumer preferences.
When the rule of law is violated, the only “pre-
dictability” that entrepreneurs have in their ability
to accrue profits is to bar their competition from
entry into the marketplace via capture of monop-
oly privileges.
Equality

The link between the predictability of laws and the
spontaneity of the market process is the attribute
of equality before the law. Under the rule of law,
laws are applied equally to all, both to the ruler
and the ruled. Social interaction and the outcomes
of such interactions are guided horizontally by
voluntary contract between individuals within
the game, not vertically by capturing legal status
or manipulating political officials to “bend the
rules” in an individual’s favor. Thus, under the
rule of law, one’s relative wealth or status in
society is not predetermined by privilege; rather,
it is discovered by learning how best to serve their
fellow man via contractual exchange and innova-
tion. In this capacity, government only acts as a
referee, or umpire, to enforce the law, setting the
precondition within which not one but multiple
purposes and plans can be pursued by individuals
via trade and exchange. Equality before the law is
crucial to entrepreneurship and economic devel-
opment because it recognizes that individuals are
different and unique in their talents, potentialities,
and knowledge of a particular time and place. It is
freedom from legal discrimination that allows the
spontaneous interaction of diverse individuals to
generate entrepreneurial discoveries that are
accidental and previously unforeseen. How
could Malcolm McLean have applied his unique
knowledge of trucking and shipping to pioneer
the container ship in the 1950s if he was legally
barred by shipping regulations? (see Levinson
2006) The rule of law cannot be violated without
the tendency of substituting the rule of men.
Under the rule of law, profits and losses in the
marketplace are determined by the ability of
entrepreneurs to serve consumers. Under the
rule of men, profit and losses are determined
by the ability of entrepreneurs to win political
privileges, which come at the expense of the
consumer.
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Abstract
This entry explores the connection between the
rule of law and economic performance. First, we
analyze the role of interjurisdictional competi-
tion, and how the rule of law emerged as a
by-product of this competitive process, initially
in Western Europe. Second, we discuss the role
of intrajurisdictional competition between inter-
est groups, which reinforced the emergence of
the rule of law within states. Finally, we discuss
the mechanism by which the rule of law suc-
cessfully or unsuccessfully became established
in Western offshoots, particularly in Africa and
the Americas, affecting the long-term economic
performance of these areas.
JEL Codes
O12; P14; P16
[W]e may say that the movement of the progressive
societies has hitherto been a movement from Status
to Contract –Henry Sumner Maine (emphasis orig-
inal, 1861 [1982]: 170)
Introduction

The most incredible fact in recent economic his-
tory is the rapid decline of extreme poverty
throughout the developing world. According to
the World Bank, the percentage of individuals
living on less than two dollars per day has fallen
from 37% in 1990 to less than 10% of the world’s
population by the end of 2015. This dramatic fall
in poverty has been due to a turn towards the
protection of private property, freedom of con-
tract, and most importantly, the establishment of
the rule of law during this same period, particu-
larly in areas that abandoned central economic
planning, such as China, India, and Central and
Eastern Europe. This more recent phenomenon of
modern economic growth is a part of a progressive
transition in societies that began first in Western
Europe, from one in which wealth is accumulated
through political transfers of privilege to a politi-
cally connected few, to one in which wealth is
created through voluntary market exchange and
innovation among many anonymous strangers.
This social and economic transition is fundamen-
tally based on an institutional transition towards
the emergence and establishment of the rule of
law, or as Maine put it, “from Status to Contract.”

However, the importance of the rule of law is
not simply due to economic development in terms
of increasing growth rates (Ručinská et al. 2016).
Wealth creation produced by productive entrepre-
neurship within the rule of law is necessary, but
not sufficient for explaining human progress.
Boettke and Subrick (2003) find that the rule of
law also positively affects human capabilities,
which refers to ability of individuals to lead the
sort of lives that they value. That is, a variety of
noneconomic fundamental aspects of the human
existence, including life expectancy, child mortal-
ity, literacy rates, and immunization, are posi-
tively related with the protection the rule of
law. Therefore, the rule of law is good for
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development, and development is not just good
for one’s stomach but also one’s mind and soul.

This entry explores the connection between the
rule of law and economic performance. First, we
analyze the role of interjurisdictional competition,
and how the rule of law emerged as a by-product
of this competitive process, initially in Western
Europe. Second, we discuss the role of intra-
jurisdictional competition between interest
groups, which reinforced the emergence of the
rule of law within states. Finally, we discuss the
mechanism by which the rule of law successfully
or unsuccessfully became established in Western
offshoots, particularly in Africa and the Americas,
affecting the long-term economic performance of
these areas.
The Emergence of the Rule of Law Via
Interjurisdictional Competition

The degree to which the rule of law will lead to
economic development depends upon whether
or not the discretionary hands of a ruler are tied
from altering property rights arbitrarily. Other-
wise, entrepreneurship will be directed into
unproductive activities. According to North and
Weingast (1989: 804), “A ruler can establish such
commitment in two ways. One is by setting a
precedent of ‘responsible behavior,’ appearing to
be committed to a set of rules that he or she will
consistently enforce. The second is by being
constrained to obey a set of rules that do not
permit leeway for violating commitments.”
Beginning in a world in which governments
have not established a credible commitment to
predate its subjects, the question, then, is how
did the rule of the law first emerge in the West?

Weingast (1997: 245) attempts to explain “the
remarkable variation among states in the rule of
law.” In his framework, the rule of law is under-
stood as “a set of stable political rules and rights
applied to all citizens,” one among many possible
equilibria in a political-economic game between
the government and the different subsets of the
citizenry. Governments are often tempted to act
arbitrarily to their own advantage. The citizens as
a collective have an interest in constraining the
arbitrary actions of the government. But any sub-
set of the population will sometimes gain some-
thing from these violations of the rule of law.

The logic of the classic prisoners’ dilemma
game applies. As evidence of this, historically,
most societies have been trapped in a subpar
equilibrium. Members of society disregard (and
sometimes encourage) the violation of the rule of
law whenever it benefits them. Escaping the
subpar equilibrium requires coordination among
citizens. Oftentimes, this can be so costly to
being unfeasible. To make the rule of law a self-
enforcing constraint on governmental interference
with society, the interests and beliefs of large
sections of the citizenry must be aligned, at least
to some degree. Thus, societies with high degrees
of fractionalization (ethnic, cultural, political) are
less likely to coordinate than more homogeneous
ones (Weingast 1997).

These obstacles notwithstanding, coordination
is possible. The rule of law, as it emerged first in
Western Europe, was an emergent phenomenon
of human action, though not of human design.
Given the politically fragmented nature of West-
ern Europe, violent international competition
between states required European political leaders
to finance the maintenance of strong military
forces against the threat of conflict. In order to
finance military expenditures, such political
leaders were incentivized to expand their tax rev-
enue base in a wealth-maximizing manner, the
unintended result of which was for the political
elite of each state to attract merchants, bankers,
and technological innovators by securing property
rights in their resources. The effect of this institu-
tional change was to encourage the development
of capital markets capable of mobilizing large
concentrations of wealth from which to tax and
borrow.Moreover, in order for the political elite to
have tapped this economic potential, this required
not only security from arbitrary expropriation and
confiscation but also toleration of technological
experimentation and new ideas that would yield
savings and investment. These institutional
changes facilitated the expansion of technological
innovation and productive specialization under
the division of labor. As an unintended conse-
quence of such action, feudalistic privileges
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were gradually eroded and economic and political
liberty was reinforced until a critical threshold
was met, leading to an explosion of economic
growth in the early nineteenth century (Rosenberg
and Birdzell 1986; Cowen 1990).
R

The Emergence of the Rule of Law Via
Intrajurisdictional Competition

The rule of law first emerged not only via
interjurisdictional competition between compet-
ing states but also through intrajurisdictional com-
petition between competing interest groups. North
et al. (2009) provide a generalized version of this
framework, with a stronger focus on the role of the
elites. The fundamental puzzle driving their inves-
tigation is why the elites would ever extend their
rights and liberties to the public at large. Histori-
cally, the natural state of human societies has been
one dominated by relatively small groups or coa-
litions of a few large interest groups. These inter-
est groups have the ability of using violence to
appropriate wealth from the rest of the population.
But as conflict is potentially very costly even for
the stronger parties, the interest groups (and the
subjects as well) face a strong incentive to institu-
tionalize wealth extraction to minimize the
expected costs from conflict. The resulting coali-
tion of interests must therefore generate enough
rents for each of its members to prevent defection.
Legal monopolies and other special privileges are
the way in which these rents are generated (Olson
1982). The public at large suffers from the
resulting welfare losses, but it is actually better
off than the more likely alternative of a civil war.

To operate effectively, the rent-seeking coali-
tion needs a set of rules to govern the interactions
among its members. The resulting norms are the
seeds of the modern rule of law. Thus, the gov-
ernment will enforce property rights and contracts
by providing institutions for the resolution of dis-
putes between coalition members. Once these
institutions have been established, society is on
the brink of what the authors call “open access
order,” or a rule of law regime. In a pacified
society, where all gains from trade within the
coalition have been exhausted, there is a potential
benefit from extending these institutions to a
broader subset of the population. The coalition
can credibly commit not to reverse the process
by decentralizing political power (Weingast
1995) or extending political enfranchisement
(Acemoglu and Johnson 2005).

The classic example is post-Glorious Revolu-
tion England (North and Weingast 1989;
Acemoglu and Robinson 2012). The seeds for
the self-enforcement of the English constitution
after the Glorious Revolution can be traced back
to the reissue of the Magna Carta in 1225. Leeson
and Suarez (2016: 43) emphasize how the even-
tual self-enforcement of the Magna Carta required
three conditions: (1) common knowledge among
groups of citizens about when the ruler has vio-
lated the constitution; (2) rendering it in the inter-
est of each group of citizens to rebel in order to
enforce constitutional constraints on the ruler; and
(3) creating a shared expectation among those
groups that the others will rebel if the ruler vio-
lates the constitution, which in turn makes it ratio-
nal for each such group to itself rebel in this event.
These conditions also apply to explain the success
of the Glorious Revolution in England.

Following the short interlude of Cromwell’s
republican regime, the English parliament had
restored the Stuart dynasty to lead the country.
Within the next few years, the Crown took a series
of actions to undermine the interests of the reform-
ist and constitutionalist Whig party. Finding these
actions to their own advantage, the Tories (the
members of the conservative and monarchist
party) aligned themselves with the Crown. This
lasted until the 1680s, when the Stuarts started to
take similar actions against the Tories. In 1688,
the two parties coordinated their efforts,
dethroned James II, and establish the Prince of
Orange as the new monarch under a new consti-
tution agreed upon by both parties. The Glorious
Revolution resulted in the establishment of the
rule of law and had other positive economic
results. By establishing a permanent role for Par-
liament in the management of the government, it
directly checked the discretion of the Crown to
call and disband Parliament unilaterally. More-
over, parliamentary veto over expenditures, the
right to monitor the expenditure of funds, and
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the established supremacy of common law courts
assured the protection of private property rights
from expropriation and discretion.
The Colonial Origins of the Rule of Law

In the previous sections, we discussed the endog-
enous formation of the rule of law through com-
petition between states and competition between
interest groups within states. However, the litera-
ture on the colonial origins of economic perfor-
mance illustrate where and how the rule of law can
be exogenously established. The empirical
research on the relationship between rule of law
and economic performance falls under the
umbrella of development economics. Building
on the theoretical insights of Smith (1776),
Hayek (1960), North (1990), and others, by the
early 2000s economists started paying attention to
the role of institutions as determinants of eco-
nomic development. This institutional paradigm
emerged in response to the (at the time) influential
view that geography was a major factor in deter-
mining a country long-run economic prospects
(Diamond 1997; Sachs and Warner 1997; Gallup
et al. 1999). The first major contribution to this
literature is a famous paper by Acemoglu, John-
son, and Robinson on the “colonial origins” of
economic development (Acemoglu et al. 2001).
Here, the authors attempt to disentangle and iden-
tify the causal effect of geographical and institu-
tional factors on long-run economic growth. To do
so, they take advantage of a natural experiment of
history: the European colonization of Africa and
the Americas.

According to their story, the mortality rate of
early settlers influenced the adoption of institu-
tions by the colonial governments. Where settlers’
mortality was low, colonial governments encour-
aged the immigration of individuals from the
homeland. To move to the colonies, European
settlers demanded the adoption of a set of institu-
tional measures associated with the rule of law
(the protection of basic human rights and private
property and some form of political representa-
tion). In other regions, higher settlers’ mortality
prevented similar migratory patterns. Dealing
with a mostly indigenous population, colonial
governments adopted political and economic
institutions aimed at the extraction of resources
(including indigenous labor’s services).

Relying on the sluggish nature of institutional
change, and using settler’s mortality as an exoge-
nous determinant of institutional diversity, the
authors find the quality of institutions adopted
by colonial governments is a strong predictor of
today’s economic performance. Furthermore, the
authors find that, controlling for institutional qual-
ity, geographical factors usually assumed to play a
causal role in the dynamics of development such
as distance from the equator, have no independent
effect on long-run economic growth. According
to Acemoglu et al. (2001), geography affects eco-
nomic performance only through their effect on
institutions.

In a follow-up to their original article, the same
authors adopt a different empirical strategy to
reach similar conclusions (Acemoglu et al.
2002). Here, urbanization and population density
at the arrival of the Europeans take the place of
settlers’ mortality rate as instruments for institu-
tional quality. A higher population density at time
of discovery provided colonial governments with
a pool of disposable and cheap labor to be
exploited, while less inhabited areas required the
influx of large numbers of workers from the
homeland. In the former case, the colonists
adopted the indigenous extractive institutions
where they were already in place and made-up
their own otherwise. In the latter case, they
imported private property and constitutional gov-
ernment. This exogenously determined institu-
tional diversity, the authors find, accounts for the
puzzling case of the “reversal of fortune” of the
last five hundred years: those extra-European
regions that were the richest (poorest) before col-
onization are today among the richest (poorest) in
the world. Glaeser et al. (2004) and La Porta et al.
(2008) provide an alternative (but similarly influ-
ential) empirical approach to the same question. In
their strategy, the initial institutional variation
across countries is due not to the decision of
formal political institutions, but the prevalent
legal regime in the colonists’ home country.
They separate between (English) common law
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on the one hand and a variety of “families” of civil
law (French, German, Scandinavian, and Social-
ist). The authors find that, in general, common law
countries outperform civil law ones on most mea-
sures of institutional quality that are strongly pos-
itively correlated with economic performance,
including constraints over governmental arbitrary
powers, quality of public officials, property right
protection, and so forth. All these findings are
consistent with the traditional understanding of
the beneficial nature of the rule of law: the closest
a country’s institutions to the ideal of the rule of
law, the more effective these institutions and the
more dynamic and productive the economy.
R

Conclusion

Private property rights and entrepreneurship are
necessary, though not sufficient for economic
development. Given the scarcity of resources,
property rights and entrepreneurship are ubiqui-
tous, but their manifestation is ultimately contin-
gent on the presence of the rule of law. Property
rights over resources can be acquired through
productive entrepreneurship via market exchange
(i.e. profit-seeking) or through unproductive
entrepreneurship via political exchange (i.e. rent-
seeking). Fundamentally, the rule of law is the
institutional filter that restricts the exchange of
private property and productive entrepreneurship
to the coordinating invisible hand of the market
process, rather than being guided by the discre-
tionary visible hand of the political process
(Boettke and Candela 2014).

Recognizing the link between the rule of law
and economic performance has important impli-
cations not only for economic theory but also for
economic policy as well. As evidenced by the
American financial crisis of 2008, the European
sovereign debt crisis, and the recent Brexit vote of
June 2016, discretionary monetary policy, fiscal
policy, public administration, and labor market
policy has lead increasingly to a movement away
from societies based on contractual exchange to
societies based on the status of expert rule, which
privileges nondemocratic, expert administration
of independent regulatory agencies that violate
the rule of law. If this trend continues, the overall
effect will not only lower standards of living but
also erode civil liberties and increase the fraction-
alization of societies, as a result of legislation
privileging certain groups of people at the expense
of another. As we have tried to argue in this entry,
political officials cannot violate the rule of law for
the purpose of expediency without simulta-
neously stifling the principles upon which the
spontaneous creative powers of a free civilization
are based.
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