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Abstract
This article provides a general overview of the
technical, economical, regulatory and environ-
mental aspects of ecolabeling. An ecolabel is a
market-based policy instrument that can be
either voluntarily adopted or mandated by
law. Ecolabels are applied to services and prod-
ucts in order to inform consumers of their
environmental-friendliness and to avoid mar-
ket failures. In reality, however, ecolabels do
not always succeed in achieving environmental
improvements. The mis-use of environmental
standards, the practice of strategic manipula-
tions that create trade-distortions, the excessive
use of claims, and behavioural biases are some
of the factors that can prevent an ecolabel from
reaching its initial objective to reduce or even
eliminate environmental externalities.
History

The phenomenon of ecolabeling had its beginning
in the 1970s, driven by an increasing consumer
willingness to pay for sustainable consumption.
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Until that time, the management of environmental
externalities relied mainly on the use of regulatory
mechanisms that imposed requirements or restric-
tions on the operations of potentially polluting
firms and entities.

The first official ecolabeling program, Blue
Angel, was launched in Germany in 1977 and
was followed by many other ecolabeling schemes
in various countries and areas. Today, its develop-
ment has permeated many sectors such as the food
industry, cosmetics, home building, and even the
automobile industry. After the 1992 UN Earth
Summit conference in Rio, in which no world-
wide agreement was reached for environmental
protection, various initiatives (by governments,
NGO’s, private stakeholders, etc.) aimed to inte-
grate environmental issues into manufacturing
procedures. The idea was to influence consump-
tion patterns in order to achieve sustainable
development.

Since then, a burst of interest emerged for self-
regulation and new environmental policy instru-
ments, including ecolabeling, and an important
change in manufacturing was observed in the
United States: The percentage of new products
claiming to be environmentally friendly rose
from 1.1% in 1986 to 9.5% in 1999. Today,
ecolabels are found everywhere: on a large variety
of products and services, appearing on packaging,
manufacturer’s websites, or related to countries,
or geographical areas. In total, 458 official
ecolabeling schemes concerning 25 industry sec-
tors have been reported in 195 countries
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(Cf. http://www.ecolabelindex.com/consulted on
October 2, 2014.). What’s more, a great number of
unofficial environmental claims are currently in
use, as well.
Definition

Broadly speaking, ecolabels are claims related to
environmental friendliness. They inform con-
sumers about the environmental quality of prod-
ucts and services, enabling consumers to make
better choices (Thogersen et al. 2010). It is widely
understood that people rely heavily on informa-
tion provided by labels in making their consump-
tion decisions. Nevertheless, the word ecolabel
remains a fuzzy and ill-defined term that can
encompass a variety of different meanings. It
includes a diversity of environmental claims rang-
ing from third-party certification schemes to self-
declaratory statements. Thus, at one extreme,
ecolabels are issued by independent organizations
(and can be voluntarily adopted by firms), as for
example, Forest or Marine Stewardship Council
Certifications (FSC and MSC). At the other
extreme, ecolabels can be simple marketing
claims or logos related to some aspect of environ-
mental friendliness and are often vague,
undefined, unverified, and/or unverifiable. Exam-
ples of these types of ecolabels include statements
on detergent boxes indicating that the product
contains no phosphates, or a label on a washing
machine claiming that it is energy efficient.

In general, the conceptual design of
ecolabeling schemes includes four stages
(Grolleau et al. 2007). The first stage involves
the selection of product categories or services to
which the ecolabel will apply. The second stage
defines the criteria that the product, services, or
production process must respect in order to be
allowed to use the ecolabel. Both of these stages,
i.e., choice of product categories and ecolabel
criteria, may be established by governments, envi-
ronmental organizations, consumer groups, indus-
tries, or some combination of these parties. The
third stage concerns the inspection of the products
and services according to the defined criteria. This
stage establishes the methods by which eligible
products and services are to be tested and/or
audited. The final stage develops the communica-
tion strategies or the way in which the environ-
mental attributes will be signaled to the public.

Of course, the seriousness and accuracy of
each of these stages vary highly according to
types of environmental claims and labels and can
therefore result in a wide range of compliance
costs. In general, ecolabeling costs include the
opportunity costs associated with efforts to con-
form to relevant standards (and thus testing and
labeling) as well as the costs associated with
efforts to create new markets. This means that
firms must bear the costs of adjusting production
processes in order to assure that products will earn
the ecolabel, as well as the expenses of subscrib-
ing to and maintaining participation in these
ecolabeling programs. Fees for these programs
can be significant. Thus, under the assumption
that firms are rational profit maximizers, their
voluntary adoption of an ecolabel is conditional
on the prospect of sufficient sales, higher prices,
and due recognition of their environmental status
by stakeholders and users.
Classification of Ecolabels

There are various ways of classifying ecolabels:
they may be classified according to their legal
status (mandatory or voluntary), the certifying
entity (governmental, nongovernmental, or pri-
vate rule-setting), the certification criteria (single
or multiple criteria, product or process oriented,
fixed or evolutionary mechanism), and even the
geographical dimension of their production
(regionally, nationally, or internationally defined).

In the interest of increasing the clarity and
transparency of the ecolabeling process, the Inter-
national Standard Organization has undertaken
efforts to standardize ecolabeling principles. Spe-
cifically, it distinguishes between three types of
environmental product labels, classified as ISO
Type I, II, and III (Lathrop and Centner 1998).
These three types of labels can be described as
follows:

Type I (ISO 14024) labels are based on a set of
criteria defined by private or public environmental
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labeling programs and are issued and controlled
by third-party certifiers. The awarding body may
be either a governmental organization or a private
noncommercial entity. Examples of such types of
labels include the EU Ecolabel, the German Blue
Angel, and the Program for the Endorsement of
Forest Certification (PEFC). Type I labels are
often referred to as ecolabels, despite the fact
that they may coexist with other ecolabeling
schemes (like the FSC program for example).

Type II labels are self-declared claims adopted
by manufacturers, retailers, or anyone else likely
to benefit from such claims. These claims can be
factual (e.g., indicating the percentage of a prod-
uct that is composed of recycled materials) or
more unsubstantiated (e.g., simply “eco-
friendly”).

Type III labels consist of quantitative product
information based on life cycle impacts. In gen-
eral, these types of labels consist of reports that are
presented in a form that facilitates comparison
between products, often using a common set of
parameters. However, relative product perfor-
mance based on these parameters is not provided
in the label itself, as there are no comparative
statements made with respect to other products.
An example of Type III claims is the “carbon
footprint.”

Despite their widespread use, relatively few
regulations exist regarding the use of ecolabels on
national levels. From a legal point of view, envi-
ronmental claims are primarily seen as advertise-
ments and less as market-based policy tools. As
such, they are mainly regulated through antifraud
and truth-in-advertising laws. However, the World
Trade Organization (WTO) monitors the practice
of ecolabeling in order to ensure that it doesn’t lead
to discrimination between trading partners or
between domestically produced goods and ser-
vices and imports. In the case of disputed environ-
mental claims, the WTO relies on rules such as the
General Agreement on Tariffs and Trade (GATT)
or the Agreement on Technical Barriers to Trade
(TBT). More specifically, the WTO issued a Code
of Good Practice for Preparation, Adoption, and
Application of Standards to TBT Agreement in
order to facilitate ecolabeling and standard setting
in a manner that does not conflict with agreed upon
international trade frameworks. Often, it is very
difficult to establish objective and scientifically
defensible criteria that can justify or dispute claims
of environmental superiority.

In cases where the voluntary involvement of an
industry in an ecolabeling scheme is considered to
be too low, governments may decide to oblige
firms to undertake measures to reduce environ-
mental impacts, adopt specific technology
changes, or instate mandatory (national) labeling
standards. For instance, in order to promote
health, food, and environmental safety, govern-
ments may impose warning labels (e.g., for flam-
mable materials, potentially dangerous household
chemicals, alcoholic beverages, cigarettes). In
these cases, producers who do not comply with
the national standards cannot obtain access to
markets within the country. For example, since
2010, EU Timber regulations prohibit the selling
of illegally harvested timber and products derived
from illegally harvested timber on the EU market.
Trade barriers are not only enforced by laws,
however, and can also result from consumer boy-
cotts. Nevertheless, labeling requirements and
practices must respect all the WTO regulations,
including the provision of the TBT Agreement
and the GATT. In other words, ecolabeling
schemes should not discriminate either between
trading countries and firms or between domestic
and foreign products and services. There are sev-
eral examples of debates regarding the legitimacy
of ecolabels, due to the trade distortions arising
from the enforcement of their environmental
criteria. First, as stated by the OECD (2002)
“The experience of Colombian exporters of cut
flowers to Germany provides an example of the
impact which a powerful domestic NGO-driven
voluntary eco-label can have on a developing
country’s trade prospects (OECD 2002).” This
conflict originated with German NGO’s that
campaigned against labor and environmental con-
ditions in the flower export industry of developing
countries. The Flower Label Program was created
in 1996 and disputed by Colombian flower
exporters who claimed that it created discrimina-
tion and unfair competition.

Another case in which pressure by local con-
sumers and the media effectively excluded foreign
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products from the domestic marketplace and cre-
ated a conflict between international trade and
domestic environmental law was the US/Mexico
Tuna embargo dispute. In the 1990s, the US
banned tuna imports that could not attest to
being caught in a dolphin-safe way. The dolphin-
safe label has legal status in the United States
under the Dolphin Protection Consumer Informa-
tion Act but was contested by Mexico as creating
discrimination and illegal trade barriers (Dyck and
Zingales 2002).
Principles of Ecolabeling

The rationale behind ecolabeling is to overcome
the market failures that arise in marketing
eco-friendly products and services. Markets for
environmentally friendly products and services
are dysfunctional because most of the promised
environmental attributes are both public (nonrival
and nonexclusive) and unobservable (credence
attributes).

Neoclassical economic theory predicts that
consumers will attempt to freeride by enjoying a
public good (environmental quality) without
incurring the costs associated with its provision.
This means that if ecolabeled products are more
expensive, there should be no market for them.
However, in the last decades, consumers have
increasingly considered not only their own well-
being but also the environmental and social
impacts of their purchasing decisions (Cohen
and Viscusi 2012). Motivations for adopting
socially appropriate behavior can be explained
by preexisting personal norms or by emerging
social norms. Nevertheless, even if it has largely
been shown that consumers possess other-
regarding preferences and are willing to pay for
environmental attributes, another requisite for
firms to invest in environmentally friendly pro-
duction technologies and to offer less polluting
products and services is the opportunity to provide
credible information to users and consumers.

In order to determine the value that consumers
attribute to an ecolabel, it is important to distin-
guish consumer understanding of the ecolabel,
consumer confidence in the ecolabel, and their
willingness to pay for environmental amenities
(Delmas et al. 2013).

In the literature, it has been shown that simple
ecoseal type labels are insufficiently convincing.
Adding additional information about specific
criteria that are defined and verified by a certifica-
tion scheme can significantly increase willingness
to pay (O’Brien and Teisl 2004). Ecolabels have
also been found to perform better if the certifier is
a familiar organization and/or endorsed by an
independent third party (D’Souza et al. 2007),
without ignoring that the success of the
ecolabeling scheme is also determined by the
individual characteristics of the purchaser (Teisl
et al. 2008). Moreover, consumers are willing to
pay higher premiums for ecolabels where the ben-
efits of environmental improvement are also
linked with private benefits. For instance, organic
farmers strive to make their food products more
appealing by stressing not only the reduced envi-
ronmental impact of using less pesticides but also
by emphasizing the accompanying reduced health
risks.

Under the assumption that ecolabeling
schemes have the ability to correct informational
asymmetry within the producer-consumer rela-
tionship, firms are generally motivated to adopt
ecolabels in order to differentiate their products.
As pointed out by Porter (1991), (environmental)
competitive advantages are obtained either by
lower costs or by attribute differentiation. In
many cases, new technologies with lower envi-
ronmental impacts are not associated with lower
costs; thus, a firm’s primary interest in using
ecolabels is founded in a search for strategic envi-
ronmental competition. In developing a strategic
advantage based on environmental quality attri-
butes, firms can either focus on their internal
organizational process or on their product line.
Globally, differentiation will be based on creating
a positive image, pursuing positive recognition
by stakeholders, or the anticipation that more
stringent environmental standards may be
implemented in the future.

Voluntary label adoption as a differentiation
strategy will affect competition, as it enables prod-
ucts to be perceived as imperfect substitutes
(Bonroy and Constantatos 2015). In addition,
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ecolabel adoption only partly corrects market fail-
ures relating to environmental degradation
(Ibanez and Grolleau 2008). The incentives for
firms to turn to new environmentally friendly
standards and to adopt ecolabeling depend on
several factors that can be classified into three
general categories: factors relating to market
structure and governance, willingness to internal-
ize environmental externalities, and the ability of
ecolabels to accurately communicate the certifica-
tion criteria.

Firstly, there are factors related to the market
structure and to the involvement, number, and type
of policy makers. Firms’ incentives to ecolabel are
highly dependent on the costs of investing in green
technologies, which concern both fixed (sunk) and
relative unit costs, and on the ability of ecolabeling
to release price competition. The inherent aim of
the investment decisions made by firms is to con-
sider how to best adapt their technology to stan-
dard requirements and do not necessarily aim at
socially optimal outcomes in terms of environ-
mental improvements (Amacher et al. 2004).
Ecolabeling programs differ crucially from stan-
dard requirements in their ultimate goal. If an
NGO initiates an ecolabeling program, it may
likely set standards that maximize environmental
improvements, whereas an industry-initiated
ecolabeling program may instead be oriented by
the pursuit of maximizing industry profits. Conse-
quently, one would expect ENGO’s to set more
stringent standards than industry-sponsored
ecolabeling schemes. It should be noted that
more stringent environmental requirements do
not necessarily lead to better global outcomes in
terms of environmental degradation due to
restricted use and consumption (Grolleau
et al. 2009). Certifying entities may also compete
to capture a firm’s willing to adopt an ecolabel,
strategically choosing their qualifying criteria in
order to maintain their market share of participat-
ing firms. The coexistence of both NGO and
industry ecolabels should theoretically favor
industry profits, since environmental improvement
is only feasible if the reduction in “high-
environmental quality” labels doesn’t outweigh
the increase of overall ecolabel users (Fischer and
Lyon 2014). Governmental involvement also
plays a role in firms’willingness to adopt ecolabels
and thus the overall effectiveness of ecolabels as
an environmental policy strategy. In some cases, a
market-based ecolabeling mechanism may be
reinforced by complementary policy instruments
in order to internalize externalities more efficiently
(Nunes and Riyanto 2005). These complementary
regulatory policies can either be mandatory (e.g.,
minimum environmental quality standards) or vol-
untary (e.g., subsidies for green investment).

A second determinant that explains the emer-
gence of ecolabels concerns consumer willing-
ness to pay for the reduced environmental
impacts of products and services. The inclusion
of social and environmental considerations in
consumer decision-making processes has become
more common in the last decades, and globally it
has been shown that there exists a willingness to
pay for social and environmental attributes. How-
ever, disagreements remain regarding the price
premiums of these attributes (McCluskey and
Loureiro 2003). This variation in estimated will-
ingness to pay (WTP) observed in the literature
can be attributed to the elicitation methodology
used (based on either stated or revealed prefer-
ences) but can also, and is most often, structurally
based. Indeed, ecolabeling may suit certain prod-
ucts better than others. As an illustration, if con-
sumers value ecolabels for conspicuous reasons, it
is important that the ecoseal and the associated
product are seen by others. If warm-glow motiva-
tions are an important driver of behavior, then
consumption of goods with symbolic logos (e.g.,
dolphin-safe fish, panda bear logo of WWF) may
benefit from higher premiums. Thus, the design of
an ecolabeling scheme and the associated com-
munication strategy should consider the specific
motivations underlying the demand for social and
environmental attributes.

Lastly, the salience and efficiency of
ecolabeling schemes rely on factors related to
the ability of ecolabels to provide information on
environmental attributes perfectly and symmetri-
cally. Mason (2011) argues that incentives for
firms to apply for ecolabels depend on the ability
of third-party certification schemes to accurately
distinguish high-environmental quality producers
from low-environmental quality ones. Imperfect
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label attribution arises either because monitoring
is random or because the auditor is incapable of
accurately identifying compliance with the
required standards at a reasonable cost. This
“noise” in testing procedures may even encourage
less environmentally sensitive firms to apply for
certification, which lowers consumer expectations
of environmental quality in all similarly labeled
products. Moreover, trust in an ecolabel is
reinforced when the label is provided by indepen-
dent and well-recognized certifying agencies
(D’Souza et al. 2007) and if the entity has no
financial interest in providing the certification
(Harbaugh et al. 2011). In addition, the degree of
consumer uncertainty regarding ecolabel claims
rises along with increased market proliferation of
these types of claims, as consumers will have
more difficulty interpreting the absence or pres-
ence of an ecolabel, and consequently willingness
to pay will decrease.
Efficiency of Ecolabels: Positive
and Negative Side Effects

From a theoretical point of view, the introduction
of ecolabels should be welfare enhancing as it
provides information on the environmental attri-
butes of products or services for which consumers
are willing to pay, enabling simultaneous environ-
mental improvements (Ibanez and Grolleau
2008). However, market-based policies and infor-
mation disclosure, even if they are well known to
minimize market distortions, may also result in
unintended side effects. Indeed, the misuse of
environmental standards, strategic manipulation
that creates trade distortions, the excessive use of
claims in general, and behavioral biases are some
factors that might prevent an ecolabel from
reaching its initial objective to reduce or even
eliminate environmental externalities.

The motivations for introducing ecolabels and
the process of defining and choosing standards are
not necessarily the same among environmental
organizations, governments, and industrial-
oriented entities. While environmentalists focus
on criteria that lead to the greatest environmental
improvements, industries aim to set standards on
product categories and/or criteria that involve the
lowest costs and to take advantage of positive
spillover effects such as an improved reputation
among consumers and/or an increase in sales of
other product categories (Dosi andMoretto 2001).
Then, in some cases, the consequence of ecolabel
introduction may in fact turn out to be globally
harmful for the environment. In these cases, the
environmental gains achieved are inferior to
accompanying increases in product consumption
and resulting pollution.

However, nonprofit labeling schemes do not
always eliminate inefficiencies either. Potential
examples include technological inertia in the
form of reluctance to accept innovative technol-
ogy developments, imposing excessively strin-
gent standards or costly monitoring processes,
and failing to gain sufficient recognition by
consumers.

Moreover, the choice of labeling criteria can
potentially be used for protectionist purposes. For
example, industrialists may select environmental
considerations that both meet environmentalists’
concerns and disadvantage rivals. An intuitive
example can be found in the environmental
impacts of transportation. Domestic firms may
overemphasize the role of certain transportation
means (e.g., air transport vs. rail transport) in
order to discredit foreign rivals. Differences in
environmental issues among countries may also
be employed in order to disadvantage foreign pro-
ducers. Furthermore, for variety of reasons – e.g.,
political support, ideological protectionism –
domestic governments may be more sensitive to
arguments emanating from domestic producers
and environmental activists, regardless of their
scientific validity.

Harmonizing ecolabel standards on an interna-
tional level seems to be a difficult task. Institu-
tional, technological, and environmental
heterogeneity between manufacturers is likely to
favor strategies that seek to raise rivals’ costs. In
other cases, entities may focus on local or regional
environmental priorities that lack international
relevance and/or create trade barriers.

In general, developing countries are more vul-
nerable to the discriminatory impacts that can
arise with ecolabeling schemes. First, it is more
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difficult for these countries to bear the costs of the
certification procedures required for the compli-
ance, testing, and verification of the labeling
criteria. Second, developing countries often lack
information on requirements and do not have
access to the necessary skills and technologies
that would allow them to conform to domestic
standards.

The proliferation of ecolabels also raises
important questions. Theoretically, providing
information on products and services should
enable consumers to update their beliefs, thus
having a positive impact on environmentally
friendly consumption decisions. However, the
proliferation of ecolabels today has, in some
cases, led to an excess of information that users
must process, contributing to increasing consumer
confusion, indifference, and even skepticism
towards ecolabeling schemes.

The overuse of environmental claims by firms
may also be viewed as greenwashing by con-
sumers. Consequently, there seems to be a need
for more efficient auditing of the various stages of
the ecolabeling process (Lyon and Maxwell
2011). But such regulatory intervention is costly,
often imperfect, and not necessarily legally bind-
ing. Today, no binding legal framework at the
international level exists in order to ensure the
reliability of green claims, i.e., in order to verify
whether the relevant labeling criteria are respected
as defined by ISO 14021. To fill this gap and to
call for a legal framework, private initiatives have
denounced firms that use “misleading” and/or
inaccurate advertising regarding their actions in
favor of the environment. In 2008, several envi-
ronmental NGO’s decided to attribute an award,
called the Pinocchio prize, to firms who promoted
themselves to be greener than they actually are
(http://www.prix-pinocchio.org/).

In order for ecolabels to be effective, con-
sumers must receive, process, and believe the
information transmitted by labels. Therefore, the
type and the content of information transmitted by
ecolabels are of crucial importance. The aim of an
efficient label design is to provide consumers
with information that increases understanding of
environmental targets and improvements in a
credible manner and may simultaneously boost
pro-environmentally friendly preferences them-
selves (Delmas et al. (2013)).

Truthful ecolabels do not necessarily achieve
environmental policy goals. Because consumers
tend to focus only on the emphasized attribute,
they often underestimate the overall environmen-
tal harm resulting from their consumption and use
of the product. For instance, by buying fluorescent
light bulbs, consumers may focus on the energy
saving properties yet underestimate the environ-
mental damages that result from the emission of
mercury vapor occurring when these lights are
disposed. A great many other behavioral biases
may also distort the efficiency of ecolabeling
schemes (Grolleau et al. 2015). For example, peo-
ple in general overestimate their own virtuous
behavior (optimism bias) and underestimate the
degree to which they are implicated in contribut-
ing to negative externalities (attribution error). If
these cognitive biases apply to ecolabeled prod-
ucts, people may allow themselves to increase
consumption of environmentally friendly prod-
ucts thinking that their consumption is less harm-
ful, while in reality their increased consumption
may in fact contribute to a net deterioration of the
environment (Bougherara et al. 2005).

An important determinant in consumer behav-
ior is other-regarding and social preferences. And
one can imagine the progressive shift of markets
towards more sustainable production and
ecolabeling may have the potential to increase
consumer preferences for environmental-friendly
attributes in the long run. In other words, exposure
to an increasing and diverse range of ecolabels can
trigger new social norms pertaining to acceptable
environmental behavior.

However, even if exposure to green products
may activate norms of social responsibility
and ethical conduct, it may also give rise to a
rebound effect (Cohen and Viscusi 2012). Recent
research has shown that green consumption or
pro-environmental conduct can modify people’s
overall sense of morality and affect subsequent
behavior either within or outside of the concerned
domain (Clot et al. 2014). This moral compensa-
tion, also called the “licensing effect,” shows that
doing something virtuous seems to give individ-
uals license to later engage in more immoral
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actions. The consequences of this phenomenon
can be diverse and have negative impacts on the
global environment through the reduction of
pro-environmental behavior in subsequent deci-
sions or in other domains.
Conclusion

In theory, ecolabeling is an efficient way of
regulating environmental externalities, under the
condition that the additional costs don’t exceed
consumer willingness to pay for environmental
quality. When this is the case, voluntary
approaches for environmental regulation are
good alternatives to command and control poli-
cies. However, in real life, ecolabeling does not
always achieve its initial goal of environmental
improvements due to a variety of side effects.
Intervention or regulation could then provide a
way to correct these inefficiencies (Horne 2010).

But what should be the role of governments? Is
new legislation the only way to regulate ineffi-
ciencies, or can efficient voluntary mechanisms be
implemented to effectively encourage optimal
behavior? It is important to be able to measure
the global effectiveness of ecolabeling programs
through assessments on an international level. The
importance of environmental improvements in
relation to trade distortion raises ethical and
equity issues and calls for better insights on the
economic implications of the interaction between
ecolabeling schemes and (already existing) com-
mand and control policies.

Regarding the extent to which ecolabeling
should be regulated, a distinction should be
made between interventions in the certification
process and scheme, and interventions regarding
the use of ecolabels as a communication tool.
A first task is thus determining which products
and services should be targeted to use ecolabels.
One might wonder whether consumers should
systematically be encouraged to purchase
ecolabeled products and services and firms
pushed to adopt ecolabels and more sustainable
production technologies. Complementary policies
on both the national and international level should
also target ecolabels. Nevertheless, the simple
provision of accurate product information is
often not enough to induce behavior change, and
thus social and behavioral research could help
policymakers to better design ecolabels in order
to improve their overall effectiveness (Grolleau
et al. 2015). One promising new strategy empha-
sizes the importance of educating the youngest
generations in environmental issues and the rele-
vance of ecolabels to these issues.
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Labor Law
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Definition

Being a civil law country, Brazil heavily
relies on codified rules to regulate labor rela-
tions. For this purpose, back in the 1940s,
a comprehensive set of laws was consolidated
in the Consolidação das Leis Trabalhista (CLT),
which remains the main source of labor regula-
tion in the country, even after some minor
reforms in the end of the year 2017 (to be
discussed ahead). Besides the CLT, the Federal
Constitution itself has several clauses governing
labor and employment relations. Finally, more
and more judicial precedents have been taken
and followed (although not in a mandatory man-
ner) as sources of law.
Introduction

Labor law in Brazil is based on a paternalistic,
overly protective, and dictatorial view of
employees. The first and perhaps most important
principle is that of the vulnerability of employees:
these are considered almost legally incapacitated,
with no knowledge whatsoever of what their
desires are. This is the first and sharp contrast
with the economic concept of rational agents:
people do know what their preferences are and
what costs they must incur in order to maximize
their benefits.

Another assumption by the Brazilian labor law
is that of adversarial relations between employers
and employees. On one hand, employees are con-
sidered to be irrational, not knowing what their
preferences are, and totally lacking bargaining
power; on the other hand, employers are consid-
ered to be pure profit maximizers, willing to adopt
inhumane conditions for his/her employees with
the sole objective to reduce production costs.
Because of that, legislators, judges, and law
enforcers will stay vigilant to regulate this relation-
ship. Under such circumstances, the scenario pre-
dicted byCoase, of cooperative bargaining, leading
to efficient allocation of resources, becomes even
more a piece of fiction. Labor relations, by defini-
tion and assumption, are considered to be of very
high transaction costs. Then, as Coase’s theorem
clearly predicts, the law will directly impact on the
efficient allocation of resources. The question is as
follows: Has this impact been mostly positive or
mostly negative in Brazil? The answer is not diffi-
cult to find. We provide in the second half of this
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entry a brief review of the empirical literature
showing the negative impacts on efficiency of
these regulations.
Main Characteristics of Labor Law and
Labor Justice in Brazil

Conflicts are pervasive in judicial relations in
Brazil. The judiciary power is comprised of five
big branches: Federal justice (for all matters
related to the Federal Constitution), common
state justice (for most civil cases, such as com-
mercial, tort, family, consumer rights, etc.), mili-
tary justice (for trials involving the military),
electoral justice (running the electoral system),
and labor justice. Within it, a three-tier structure
exists, comprising local first-instance courts,
second-degree regional courts, and a supreme
labor court. In cases where labor conflicts involve
constitutional matters, cases and appeals may be
directed to Federal courts, even the highest Fed-
eral Supreme Court (STF).

Given such a structure, it is not a surprise that
this is a highly conflictive branch of law. Official
statistics published by the National Council of
Justice (CNJ) – the “Justice in Numbers”
(Justiça em Números) reports – testify this: in
2016, there were 1721 new cases in labor courts
for every 100,000 people, or a total of 4.3 million
new cases. With regard to pending cases, labor
courts comprised 5.4 million, placed top 3 (6.8%
of total), behind only to state courts and Federal
courts. As a specialized branch of the judiciary,
labor courts have far more cases than those of the
electoral justice, which in 2016 received only
972,000 new cases.

Furthermore, “Justice in Numbers” also shows
that the most frequent theme in all Brazilian
courts, the top 1 subject of judicial conflicts, is
“labor dismissal/dismissal fees,” comprising
11.5% of all cases brought to courts in Brazil. In
2016, they represented more than 5.8 million
cases. Top 2 conflictive subject was “breach of
contracts” (not including labor contracts), with far
less, 1.9 million cases.

One can affirm, with certainty, that labor laws
are not bringing harmony in employers-
employee’s relations, or in Coasean terms, the
law is not reducing transaction costs.
Historical Background: The Creation of
Labor Laws and Labor Justice in Brazil

Labor law and labor justice were born under a
dictatorial regime in Brazil. The first compilation
of labor laws, the Consolidação das Leis
Trabalhistas (CLT), was made in 1943, 2 years
after the birth of labor courts in the country. Both
are creations of populist dictator, Getúlio Vargas.
In his turn, Vargas came to power with the 1930
revolution, which put an end in the “old repub-
lic” in Brazil, which had been dominated by
the rural coffee aristocracy. Vargas’ regime
represented the beginning of the political power
exerted by urban industrialists and bourgeoisie.
His government was one of the extreme instabil-
ities, pointed by several attempts of coup and
a few effective ones, ending in a dramatic
way, with the suicide of Vargas in 1954. He
took power twice, in a total of 18.5 years
(1930–1945 and, then, 1951–1954). It was dur-
ing his first government, under a dictatorship,
that labor law was created. It is usually consid-
ered to be a populist dictatorship, commonly
observed in several Latin American countries at
that historic time.

Those were years of intense social transfor-
mations in Brazil: industrialism, urbanization,
and influx of foreign immigrants. In order to
maintain social order, Vargas managed to con-
trol the various classes that were emerging,
especially urban groups. Being a founding
member of the “Brazilian Labor Party”
(Partido Trabalhista Brasileiro, PTB), he had
strong commitment with the labor class.
Another important historical event from those
years was the emergence of communist ideas,
mainly brought by the Italian immigrants. In
response to all these movements, the creation
of the labor justice and of labor laws was a
means to pacify and monitor potential labor
movements adversarial to the government. The
paternalistic approach adopted by this legal
structure was a manner to compensate the
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intense monitoring by the government that the
new system established.

According to Lopez (1991), the unification of
all previous labor laws under the CLT
represented a “combination of state paternalism
and fascism, which was the essence [of Vargas’
dictatorship]” (free translation). Some character-
istics of the Brazilian labor structure reveal the
accuracy of this analysis. Vargas created a “fake”
unionism, which included monopoly of repre-
sentation, i.e., only one union per professional
category in a particular geographical region.
Employees must pay compulsory union fees
(deducted from their paychecks once a year). In
turn, unionism is funded by public resources.
Unsurprisingly, unions were mostly subordi-
nated to the Federal government. By its turn,
labor laws, greatly represented by the CLT,
impose high financial costs and responsibility
burden on employers. Legal rules are generally
applied under the rule of strict liability (Yeung
2006). Labor law is based on the principle of
vulnerability of the employee, under all circum-
stances. This means labor conflicts will never be
solved as contractual conflicts by Brazilian
courts. There is a long list of labor benefits that
employers are mandated to provide. This, in turn,
increases labor expenses up to 200% of what
employees effectively receive as paycheck
(Pastore 2007).

Paternalism toward employees is also reflected
in procedural rules. Until a very recent reform in
labor laws, employees had no costs at all to access
labor courts: all that was required was a self-
declaration of financial incapacity. This certifica-
tion was, then, later submitted for approval by the
judge. Decisions were made based on the judge’s
subjective opinion; there was no requirement for
financial statements. This procedural rule was
granted by a combination of principles present in
Brazilian labor laws, a rule issued in 1983 (Law
Number 7115) and several labor jurisprudence.
Furthermore, although provided by procedural
law, “bath faith litigation,” or litigation without
reasonable motif, is rarely punished in labor
courts. With all this in place, it is not difficult to
understand why there is so much conflict in Bra-
zilian Labor Justice.
Distortionary Effects of Labor Law in the
Brazilian Labor Market

There are three important features of labor law in
Brazil that, in spite of being the source of several
distortions in the labor market, they were not
affected by the 2017 reform, which we shall dis-
cuss in the next section. These three aspects are
firing costs, labor taxes, and the existence of the
Brazilian Severance Indemnity Fund, known as
FGTS (Fundo de Garantia do Tempo de Serviço).
These three components have had important
effects on the labor market over the past decades
affecting employment levels, unemployment and
informality rates, and labor productivity.

Firing (or dismissal) costs are the set of rules in
labor law that cause the firm-employee separation,
whose initiative is by the employer, to involve
some pecuniary penalty to the firm, both by
means of indemnification to the dismissed worker
and by means of fines paid to the government, in
addition to prior notice to the worker. Firing costs
in Brazil are relatively high, as they involve a fine
of 40–50% of a monthly salary for each year in the
firm, plus 1 month as prior notice to the worker,
who may not need to fully work during that
period. Higher dismissal costs induce lower job
variability and a lower level of formal employ-
ment because firms tend to hire less, since any
reversals in product demand could lead to costly
layoffs in the future. The effects on informality are
the opposite, and higher dismissal costs induce
higher levels of informality. Finally, because
(i) dismissal costs have a reallocation effect from
formal to the informal sector and (ii) the latter has
an average productivity below that of the formal
sector, the higher the firing costs, the lower the
labor productivity. In addition to that effect, there
is the productivity-reducing effect in the formal
sector, because firms in that sector will typically
operate below the optimal labor demand curve.

Labor or payroll taxes are those that are paid
when hiring an employee. There are many taxes
and charges on payroll in Brazil, and theymay vary
between 20% and 50%of overall labor costs. These
taxes are, in general, proportional to the time of
service and to the salary paid. The effect of levying
labor taxes is well known and amounts to the



620 Economic Analysis of Brazilian Labor Law
reduction of employment. These taxes shift the
labor supply curve inward and upward, and there-
fore their effects on unemployment and informality
are inversely proportional to what they have on
employment. Finally, labor taxes reduce the mar-
ginal productivity of labor for two reasons. First,
after an increase in labor taxes, workers who will
remain employed are those in the points along the
supply curve that are associated with lower reser-
vation wages. Because reservation wages reflect
productivity, average labor productivity will
decrease after an increase in labor taxes. The sec-
ond reason is related to the increase in informal
sector induced by these taxes, which tends to oper-
ate under lesser conditions of productivity.

The last important feature of the Brazilian labor
law that has not been affected by the recent reforms
is FGTS, the Brazilian Severance Indemnity Fund,
which was created in 1966. From the 1940s until
1966, Brazilian labor law stipulated that in the case
of unjustified dismissals, firms should pay as com-
pensation to the worker one monthly salary for
each year worked at the firm. In addition, the law
guaranteed job stability for workers who had an
employment spell longer than 10 years with the
same firm. FGTS was introduced with the aim to
introduce flexibility in the job relations. Since
1966, workers have not had job stability. But they
have kept access to the one monthly salary for each
year worked at the firm. That amount is deposited
by the firm into an individual FGTS account.
Workers also are eligible to a 40% fine over the
balance in the case of unjustified dismissals that is
paid by the firm at the time of dismissal. Thus,
FGTS is not a simple labor payroll tax: it is a
mandatory savings account paid by the employer
plus a fine that is appropriated by the worker. That
account can only be accessed if the worker is fired.
Voluntary dismissals do not allow withdraws from
the FGTS account. Therefore, FGTS induces the
opportunistic behavior ofworkers who always ben-
efit from being fired: they may have granted access
to their FGTS account and to the fine. Because the
interest rates accruing FGTS accounts are lower
than inflation, it is rational for workers to try to
have access to their individual accounts. The over-
all effects of FGTS are excessive labor turnover,
which reduces labor productivity. Since it increases
labor costs for the firms, it also has all those other
effects already described for labor taxes: lower
employment, higher unemployment, and informal-
ity rates.
Labor Law and Labor Courts After the
2017 Reform: An Economic Analysis

In November 2017, a so-called labor law reform
took place in Brazil, 74 years after the creation of
the CLT, which remained basically untouched
during all this time. In fact, it was approved by
the National Congress in July, under Law
N. 13,467, in a very heated process, severely
opposed by trade unions and labor movements.
The law in its integrity has close to 900 articles.
For the purposes of this paper, we highlight three
very important ones. We then provide a brief
economic analysis of these topics (Yeung 2017).

1. (Articles 611-A and 611-B) Individual and/or
collective agreements gained much importance
as compared to legally issued laws over the
discussion of a wide variety of themes. For a
civil law country, highly dependent on legisla-
tive rules, this was a significant change in the
process of creation of formal rules for labor
relations.

Economic analysis: This is one of the most
controversial points of the 2017 labor reform.
However, it is very much in line with an economic
analysis of labor, especially under the concept of
rational agents and of the Coase theorem:
employees know what is good for them and,
when bargaining conditions are guaranteed and
transaction costs kept in low levels, the result of
the cooperative bargaining between employees
and employers will be efficient. This is especially
true if negotiation occurs with the support of labor
committees or labor representatives at the work-
place (as predicted by Article 510-A). Further-
more, although Article 611-A predicts 15 matters
over which cooperative agreements and private
bargaining can stipulate, Article 611-B lists
30 matters (i.e., double the previous number)
which there must be no private negotiation, over
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which only the law may regulate. These are
mostly laws related to situations in which negative
externalities are created by the employer to the
employees and to the society.

2. (Articles 545, 578, and 579) Employees are no
more legally required to make contributions to
trade unions: the rule that mandated each
employee to make an annual contribution equiv-
alent to the wage of 1 day of labor, stipulated by
Getúlio Vargas, is finally banned. Now, in order
to get the contribution, unions must have written
consent by the employee (but the rule of monop-
olist trade unions was unchanged).

Economic analysis: The former rule mandating
union contribution by each formal employee was
a clear violation of the freedom of association,
especially in the case of Brazil, where there exist
monopolist trade unions. That law could only
have been created under a dictatorial political
regime. Economic analysis would go beyond in
the normative recommendations and demand for
the extinction of union monopoly.

3. (Art. 791-A) Sums of surrender are owed by
the employee, in cases of judicial defeat. Curi-
ously, this rule has normally been applied to all
other civil cases, even those with legally vul-
nerable parties, such as consumers against
enterprises. The only exception happened in
labor courts, and now, with the 2017 reform,
this exceptionality has also gone away.

Economic analysis: If employees have “noth-
ing to lose”when accessing labor courts, certainly
they will access. This is one main reason of the
statistics with evidence of over litigation in the
labor justice, as seen before. Another reason
might be a potential bias pro-employee and anti-
employer by labor courts. The combination of
these two factors leads to the very adversarial
relationships between the two parties. With the
end of the gratuity to access labor courts, it is
expected that there will also be a reduction in the
numbers of labor litigation.

Few months after its real implementation,
some anecdotal evidence show the 2017 labor
reform has already produced concrete impacts on
courts, by significantly diminishing the number of
labor cases filed. We believe it is still early to
significantly draw such conclusion. Hopefully,
future academic research will address whether
this small step was able to significantly improve
the environment of labor relations in the country.
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one. An economic analysis of labor law would
benefit by abridging both perspectives and
complementing with more. This entry provides
brief comments of why whether a purely eco-
nomic approach on labor or a purely legal
approach based on capital vs. labor dichotomy
is not sufficient to properly address the subject.
Several topics related to labor regulation are
discussed, and empirical references on those
issues are provided.
Economic Analysis of Labor Law and
Labor Relations

Since the beginning of humankind, labor was
exercised for people’s needs. The study of human
labor, its relation with the environment and its
impacts in human relations within groups, is pos-
sibly one of the oldest social studies. Since the
Greek philosophers and the Medieval religious
scholars, up to the modern and contemporary econ-
omists, social scientists, psychologists, industrial
engineers – just to name a few – several brilliant
minds have engaged their time and research to
understand the phenomenon of human, either in
a positive or a normative manner. Many of the
classical titles in economics and sociology were
inquiries on topics related to the nature and conse-
quences of human labor, such as Karl Marx’s The
Capital, MaxWeber’s The Protestant Ethic and the
Spirit of Capitalism, and, in some sense, Adam
Smith’s An Inquiry into the Nature and Causes of
the Wealth of Nations.

However, in recent times, the study of labor has
been absolutely divided. On one side, economics –
and specifically labor economics – has been
mainly concerned about players’ benefits. The
economic approach is concerned with the analysis
of workers’ jobs, income and benefits (short term
and long term), pension, etc. For the employers’
side, economic models have studied impacts on
productivity, profits, flexibility, etc. This perspec-
tive sees workers and employers as if the only
things these actors pursue in the labor arena are
economic and material benefits and that the
main relationship here is of sellers and buyers.
This is the basic framework of labor economics:
a market in which demand (workers) and supply
(employers) interact.

On the other side, there is a wide range of
scholars analyzing labor relations (until very
recently also known as industrial relations) in a
very different perspective. This group includes
labor sociologists, labor lawyers, and labor
historians – among others, who do not view
employers and workers as merely in a seller
vs. buyer relationship; instead, these researchers
see a naturally antagonistic relationship at the
labor arena. The model of capital vs. labor is the
axis of this analysis, and all outcomes derive from
it. Especially in the case of labor law, it aims at
deriving rules that would smoothen this conflict
(whenever possible) or that would balance the
opposing forces, normally by protecting the
weakest part, i.e., workers. These scholars con-
sider the locus of labor as a battlefield, in which
conflictive relations pervade, as if confronting
with each other was the only thing that matters
to these actors in their daily encounters at the
workplace.

Needless to say, both approaches are limited
and insufficient.

An economic analysis of labor law should take
both sides of the view and complement with more.
It incorporates features of the demand-supply
model of labor and especially recognizes that
workers and employers equally face several
kinds of incentives and constraints, which affect
their decision-making. However, it also gives
significant importance to the formulation,
application, and enforcement of rules, whether
contractual or regulative ones, in the labor arena.
It recognizes that the relationship between
employers and workers is not a mere one of seller
vs. buyer, or supplier vs. enterprise, and that labor
is not a simple commodity. Human relations and
power relations matter much here.

Although economic analysis of law a priori
adopts the main economic framework, which con-
siders labor locus a market, it recognizes that this
is a special one, in which failures are the norm:
asymmetric information (either from the
employer to the worker or from the worker to the
employer), externalities, uneven bargaining and
political powers, monopoly, and monopsony,
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among others. Externalities are sources of high
transaction costs, and as the normative approach
of the Coase Theorem tells us, under these cir-
cumstances, legal rules have an important role in
the determination of the levels of efficiency
(Coase 1960; Cooter and Ulen 2007). In other
words, in this market, institutions matter and mat-
ter a lot.
E

Special Rules for a Special Market

Market failures exist in all markets. Yet, in the
context of labor, they are essential features, not
exceptions.

Asymmetric Information
Whenever labor is done for others – i.e., not for
one’s own subsistence – it entails a contractual
relation, either a formal or an informal one. It is a
contract because it is a promise made by someone
to deliver something in exchange of another thing,
and this is an enforceable promise. Workers prom-
ise to work under such and such conditions, to
deliver certain tasks and/or to obtain certain
results, in exchange of salary and a certain set of
benefits. Employers, in their turn, promise to pro-
vide certain working conditions in exchange of
workers’ labor, which is used to produce goods
and services, which, in turn, generate receipts and
profits. The presence or absence of a written paper
does not alter the fact that this relationship has a
contractual nature, because both formal and infor-
mal contracts have their valid mechanisms of
enforcement; it does not mean that written con-
tracts are less effective in the guarantee of produc-
tive outcomes. The comparison between formal
and informal types of contract is not the main
issue of this brief entry, and, for our purposes,
one should only bear in mind that labor entails,
indeed, a contractual relation.

Besides that, most of the transactions between
employers and employees are non-instantaneous,
long-term interactions. The longer the relationship,
the stronger are the impacts of uncertainties. For
instances, neither the employer nor the employee
knows, at the time of the recruitment, whether the
economy will be booming or will be slowing down
in the following years (which may impact in the
employer’s ability to pay higher salaries); both
parties do not even know how long will the com-
pany survive in the market.

Finally, human interactions are characterized
by imperfect and unbalanced information: one is
never able to access the whole set of information
related to the other party, due to limited cognitive
capability and due to high transaction costs. This
is true even for noneconomic human relationships
such as marriage, friendship, etc. In the case of
employers, even if they try hard to access candi-
dates’ true ability (even by means of sophisticated
processes of screening), they will not be able to
fully acknowledge the candidate’s adequacy for
the position. Employers will also not be able to
access the candidate’s real interests in joining their
firm (“Does this candidate plan to stay here long?
Or will she/he leave the company as soon as
another opportunity appears in the rival com-
pany?”). On the employee’s side, she/he, at the
time of the recruitment, is not able to fully access
the challenges of the new job (even if one seeks
information with current employees); she/he
might not be able to understand the easiness or
difficulty to interact with the new boss. Not even
is the candidate able to access vital information
about the company’s finances and organizational
challenges.

Externalities and Interdependence of Utility
Functions
Employers depend on workers to reach some of
their desired outcomes; workers, on their side,
depend on employers to reach their economic
benefits. This is what economist calls an
interdependence of their utility functions. When-
ever it happens, negative externalities might be
created: one’s decisions or actions might inflict
undesired costs to the other party.

However, positive externalities might also be
created. In the labor context, whenever an
employer decides to train or educate his/her
workers, he/she creates benefits not only for the
company, for the trained workers, but potentially
to the whole society, since a highly skilled labor
force generates technology and knowledge that
may benefit the whole society, directly or
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indirectly. This is true both for general and for
firm-specific skills. The same happens when
employers invest in workers’ health and safety
conditions and so on. Thus, giving incentives for
employers to invest in his/her employees’ well-
being also generates social efficiency. Yet, one
knows from economic models that externalities –
both negative and positive – drive the economy
away from the point of efficiency: in the presence
of negative externalities, private parties tend to
provide excessive amounts of products and ser-
vices; on the other hand, positive externalities lead
to insufficient amounts. In both cases, regulation is
necessary to guarantee efficiency: for negative
externalities, taxes and quotas must be stipulated;
for positive externalities, public policies must pro-
vide subsidies or other incentives to stimulate
their production.

Uneven Bargaining and Political Powers
Economists are unable to deal with the concept of
power relations. This is a phenomenon that cannot
be explained by economic rules nor economic
models. Yet, they significantly affect bargaining
outcomes, even in the context of Coasean
bargaining, with impacts on efficiency (e.g.,
Galiani et al. 2014; Barnes 2004, among others).
It is also unrealistically naïve to consider this
market as having “normal” supply and demand
forces, with equal bargaining power. For most
systems, employer and employees – especially if
these ones are treated individually – do not have
equal stands in the negotiation of working condi-
tions. Thus, to assume that this is an ordinary
contract relationship, in which clauses are out-
comes of cooperative and voluntary agreement,
does not truly mirror reality. Sociological, cul-
tural, and political variables may explain why
workers’ bargaining powers are, on average,
stronger in one system than they are in others,
but the common-law tradition which views labor
regulation as another ordinary type of contract
regulation might not be well suited for other coun-
tries; probably, there are places in which power
imbalance between workers and employers is
larger. Then, other types of labor rules must be
considered, so to take the “power effect” into
consideration.
Monopoly-Monopsony
The historical answer to uneven bargaining and
political powers in labor relations was labor orga-
nizations, mostly (but not exclusively) trade
unions. Yet, this creates a problem of another
sort: unions operate, most of the time, as monop-
olies in the labor market. As one knows, monop-
olies create deadweight loss: due to the existence
of unions, wages tend to be higher, and as a
response, employers are willing to hire less
labor. In addition to that, because membership is
never mandatory, the presence of unions creates
an even worse outcome, dual labor markets, in
which unionized workers have higher benefits
but at the cost of nonunionized ones. In poor
countries, this is materialized, in its extreme, into
the case of formal vs. informal labor markets, with
a large portion of the labor force belonging to the
second one. Needless to say, working and living
conditions here are strikingly adverse. We will
discuss some empirical findings about trade
unions in a specific section ahead.

It is also not unusual to find cases of monop-
sony in labor markets: one or a few firms are the
sole employers of a certain type of workers in a
region. Under these circumstances, employers
have abnormal market power to unilaterally
set wages, working conditions, etc., to which
workers have little chances to react. A monop-
sony may be as damaging for social welfare as
monopolies.

Litwinski (2001) discusses both problems in
the labor market and, within the American con-
text, defends the application of antitrust law to
unions (as it has happened in the USA since the
beginning of the twentieth century, in the Loewe
vs. Lawlor case in 1908) and of labor and anti-
trust laws to firms, whenever they operate as
labor monopsonies. Further, he claims that “anti-
trust law and labor law are somewhat like Sia-
mese twins unhappily separated at birth. The
natural affinity between their subject matter and
concern was recognized by the early cases and
statutes” (p. 50). According to the author, in the
same manner that labor unions should be pro-
hibited to exercise their monopoly power, firms
should also be disciplined in their monopsony
power.
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Labor Laws for the Labor Market
Summing up, labor relations are based on cont-
ractual, (usually) long-term relationships, charac-
terized by high levels of uncertainties and
asymmetric information. Different to what hap-
pens in some other markets, bargaining power
here is inherently uneven between suppliers (i.e.,
workers) and demanders (i.e., employers), and
monopolies and monopsonies occur frequently.
Besides that, workers’ and employers’ utility
functions are interdependent. All this shows that
market failures are abundant in this case. As eco-
nomic theory tells us, regulation is needed to solve
these failures. A third party – usually the
government – must step in; otherwise, efficiency
will not be achieved, and maximum welfare will
be missed.

However, bad regulation might be worse than
no regulation, and many times, the problem
lays here.
The Dilemma of Labor Law in an
Economic Perspective

Summing the previous discussion, one may con-
sider the locus of labor as a market, but in which
(legal) rules are of particular importance to equil-
ibrate powers and interests. In this manner, both
economists’ and sociologists’/lawyers’ perspec-
tive on labor can be equally considered, in a
balanced manner. The main goal of labor law in
modern democracies should be to provide sound
institutions that will equilibrate information,
bargaining power, and contractual relationships
while fostering economic growth by promoting
firms’ efficiency boosting. This task should
involve the creation of rules by the executive
and legislative powers and also their enforcement
by the judiciary. Besides that, if rules to promote
social indicators (such as education, health, pen-
sion, etc.) are also developed, a country should be
able to truly achieve economic development.

Yet, it seems that many countries have failed in
this task, either by pending too much to one side –
overregulation or “bad” regulation of the labor
market, hindering potential economic growth
(e.g., Latin American countries, Spain, Italy,
etc.) – or by pending to the other side: lack of
regulation leading to low welfare, working condi-
tions, or inequality (e.g., Asia’s developing coun-
tries and, to some degree, the USA, as compared
to other industrialized countries). In some sense,
this reflects a one-sided view of labor, either
excessively economic or excessively based on
the balance of powers.
Special Topics

In this section, we discuss the main types of reg-
ulation in some areas of labor relations. We refer
to some empirical studies that try to access the
impacts of these regulations in the economy.

Labor Regulation (In General)
Botero et al. (2004) analyze regulation of labor,
specifically laws on employment, unionization,
and collective bargaining, and social security in
a sample of 85 countries. Their main result is that
countries in which labor regulation is overall more
invasive, have higher unemployment rates – espe-
cially of the young.

In a theoretical study, Blanchard and Giavazzi
(2003) show that labor regulation creates sharp
intertemporal trade-offs for workers. In the short
run, workers are better off with more regulation,
because their wages will be higher; yet, in the long
run, regulation brings higher unemployment. In a
dynamic approach – in which there are new
entrant firms in the future – their model predicts
that employed workers will be worse off with
deregulation, both because wages will be lower
and the probability of them being unemployed
will be higher. On the other hand, workers who
would have been unemployed without the
entrance of new firms benefit either by the new
possibilities of being hired or with an increase in
their wages. Although this study does not include
empirical observation, it seems to be a more care-
ful analysis of the implications of regulation and
deregulation in the labor market, compared to
those done initially in the classical economic
literature.

In the other side of the discussion – the legal-
istic, noneconomic literature – there have been
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claims that labor regulation should be (also)
approached in a transnational manner, specifically
under regional integration pacts (Trubeck et al.
2000). Although the idea seems coherent, these
studies would greatly benefit from a more analyt-
ical and empirical approach, which could evaluate
the concrete outcomes on the overall economy,
and specifically on the variables directly affecting
workers and employers.

Unions
Basic economic models show that unions impact
markets by raising wages of unionized workers.
Consequently, employment levels decrease, since
employers try to substitute those more expensive
workers with nonunionized, cheaper ones. In a
context where there is no perfect mobility of fac-
tors (in this case, labor is the main factor), this
creates a long-lasting, perverse effect in the econ-
omy: the presence of a dual labor market (Piore
1969; Doringer and Piore 1971), in which the first
one is marked by the presence of unionized, high-
skilled workers, earning high wages, but in which
the level of employment is lower. On the other
hand, low-skilled workers are trapped in the mar-
ket with lower wages and, usually, worse labor
conditions. This happens because due to the lack
of skills, inferior workers cannot move to the first
market; on the contrary, firms tend to have higher
mobility and may choose to operate in either the
superior or the inferior market, depending on the
presence of unions and their bargaining power. If
it is the case that firms are not able to choose in
which market to operate, in the long run, those
facing unions will lose their comparative advan-
tage and lose business to those who do not face
unions. The result will be a decline in unionization
in the overall economy (Posner 2003). In coun-
tries where unionization does not happen at the
firm level, the analogy holds true for different
sectors of the economy: those who face unioniza-
tion will lose competitiveness and may perish in
the long run; the opposite is true for those sectors
not facing unionization.

For some decades, empirical literature has sys-
tematically brought evidence in this direction
(e.g., Borjas 2016). Yet, one study shows these
effects in a careful and detailed manner and
deserves a more careful attention. Aidt and
Tzannatos (2008), besides linking union activities
to monetary policies in an original but important
fashion, show that it is not the simple, cross-
country variation in union density that affects
economic outcomes (as the literature has tradi-
tionally implied). The authors bring the coordina-
tion and bargaining coverages to the spotlight.
They empirically associate the existence of coor-
dinated bargaining systems – via labor unions or
other formal and informal labor organizations – to
better macroeconomic outcomes (e.g., lower
unemployment) and more flexible labor markets,
what may sound odd at a first glimpse. On the
contrary, high bargaining coverages are associ-
ated to poorer economic performance. According
to these authors, bargaining coordination guaran-
tees positive outcomes and also enables labor
markets to respond more adequately and in a less
adverse manner to external shocks. In an effort to
employ the classical economic theory of labor,
coupled with an institutional perspective, these
authors conclude that “it is the total ‘package’ of
(formal and informal) institutions that matters for
economic performance” and that “labour market
coordination cannot and should not be thought of
in isolation from the broader institutional environ-
ment” (p. 290).

Minimum Wage
Economists usually regard the effects of man-
dated minimum wages as similar to those of
unions, because unions’ most usual demand is
on higher wages. As the models predict, mini-
mum wages create unemployment, especially for
marginal workers, i.e., female, young and old,
and black (Posner 2003). The effect is explained
by a change in relative prices between less- and
high-skilled workers, the first becoming more
expensive (because minimum wages are set
lower than the level of high-skilled workers’
productivity, not affecting, thus, their wages). If
minimum wage is applicable only to some sec-
tors and not to others, the effect is again equal to
that when there is a dual labor market, of union-
ized vs. nonunionized firms: it may increase
unemployment in the sector covered by mini-
mum wage and decrease unemployment in the
sectors in which no mandatory wage prevails.
Finally, as Posner (2003) explains, minimum
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wage may hinder on-the-job training of marginal
workers (those who need it the most), because
employers may not compensate the costs of the
training investment by paying lower wages.

This topic has brought much attention to the
economic literature, and Alan Krueger calls for a
“History of Economic Thought on the Minimum
Wage” (2015). Traditionally, evidence brought
by this literature has corroborated the classical
microeconomic model, as explained above. Yet,
recently some studies have questioned that expla-
nation, by showing that the effects of minimum
wages on unemployment have been overstated.
Hoffman (2016), for instance, finds no impacts
of increases in minimum wages on young and
low-skilled workers’ unemployment. In fact, the
author finds some positive effects of wage
increases on employment for a few states in the
USA. The study also presents some other recent
literature corroborating its findings.

Undoubtedly, although a “history of economic
thought” already exists for this theme, more
empirical studies, which carefully analyze the
broad implications of minimum wages on eco-
nomic variables, are still needed. The story is
not over.

Unemployment Compensation
Traditional economic models predict that longer
and more generous unemployment compensation
leads to lower rates of employment and higher
wages. The explanation is that, besides having
less incentives to find a job, workers are comfort-
able to calmly search for better jobs, i.e., their
outside options increase. Yet, empirical evidence
coming from the literature is not strikingly con-
vincing in this direction. By analyzing changes in
the rules of unemployment compensation in the
USA during the 2008–2009 recession, Nicholson
et al. (2014) find that “[unemployment coverage]
extensions may indeed have had detectible effects
on the U.S. labor market, but some of the studies
are contradictory” (p. 212). Ludsteck and Seth
(2014) for Germany in the late 1990s and begin-
ning of 2000s, and Howell and Rehm (2009) for
the OECD countries in a period of 30 years, also
find contradictory empirical evidence.

This is certainly a subject which deserves more
in-depth empirical and analytic studies.
Outsourcing and Subcontracting
The current phenomenon of labor outsourcing
takes place under two variations: cross-border
outsourcing (transnational subcontracting) and
within-border outsourcing (local subcontracting).
The first one is a relatively recent trend, which
intensified in the last three to four decades, in
which companies from industrialized countries,
mainly the USA and Western Europe, move their
fabric plants abroad, to countries in which labor is
cheaper. They may also simply stop their own
national production and purchase products from
other firms and factories in those poorer locations.
The second type of outsourcing happens nation-
ally and is a much older phenomenon: a firm, with
its own employees, specializes in some activity –
either manufacturing, assembling, or servicing –
and hires other firms and/or outside workers to do
activities in which it is not specialized. For
instance, an automobile firm does not produce
all the automotive parts, a bank may hire another
firm to provide specialized security services, a
movie theater may subcontract people and firms
to offer popcorns, and a school may hire a com-
pany to be responsible for the cleaning services.
Subcontracting, in this sense, materializes Adam
Smith’s idea of division of labor which occurs in a
society.

As the technology advances, the economy
gets more specialized, and outsourcing – either
transnational or local – becomes more pervasive.
Along with this process, trade unions and other
advocates of labor’s interests (labor sociologists,
labor attorneys, public prosecutors, etc.) have
loudly manifested their opposition to the
increasing trends in labor outsourcing. They
argue that it has been responsible for the degra-
dation of labor conditions, including the
decrease in wages and the increase of unemploy-
ment: inside workers lose their positions, and
lower-paid jobs are created for outside workers
(located in the same country or abroad). Once
again, employers and workers seem to be in
opposing sides, headed to divergent directions.
What does evidence show?

Actually, very controversial results. In the
topic of international outsourcing, literature is
almost split: those who argue that it is beneficial
for workers and others showing that it is very
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deleterious to workers – for those in rich and in
poor countries. Bachmann and Braun (2008)
show part of the controversy in the literature.
However, after analyzing a big panel of data,
their conclusions are positive toward outsourcing,
at least for some workers in Germany. They show
that German companies cross borders to hire labor
in cheaper countries, workers face higher job is
stability, and the effect is more significant for
those in the service sector and less in the
manufacturing sector. Yet, the authors remark
that effects are strongly heterogeneous across the
skill levels and age. Specifically, international
outsourcing is significantly hazardous for
medium-skilled and lower workers in the German
manufacturing sector.

Anner (2011) evaluates the impact of
outsourcing on the other side of the story, i.e., in
countries of destination, and finds evidence of
very negative results. In Central America – spe-
cifically Nicaragua and El Salvador – outsourcing
reduced workers’ bargaining power (due to spatial
dispersion) and led to lower wages.

With regard to domestic outsourcing, or sub-
contracting, Autor (2003) shows that unionized
firms in the USA tend to outsource more than
nonunionizedfirms. This is a counterintuitive result
and offers hints that unions are not always able to
guarantee rules that benefit labor. Yet, the author is
cautious about welfare impacts. In Brazil, Stein
et al. (2015) use official data on eight million
workers and employ the methodology of “fixed
effects panel data,” i.e., they compare wage effects
for a particular person when he/she migrates from
being an inside worker to an outsourced one and
vice versa. The main goal is to control for each
worker’s personal (observable and nonobservable)
characteristics. Their results show that, after con-
trolling for fixed effects, wage differential between
inside and outsourced workers is of 3% only.
Besides that, significant wage differentials are cre-
ated when outsourcing occurs for low-skilled
workers under such situations, wages are 12%
lower compared to inside workers with the same
characteristics.

Such controversial evidence in the literature
shows the need for more detailed and careful
analysis on this topic.
Other Labor Issues
Posner (2003) provides brief discussions on a
long list of other labor issues, such as child and
female labor, health and safety at the workplace,
maternity leave, employment discrimination
(race, sex, age, disability), pension law,
etc. However, more empirical analysis on each
of these themes is still needed, and many other
themes are also still left uncovered by the litera-
ture. It is also important to directly link the expla-
nation coming from economic models to
institutional evaluations: What are the effective
impacts of specific labor rules? (For instance,
“What are the effects of creating quotas – based
on gender, race, age, etc. – at a workplace?”)What
are the political, sociological, etc., concerns
behind the stipulation of some labor laws? (For
example, “Why should the employer be always
strictly liable for damages in case of accident at
the workplace? Is this the manner to minimize
damage costs and probabilities of accidents? If
not, what kind of rule would be more effective?”)

Our discussion above offered some initial
hints. But much should be assessed empirically.
Summary

We started this entry by arguing that the literature
on labor relations has been very much divided,
mainly between the classical economic approach
and the legal/sociological one. An economic anal-
ysis of labor law would benefit by abridging both
perspectives and complementing with more. It
seems that the model of labor market is a plausible
one. However, it is crucial to remember that, more
than other usual markets, there are strong failures in
place here. There are also problems of unbalanced
bargaining and political powers. Because of this,
labor regulation cannot mirror simple, ordinary
contract regulations. A special look is needed.

Empirical literature, unfortunately, mirror the
dichotomy of the economic vs. legal approach
and, for several (if not all) issues, provide contra-
dictory, inconclusive evidence. Many times, prob-
lems might have happened due to imperfect data
or inadequate methodologies. As information
technology advances, as well as the quality of
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databases, one might expect higher quality and,
hopefully, more conclusive evidence.

No matter what, although this topic is one of
the oldest themes in the social sciences, there is
still room for much research.
Cross-References

▶ Incomplete Contracts

E

References

Aidt TS, Tzannatos Z (2008) Trade unions, collective
bargaining and macroeconomic performance: a review.
Ind Relat J 39(4):258–295

Anner M (2011) Unionization and wages: evidence from
the apparel export sector in Central America. Ind Labor
Relat Rev 64(2):305–322

Autor DH (2003) Outsourcing at will: the contribution of
unjust dismissal doctrine to the growth of employment
outsourcing. J Labor Econ 21(1):1–42

Bachmann R, Braun S (2008) The impact of international
outsourcing on labour market dynamics in Germany
the impact of international outsourcing on labour
market dynamics in Germany. Ruhr Econ Pap 58(1):
1–29

Barnes P (2004) The auditor’s going concern decision and
types I and II errors: the Coase theorem, transaction
costs, bargaining power and attempts to mislead.
J Account Public Policy 23(6):415–440

Blanchard O, Giavazzi F (2003) Macroeconomic effects of
regulation and deregulation in goods and labor markets.
Q J Econ 118(3):879–907

Borjas GJ (2016) Labor economics, 7th edn. McGraw Hill
Education, New York

Botero JC, Djankov S, Porta RL, Lopez-De-Silanes F,
Shleifer A (2004) The regulation of labor. Q J Econ
119(4):1339–1382

Coase RH (1960) The problem of social cost. J Law Econ
3:1–44

Cooter R, Ulen T (2007) Law and economics, 5th edn.
Addison Wesley, Boston

Doringer PB, Piore MJ (1971) Internal labor markets and
manpower analysis. Heath, Lexington

Galiani S, Torrens G, Yanguas ML (2014) The political
Coase theorem: experimental evidence. J Econ Behav
Organ 103:17–38

Hoffman SD (2016) Are the effects of minimum wage
increases always small? A reanalysis of Sabia,
Burkhauser, and Hansen. Ind Labor Relat Rev
69(2):295–311

Howell DR, Rehm M (2009) Unemployment compensa-
tion and high European unemployment: a reassessment
with new benefit indicators. Oxf Rev Econ Policy
25(1):60–93
Krueger AB (2015) The history of economic thought on
the minimum wage. Ind Relat 54(4):533–537

Litwinski JA (2001) Regulation of labor market monop-
sony. Berkeley J Employ Labor Law 22:49–98

Ludsteck J, Seth S (2014) Comment on ‘unemployment
compensation and wages: evidence from the German
Hartz reforms’ by Stefan Arent and Wolfgang Nagl.
Jahrb Natl Stat 234(5):635–644

Nicholson W, Needels K, Hock H (2014) Unemployment
compensation during the great recession: theory and
evidence. Natl Tax J 67(1):187–218

Piore MJ (1969) On-the-job training in the dual labor
market. In: Arnold R, Weber FC, Woodrow LG (eds)
Public-private manpower policies. Industrial Relations
Research Association, University of Wisconsin., 1969,
Madison, pp 101–132

Posner RA (2003) Economic analysis of law, 6th edn.
Aspen Publishers, New York

Stein G, Zylberstajn E, Zylberstajn H (2015) Diferencial de
Salários da Mão de Obra Terceirizada no Brasil. Work-
ing Paper 400, São Paulo School of Economics, FGV,
CMICRO – No. 32, Working Paper Series (Ago 7).
Available at: http://bibliotecadigital.fgv.br/dspace/han
dle/10438/13883

Trubeck DM, Mosher J, Rothstein JS (2000) Transnation-
alism in the regulation of labor relations: international
regimes and transnational advocacy networks. Law Soc
Inq 25:1187–1211

Further Reading
Aubuchon C, Bandyopadhyay S, Bhaumik SK (2012) The

extent and impact of outsourcing: evidence from Ger-
many. Fed Reserve Bank St Louis Rev 94(4):287–304

Dickens W, Franco F, Landier A, Nicoletti G, Spector D,
Solow R, . . . Alesina A (2003) Macroeconomic effects
of regulation and. Europe 879–908

Laporšek S (2013) Minimum wage effects on youth
employment in the European Union. Appl Econ Lett
20(14):1288–1292
Economic Analysis of Law
Alain Marciano
MRE and University of Montpellier, Montpellier,
France
Faculté d’Economie, Université de Montpellier
and LAMETA-UMR CNRS, Montpellier, France
Abstract
The purpose of this entry is not to identify the
central claims upon which rests an “economic
analysis of law.” That goes far beyond what

https://doi.org/10.1007/978-1-4614-7753-2_83
http://bibliotecadigital.fgv.br/dspace/handle/10438/13883
http://bibliotecadigital.fgv.br/dspace/handle/10438/13883


630 Economic Analysis of Law
could be done. Our goal is to characterize
methodologically an economic analysis of
law and, as a consequence, to establish and
explain the distinction that exists between an
“economic analysis of law” and “law and
economics.”
Definition

Economic analysis of law is the field defined by
the use of economics to analyze legal phenomena
and the functioning of the legal system.
Introduction

The purpose of this entry is not to identify the
central claims upon which rests an “economic
analysis of law.” That goes far beyond what
could be done. Our goal is to characterize meth-
odologically an economic analysis of law and, as a
consequence, to establish and explain the distinc-
tion that exists between an “economic analysis of
law” and “law and economics.”

Usually, those terms are used interchangeably
to describe any economic work dealing with law
or legal rules. For instance, “The Problem of
Social Cost” (Coase 1960) that represents the
“origin [of . . .] the modern law and economics
movement” (Hovenkamp 1990, p. 494; emphasis
added) and marks the passage from an “old” to a
“new” law and economics (Posner 1975) is also
viewed as the article that “established the para-
digm style for the economic analysis of law”
(Manne 1993). Symmetrically, an Economic
Analysis of Law (Posner 1973) was viewed as
“coursebook in law-and-economics” (Krier
1974, p. 1697). One could also quote Cento
Veljanovski (1980, p. 160) and even Richard
Posner, one of the founders of an economic anal-
ysis of law, who characterized his work as one of
the “recent developments in law and economics”
(1975, emphasis added). Many additional refer-
ences could be cited that would confirm that
the two expressions are usually viewed as
synonymous.
Yet, sometimes, they are distinguished. In this
regard, Ronald Coase is probably one of the most
significant authors to quote. He explained that
“two parts” coexist in law and economics (1996,
p. 103; or Coase in Epstein et al. 1997, p. 1138),
which are “quite separate although there is a
considerable overlap” (Coase 1996, p. 103).
The first part corresponds to what is called law
and economics and implicitly corresponds to the
analyses to which Coase attached his name. The
second part, to which “Judge Posner is the person
who has made the greatest contribution” (Coase
in Epstein et al. 1997, p. 1138), is “often called
the economic analysis of law” (Coase 1996,
p. 103).

This is the distinction we want to emphasize in
this text. Our point is that a better understanding
of an “economic analysis of law” requires careful
understanding of the differences with “law and
economics” and, therefore, a careful understand-
ing of what is law and economics.
A Negative Characterization of an
Economic Analysis of Law: Law
and Economics

In a “law and economics” approach, the focus is
put on the economy, the economic system, or
economic activities, and, since economic activi-
ties take place in an institutional, legal environ-
ment, a correct understanding of the economy and
of economic problems requires to take into
account how and how far legal rules do affect
the economy. This is precisely what law and eco-
nomics is. This is exactly what Coase did in “The
Problem of Social Cost (1960).” He “used the
concept of transaction costs to demonstrate the
way in which the legal system could affect the
working of the economic system” (Coase 1988,
p. 35). Later, he added: “[F]or me, ‘The Problem
of Social Cost’ was an essay in economics. It was
aimed at economists. What I wanted to do was to
improve our analysis of the working of the eco-
nomic system” (1993, p. 250). From this perspec-
tive, Coase was one of the founders of “law and
economics” in its modern form but not of an
economic analysis of law.
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What is important to correctly understand the
distinction between law and economics and eco-
nomic analysis of law is that a law and economics
approach rests on a definition of economics by
scope, object, domain, or subject matter. In other
words, what distinguishes economics from other
social sciences is that each of these sciences has its
own subject matter. Once again, this was the per-
spective explicitly adopted by Coase, for whom
“economists do have a subject matter” (1998,
p. 93). It corresponds to “certain kinds of activi-
ties” (1978, p. 206) or, more broadly, “the work-
ing of the economic system, a system in which we
earn and spend our incomes” (1998, p. 93). Or, in
a slightly different way, economists study “the
working of the social institutions which bind
together the economic system: firms, markets for
goods and services, labour markets, capital mar-
kets, the banking system, international trade, and
so on” (1978, pp. 206–207). In other words, econ-
omists study the activities that take place on
explicit markets. That’s the only set of activities
that they can analyze with their tools. Coase
again: economists “should use these analytical
tools to study the economic system” (1998, p. 73).

This view has two implications. The first one is
that economists should not study what is outside
of the scope of their discipline, in particular legal
rules, legal phenomena, and legal cases. They do
not fall into the subject matter of economics and
are not studied by law and economics. They are
important but only to give “details of actual busi-
ness practices (information largely absent in the
economics literature)” (Coase 1996, p. 104). Sec-
ond, law and economics does not only exclude
certain objects from its domain of investigation
and also excludes noneconomists from the analy-
sis of economic activities. Coase was very clear
about that: the subject matter is “the dominant
factor producing the cohesive force that makes a
group of scholars a recognizable profession”
(p. 204), “the normal binding force of a scholarly
profession” (p. 206), and what “distinguishes the
economics profession” (p. 207). Thus, the delin-
eation or delimitation of the scope of economics
establishes a distinction with other social sciences
and guarantees the unity and the autonomy of
economics.
What Is an Economic Analysis of Law

By contrast with “law and economics” presented
above, an economic analysis of law implies a
radical change in the object of study. The focus
is no longer put on economic activities – defined
as the activities that take place on markets – and
the objective is no longer to understand how
legal rules influence the economy. The legal sys-
tem is no longer seen as the environment in
which economic activities take place and there-
fore external to the object of study – the working
of the economic system. It becomes the object of
study. In fact, and very straightforwardly, an
economic analysis of law consists in using eco-
nomics to analyze the legal system and how it
works or, to quote Lewis Kornhauser, “Eco-
nomic analysis of law applies the tools of micro-
economic theory to the analysis of legal rules and
institutions” (2011). This means, in particular,
that legal rules are no longer taken as given and
exogenous. An economic analysis of law endo-
genizes legal rules. To quote Posner, an eco-
nomic analysis of law consists in “the
application of the theories and empirical methods
of economics to the central institutions of the
legal system” (1975, p. 39).

From a methodological perspective, an eco-
nomic analysis of law rests on and requires a
specific definition of economics – completely
different to the definition of economics used in
law and economics; the difference in definition
of economics is such that it makes law and eco-
nomics and an economic analysis of law incom-
patible. Indeed, an economic analysis of law
does not and cannot rest on a definition of eco-
nomics by subject matter or by scope or by
domain, as it is the case with law and economics.
Analyzing the working of the legal system is
possible and legitimate, only if the very idea
that there exists a subject matter specific to eco-
nomics, to which economists should restrict their
attention, is abandoned. Otherwise, there would
be no justification to analyze, among other
things, the behavior of criminals, judges, prose-
cutors, or attorneys and any of the phenomena
that are usually studied in economic analyses of
law. These behaviors and phenomena are not,
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strictly speaking, of economic nature because
they do not take place on markets. They can be
studied by economists only because it is assumed
that any kind of activity and of behavior or any
phenomenon, even those taking place outside of
markets, can be studied by economic theory. This
is exactly the view adopted and promoted by
Gary Becker who stressed that economic theory
“applies to both market and nonmarket deci-
sions” (1971, p. viii) or “the economic approach
is clearly not restricted to material goods and
wants, nor even to the market sector” (1976,
p. 6).

Let us note here that such a change in
perspective – the expansion of the domain of
economics beyond its “traditional” boundaries –
is a consequence of the assumption that no differ-
ence exists between market and nonmarket
behaviors. Individuals are supposed to always
behave in the same way. As Becker wrote,
“human behavior is not compartmentalized,
sometimes based on maximizing, sometimes not,
sometimes motivated by stable preferences,
sometimes by volatile ones, sometimes resulting
in an optimal accumulation of information, some-
times not” (1976, p. 14).

This then means that all social sciences have
exactly the same subject matter. All social sci-
ences can study the same behaviors and the same
phenomena. The only difference that exists
between them is the method or the approach
they use (Becker 1971). Then, from such a per-
spective, economics is defined or rather
described or characterized – Posner (1987, p. 1)
argued that economics cannot be defined – by its
method. Economics is a “way of looking at
human behavior” (Becker 1993, italics added).
To use Posner’s words, economics is “a powerful
tool” (1973, p. 3) or “an open-ended set of
concepts” (Posner 1987, p. 2), which can be
used to analyze any kind of human or social
phenomenon – including legal ones. Then,
“when used in sufficient density these concepts
make a work of scholarship ‘economic’ regard-
less of its subject matter or its author’s degree”
(Posner 1975). It is only if this definition of
economics is adopted that an economic analysis
of law is possible.
A Few Historical Landmarks

Cesare Beccaria and Jeremy Bentham – some-
times Gladstone (see Posner 1976) – are viewed
as the “predecessors” (Stigler 1984, p. 303) of an
economic analysis of nonmarket behavior (among
others: Posner 1975, 1993, p. 213) and, more
specifically, of economic analyses of crime and
punishment. Indeed, they were the firsts to ana-
lyze illegal behaviors and illegitimate activities as
the result of an “economic calculus” (Becker
1968, p. 209) or of a “rational choice” (Posner
1993, p. 213).

In the twentieth century, the first who devel-
oped an economic analysis of law is Guido
Calabresi in the early 1960s. In “Some Thoughts
on Risk Distribution and the Law of Torts (1961;
see also Calabresi 1965)” by contrast with Coase,
Calabresi used economics to analyze a legal
problem – namely, the compensation of victims
of car accidents in different systems of liability.
This was acknowledged by Walter Blum and
Harry Kalven (1967, p. 240), Posner (1970,
p. 638) and Frank Michelman (1971, p. 648).
However, Calabresi also insisted that his work
should not be viewed as a form of economic
analysis of law. We suggested elsewhere that his
analysis should be viewed as a form of heterodox
economic analysis of law, mainly for two reasons.
First, he rejected the behavioral assumption
that economic analyses of law use – individual
rationality. Second, he eventually criticized
standard – read, Posnerian – economic analyses
of law because it assumes that the “world” – the
conditions in which individuals act and live – is
given and by analyzing how individuals chose in a
set of given conditions. To him, the law could be
used to change the world and not to promote its
economic efficiency (Kalman 2014). In other
words, Calabresi claimed that economics, and
economic analyses of law, should not be only
about the allocation of resources. And, one could
add, Calabresi did not make the methodological
move of explicitly defining economics as a
method.

It was Becker who did this move, because and
when he was the first economist who consistently
and repeatedly used economics to analyze
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nonmarket behaviors and to explicitly define
economics as an “approach.”Among his writings,
“Crime and Punishment: An Economic
Approach” (1968) must be singled out as the
first (modern) economic analysis of a legal prob-
lem, namely, crime and illegal behaviors. Indeed,
Becker was the first to explain crime as the result
of a rational decision, of an economic calculus,
that is, of the comparison of costs and benefits. As
mentioned above, this comes from the idea that all
human behaviors are of the same nature and can
be explained as if they were rational, an assump-
tion that remains crucial to an economic analysis
of law.

However, Becker’s direct contributions to an
economic analysis of law were scarce. The ones
who really founded an economic analysis of law
are William Landes, Isaac Ehrlich, and Richard
Posner.

Landes and Ehrlich were Becker’s PhD stu-
dents (Fleury 2015, 2016). They transformed
Becker’s insights into a specific field of research.
Ehrlich studied the participation in illegitimate
activities and deterrence (1967, 1970), and
Landes analyzed the effects of fair employment
legislation on the well-being of discriminated
nonwhites (see Fleury 2014). Also of particular
importance, Landes was the first who developed
an economic analysis of courts (1971). Landes’s
work was important because it was the first to
really propose a model of the working of the
judicial system, taking into account the two sides
of the legal “market.” Thus, while Becker had
introduced the assumption that criminals are ratio-
nal, Landes introduced the assumption that pros-
ecutors also are rational.

Landes played also an important role for hav-
ing involved Posner in a program in law and
economics launched by the National Bureau of
Economic Research (Landes 1998). Posner
became one of the most important figures in eco-
nomic analyses of the law. Not only he invented
the expression, in the title of his 1973 book, and
launched the first journal devoted to an economic
analysis of law – namely, the Journal of Legal
Studies – but he also contributed to explicitly
define the field, providing its methodological
bases and incessantly opening up new domains
of analysis. He is one of the most important –
quantitatively and qualitatively – contributors to
the field. Posner’s contribution cannot be
described or summarized, and, accordingly, it
could be said that it is particularly difficult to
summarize an “economic analysis of law.” How-
ever, let us note that Posner generalized the use of
the assumption that individuals are rational in
economic analyses of law; in particular, he devel-
oped and expanded the analyses of judicial deci-
sion making – explaining that judges make their
decisions by maximizing a utility function. Actu-
ally, Posner linked this claim to another claim
about the efficiency of the law, at the same time a
positive and normative claim. Rationality and
efficiency are two central claims, maybe the
two pillars upon which rest economic analyses
of law.
Conclusion

We suggest to distinguish between “law and eco-
nomics” and an “economic analysis of law.” An
economic analysis of law is based on a definition
of economics as a method, a (set of) tool(s) that
can be used to analyze the functioning of the legal
system. The distinction was invented in the early
1970s but remains central to understand most of
the analyses made at the intersection of economics
and the law.
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Abstract
Economic development describes a process of
improving economic and social well-being of
people in a specific area. In addition to qualita-
tive and quantitative growth, it includes social
and environmental aspects. For this purpose var-
ious economic measures with different focus are
used to quantify economic development.
Introduction

The term economic development is generally
used, but there is no clear definition of it. In
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general the economic conditions and the standard
of living are associated with it. Especially econo-
mists tend to consider economic development in
terms of economic growth. Economic growth is
the percentage change in the amount of a value
from one period to another. In general there is a
close relation between economic development
and the growth of output in an economy. Eco-
nomic growth describes just a quantitative change
in the level of an economic measure. Beyond this
development, it describes the improvement of
economic and social conditions as a hole includ-
ing qualitative as well as quantitative measures.
Economic growth and economic development are
different categories, but for explaining the eco-
nomic development is a definition of the eco-
nomic growth useful.
From the Economic Growth to Economic
Development

A commonly used instrument to measure eco-
nomic growth is the “gross domestic product”
(GDP). There are three different approaches to
measure it. Considering the GDP in terms of
expenditures, it is defined as “the sum of the
final uses of goods and services (all uses except
intermediate consumption) measured in pur-
chasers’ prices, less the value of imports of
goods and services” (OECD a). The other
approaches regard it in terms of income and pro-
duction. Thus, it summarizes the economic power
within one country into a number. Furthermore, it
contains economic acting of all people within the
borders of the country without taking in consider-
ation of nationality. From this, economic growth
describes the percentage change in GDP from one
period to another. In general, values are reported
quarterly, as well as yearly. The “gross national
income” (GNI) is quite similar to the GDP, but it
considers all citizens of a nation, even if they work
in another country.

To refine the GDP, a per capita adjustment is
used. It is calculated as the quotient of GDP and
the number of residents. However, it is indepen-
dent of any distributional dimension. Therefore,
the GDP per capita does not refer to real
distribution, it is just statistical. In relation to
population, one can distinguish between exten-
sive and intensive growth. Extensive growth
describes an increase in GDP without an increase
in its per capita. Contrary to this, intensive growth
describes itself as an increase in the level and per
capita. To compare the GDP above countries,
different price levels are taken into account with
purchasing power parities. This adjustment uses
baskets of goods to compare the purchasing
power between countries.

Despite the advantages of the GDP, it is criti-
cized frequently for excluding social and environ-
mental issues. It should be noted that natural
disasters can have positive impacts on
it. Additionally, labor without payments as volun-
tary work or work at home is not included in the
computation. Especially illegal work takes place
as an estimation. Detailed information about the
critics on GDP and the difficulties of measuring
development are provided by Stiglitz et al. (2009).

It is usual to describe the economic growth by
the model of economic growth. One approach to
model growth was made by Harrod and Domar.
They were influenced by “Keynesian” economic
theory and developed models based on a connec-
tion between capital stock and production volume
(Domar 1946), as well as investments and aggre-
gate demand (Harrod 1939). The “neoclassical”
approach of modeling growth goes back to Solow
(1956). He developed a model laying down a long
run equilibrium between investments and depre-
ciation. As soon as the optimal capital stock is
reached, the per capita income will not increase
any further. Additional growth can only be
achieved by technological progress. With respect
to the utility maximization of the households, the
“Ramsey-Cass-Koopmans Model” was modeled
by Ramsey (1928) and expanded by Cass (1965)
and Koopmans (1965). Different to the “Solow
Model,” it considers the saving rate as endoge-
nous depending on the optimization of infinitely
living households. However, the technical pro-
gress is taken into account as exogenous. This
critic encouraged Romer (1990) to develop a
new model with endogenous technological
change, depending on preferences of the house-
holds. However, the “Ramsey-Cass-Koopmans
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Model” is the approach most commonly used in
growth theory.
Measures of Economic Development

To describe and measure the economic develop-
ment of economies on an easy way, the Word
Bank offers a classification by income every
year. The current values (2014) state that a GNI
per capita of $1,045 per day or less describes a
low-income economy, and the range from $1,045
to $12,746 describes middle-income economies.
Countries with a GNI per capita and day over
$12,746 are referred as high-income economies.
Besides that, low- and middle-income economies
are denoted as developing economies (The World
Bank 2015). Another classification is used by the
United Nations (UN). To define less developed
countries, three conditions are used: low per
capita income, human assets, and economic vul-
nerability (UNCTAD 2015).

Taking into consideration those critiques on
the GDP and the insufficiency of quantitative
indicators to measure development, it is compre-
hensible that many alternative measures have
been developed. The UN supports the “Human
Development Index” (HDI), which includes live
expectancy at birth, education, and the “gross
national income” per capita to measure the devel-
opment more adequately. Live expectancy at birth
and education are used as more qualitative indi-
cators, even if they are numerical measures. Edu-
cation is taken into account with years of
schooling from educated people and the expected
years of schooling of uneducated people. Live
expectancy is determined by average life span at
birth.

Developed countries are reported at a HDI
value over 0.8. Less developed countries are
reported with a HDI in a range from 0.5 to 0.8,
while some sub-Sahara states reported with a
value under 0.5. Besides that, the HDI is highly
correlated with the GDP, which is why it is criti-
cized as being an inadequate measure of economic
development too.

Regarding the distribution of wealth, the “Gini
coefficient” is commonly used. It states a value
between zero and one (other scaling is possible),
depending on the division of income, whereby a
value of zero declares the complete equality in
income and a value of one states the contrary.
From that it is used as a measure of equality in a
society. The OECD countries are reported with a
value of 0.32 in 2012 (OECD b).

One famous critic on economic growth came
from Meadows et al. (1972). This survey simu-
lated growth scenarios considering world popula-
tion, raw materials, and environmental pollution.
In this context the term “qualitative growth” took
place in the discussion. In contrast to “quantitative
growth,” it considers issues as health, education,
security, and equal opportunities in addition to
the GDP.

As an alternative to the GDP, Bhutan proposed
the “gross national happiness” (GNH) to measure
economic development. It considers social justice,
environmental protection, good governance, as
well as cultural values. However, it is difficult to
measure those qualitative indicators and make
them comparable. As the consequence, the GNH
was not successful.

Moreover, critics on the GDP took place in
the discussion, so the German “Federal Office
of Environment” proposed the “national
wealth index” (Diefenbacher et al. 2010). It
includes many indicators related to environmental
issues, mobility, security, health, income, and
consumption.

Independent from these approaches, many
measures of economic development are existing,
not just considering the growth.
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Definition

The term Economic Efficiency refers to the rela-
tionship between aggregate benefits and costs to
the individuals concerned. Among the widely
used efficiency criteria are the Pareto Optimality,
the Kaldor-Hicks, the Cost-Benefit, and the
Wealth Maximization criterion (Hicks 1939; Jain
2015; Jain and Singh 2002; Kaldor 1939; Sen
1970 and Scitovsky 1941). In this essay, we dis-
cuss economic efficiency as a tool for the social
choice among the alternative legal rules. Discus-
sion is carried out by using illustrative examples.
We show that in several contexts the efficiency
can serve as a useful tool for comparing the legal
rules. However, it has serious limitations as well.
In several situations, the efficiency criteria can fail
to compare legal rules or can lead to contradictory
rankings. Moreover, the assumptions underlying
some of the efficiency criteria do not hold always.
We discuss merits and demerits of various effi-
ciency criteria. It is shown that in the real world,
economic efficiency has limitations as a guide for
making social choice from among the legal
institutions.
Introduction

The aim of the economic efficiency is to maximize
the aggregate net benefits for the individuals
concerned. It serves a useful tool when the objec-
tive is to maximize the net economic gains for the
individuals involved. A strand of law and eco-
nomics literature uses economic efficiency as a
yardstick to compare outcomes under different
legal rules or institutions. In other words, eco-
nomic efficiency is used as a basis to compare
and rank the legal rules and institutions.

The law and economics researchers use several
efficiency criteria. Notable among the frequently
used ones are the Pareto optimality, the Kaldor-
Hicks, and the Wealth maximization criterion. In
several legal contexts, these criteria can serve as a
useful tool for comparing relative efficiency of the
legal rules. However, on several occasions, these
criteria can fail to compare various alternative
legal arrangements.

For the ease of illustration, let us start with an
example. Suppose there are 50 fishery units
located on a water stream. Each unit earns a profit
of 15 for its owner. There is plan for a cloth factory
to start at upstream. If factory starts, it will gener-
ate a net profit of 600 for its owner. However, the
factory will discharge chemicals in the water
stream. The polluted water is going to be injurious
to the fish. In the absence of any corrective mea-
sure, assume that the fisheries will suffer a harm of
10 each, that is, a total harm of 500. To keep things
simple, we can assume that the factory has no
other effects, good or bad, on the fisheries and
also for any other third party. Moreover, assume if
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a chemical treatment device is installed at the
factory, it can completely solve the problem of
water pollution. The device will cost 501. Now
consider the following legal arrangements.

Rule 1: The factory is allowed to operate but
will have to fully compensate the fishery for the
loss inflicted on them – “full” compensation
means that the profit of fisheries will be restored
15 each, i.e., the profit levels in the absence of the
water pollution caused by the factory (see Singh
2004, 2007a). Rule 2: The law does not allow the
factory to operate at all. Clearly, under this rule
profitability of fisheries will remain unaffected.
Rule 3: The factory is allowed to operate without
any obligations to compensate the loss suffered by
the fisheries. In this case, the profit enjoyed by
the fishery owners will come down from 15 to
5. Rule 4: The factory is allowed to operate only
with the treatment device installed, and half of the
cost of the device is to be borne by the factory
owner and the remaining half is to be split equally
among the fishery owners.

Suppose the factory operates without the
treatment device. Then, even after fully compen-
sating the fisheries by paying them 10 each, the
factory owner will be left with a profit of 100.
Therefore, Rule 1 is more desirable than Rule
2. A shift from Rule 2 to Rule 1 makes one
party better off (owner of the factory) without
reducing well being of anyone else. This argu-
ment in favor of Rule 1 over 2 is at the heart of the
widely used efficiency criterion called “Pareto
optimality.”
Pareto Optimality

According to the Pareto optimality criterion, a rule
or state of affairs x is Pareto superior to another
state y if and only if the following conditions are
satisfied: (a) every concerned individual or party
involved considers the state x to be at least as good
as the state y; and (b) at least one person strictly
prefers x over y. Under such a scenario, every
individual will either strictly prefer x over y or
will be indifferent between the two options. In our
example, clearly Rule 1 is Pareto superior to Rule
2. In fact, if the factory owners were to pay 11 to
each fishery owner, all parties can be made better
off compared to their well being under Rule 2.

The argument can easily be extended to the
social desirability of legal arrangements. A legal
rule x is Pareto superior to rule y if at least one
person strictly prefers x over y and everyone else
is indifferent between the two. Extending the
argument further, alternative x is called Pareto
optimum if there is no other legal arrangement
which is feasible and is Pareto superior to x. In
other words if x is Pareto optimal, then there
cannot be an alternative t which is available as a
social choice option and is Pareto superior to x.

This point can be seen by relabeling Rules 1 in
the above example as alternatives x and Rule 2 as
y. Further, label Rule 3 as z and Rule 4 as w. So the
set of legal alternatives which are available for
social choice can be written as
L ¼ x,y,z,wf g

Now, it is easy to see that legal rule x is Pareto
superior to rule y. In a meaningful sense, rule x is
socially more desirable than y. Therefore, the
value judgment based Pareto criterion is rather
appealing. If a feasible state of society say u is
Pareto superior to some other state v, then plausi-
bly u is socially more desirable than v.

From the definition, it is clear that Pareto opti-
mality of a rule or an alternative is defined with
respect to the given set of alternatives and the set
of individual concerned. Any change in either of
these sets can alter the optimality status of a rule or
a social choice option. For instance, in our
factory-fisheries example suppose for some rea-
sons the alternative x is not available anymore.
Then the social choice set will be
L0 ¼ y,z,wf g

where y, z, and w are the legal alternatives as
defined above. Now, y becomes Pareto optimum
since neither z nor w is Pareto superior to y.

Moreover, Pareto criterion can easily fail to
compare the alternatives available and thereby
fail to be a guide to the social choice process. To
see this, consider a comparison among Rules
2 and 3, i.e., legal arrangements y and z. It can
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be seen that neither y is Pareto superior to z nor the
other way round. Similarly, it can be seen that
legal rule x and z are not comparable on Pareto
criterion. In fact, in any choice situation involving
alternatives u and v if one party strictly prefers
u over v and another strictly prefers v over u then
the two alternatives cannot be compared, regard-
less of how the rest of individuals in the society
feel about these two alternatives. Moreover, if the
choice involves only two such alternatives, then
both will be Pareto efficient!

This shows a serious shortcoming of the Pareto
criterion. In real world, the social choice involves
legal changes which lead to net gains to some
citizens but impose net cost on the others. Specif-
ically, consider a change in the legal status-quo
such that the proposed change entails net gains
to most citizens but imposes net cost on a
few members of the society. Under such situa-
tions, the Pareto criterion cannot be the guide to
decide between the proposed change versus the
status-quo.
Kaldor Efficiency

What is known as the Kaldor efficiency criterion
aims to overcome the above limitations of the
Pareto criterion. According the Kaldor criterion,
a shift from alternative y to x is better if the gainers
can compensate the loosers and still be better-off.
It is noteworthy that according to this criterion, the
gainers are not required to actually compensate
the losers – only requirement is that in principle
they should be able to do so. On this logic, if we
revisit the comparison among the Rules 2 and 3,
Rule 3 is better than Rule 2 – since the gainer
(factory owner) benefits by 600 out which he can
fully compensate fisheries by paying 500 and still
be be left with a net gain of 100. It can easily be
seen that in the above example, each on of the
Rules 1, 3, and 4 is better than Rule 2. In other
words, alternatives x, z, and w are Kaldor superior
to y. Legal alternatives x and z are equally effi-
cient, and both are better than the 4th rule, i.e., the
alternative w. The point is that unlike the Pareto
criterion, the Kaldor criterion can compare all of
the above legal alternatives. In general, the social
ranking can be produced by a pair wise of com-
parison of the alternatives.

The Kaldor criterion is the basis of the widely
used cost-benefit and wealth maximization effi-
ciency criteria. Going back to our earlier example,
a shift from rule y to rule x imposes a cost of
500 on fisheries but entails a benefit of 600 to
the factory owner. Since the benefit is greater
than the resultant costs, the cost benefit criterion
will rank x better than y. By similar logic, rules x,
z, and w are superior to y.
Wealth Maximization

The wealth maximization criterion ranks the alter-
natives according the levels of total wealth under
them. On this count too, compared to legal rule y,
under each one of the rules x and z the total wealth
for all the parties involved is higher by 100; under
w the corresponding figure is 99. Therefore, these
rules are superior to the rule y according to the
wealth maximization criterion. The rules x and
z are all equally good. Moreover, these two alter-
natives are socially best, since under these rules
the level of wealth is maximized.

It can be seen from the above discussion that
the Kaldor, the cost-benefit, and the wealth max-
imization criteria provide a similar ranking of the
legal rules. Moreover, the social ranking produced
is complete, in that using these criteria we can
compare any two legal rules. However, it should
be noted that the virtues of these three efficiency
criteria hold under the assumption that the wealth
level is the sole determinant of individual utility
levels (well beings). In the above discussion, our
underlying assumption has been that well being of
each party involved increases with the monetary
gains enjoyed by the party.

The Kaldor criterion also serves as a useful
metric when production and consumption choices
involve only one good and the individual utility
functions are increasing in the amount of good
consumed. In that case, the criterion requires allo-
cation resources to maximize production of the
good. Once that is done, any distribution of the
good among consumers is Kaldor efficient. How-
ever, such assumptions are restrictive.
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Limitations of Efficiency Criteria

In real world, the consumption basket has numer-
ous goods and services in it. Besides, the utility
levels may depend on factors other than the indi-
vidual consumption levels of goods and services.
In several such contexts, the Kaldor criteria and its
derivatives can lead to contradictory or inconclu-
sive ranking of legal choices. Moreover, several
decision makers may be guided by the non-
economic considerations or might not be able to
work in line with the objective of economic effi-
ciency (see Singh 2003 and Schäfer and Singh
2018). Therefore, the real world applicability of
the efficiency criteria is limited.

On top of it, the efficiency criteria completely
ignore the issue of fairness, equity, and justice
which can be paramount considerations when it
comes to choosing from different legal regimes.
Nonetheless, these criteria are widely used in law
and economics. On account of the ease of working
with it, most of the economic analysis of legal
rules and institutions is based on the wealth max-
imization criterion. For a discussion on the under-
lying assumptions, the use, and the debates
surrounding the use of this criterion see, R. A.
Posner (1985). For use of the criterion in specific
contexts see Singh (2007a, b) and Schäfer and
Singh (2017).
Cross-References

▶Cost–Benefit Analysis
▶Economic Analysis of Law
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Abstract
Considering its quantitative property, eco-
nomic growth has often been considered an
index of wealth. Nonetheless, it does not rep-
resent the well-being of a given country. In
fact, it lacks information on how this wealth
is redistributed or on the indirect effects of the
said production, such as environmental conse-
quences. Economic literature highlights the
difference between economic growth and
development, attributing to the latter a holistic
definition, which takes into account additional
factors, such as collective well-being, social
equity, life expectancy, quality of institutions,
and environmental quality. Although, at a first
glance, the boundaries between concepts of
growth and development may be considered
as clearly distinguishable, they often tend to
disappear when analyzing the two variables

https://doi.org/10.1007/978-1-4614-7753-2_124
https://doi.org/10.1007/978-1-4614-7753-2_598
https://doi.org/10.1007/978-1-4614-7753-2_727
https://doi.org/10.1007/978-1-4614-7753-2_528
https://doi.org/10.1007/978-1-4614-7753-2_612
https://doi.org/10.1007/978-1-4614-7753-2_612


Economic Growth 641

E

from a long-term perspective. In both eco-
nomic theory and practice, there are several
significant variables, such as the quality of
human capital and institutions or environmen-
tal efficiency, which play a key role in
the opportunities for development in most
high-income countries. Within this framework,
development becomes a fundamental feature
of economic growth, when the latter is inter-
preted as a general improvement in quality of
life, as opposed to a mere quantitative incre-
ment in production.
Definition

Economic growth is the increased capacity of an
economy to produce goods and services, compar-
ing one period of time to another. It is measured
through the growth rate of the gross domestic
product (or gross national product, or national
income), which is calculated in real terms in
order to obtain an indicator that is not influenced
by inflation.
Economic Growth

Three main approaches are attributed to economic
growth theory:

• Classical economists – with authors such as
Smith (1776), Malthus (1798), Ricardo
(1817), Ramsey (1928), Young (1928),
Schumpeter (1934), and Knight (1944).

• Keynesian and neoclassical economists – who
can be divided into two categories, character-
ized by the different role that technology plays
in the production function. On the one hand,
Solow (1956) and Swan (1956), Cass (1965),
Koopmans (1965) regarded technology as
a given variable and built models of what is
referred to as exogenous growth. On the other
hand, Keynesian authors, such as Harrod
(1939) and Domar (1946), as well as some
neoclassical authors, such as Romer (1986),
Lucas (1988), Rebelo (1991), Grossman and
Helpman (1991), and Aghion and Howitt
(1992, 1998), directly included technology
variables into the production function,
implementing models of what is referred to as
endogenous growth.

• Modern economists – who are all the econo-
mists interested in the immaterial aspect of
growth and in the role of institutions in the
economy. The most important authors in this
category are North (1990), Evans (1995),
Coleman (1990), Putnam (1993), Fukuyama
(1995), and Sen (1999).

A different classification of economic growth
theories is based on the perspective of divergence
or convergence of the economies of different
nations (de la Fuente 2000). Conventionally, con-
vergence is considered when poorer economies
grow at higher rates than richer ones, thus reduc-
ing income differences between them. Subse-
quently, divergence is determined by the
opposite mechanism. According to the former,
a general equalization of income levels would be
observed in the long run, while an increase in the
existing gap is expected when considering the
latter. Indubitably, the source of such discrepan-
cies lies in the differences in the formulation of the
production function and of technological progress
dynamics. Specifically, one of the conditions for
economic convergence is the presence of decreas-
ing returns to scale, which allows poorer econo-
mies, with initially lower levels of capital, to grow
faster than the richer ones. Similarly, increasing
returns to scale bring about divergence between
the economies of different nations. Another ele-
ment that characterizes the long-run growth path
is related to technological progress. Though
widely accepted that an increase in technological
investment ensures higher future growth rates, it is
not clear whether this would ultimately lead to
a convergence or divergence effect. In fact, since
significant differences in growth rates are not sus-
tainable, if the technological return is a decreasing
function of its accumulation, equalization in the
level of technical efficiency will be observed.
Finally, another factor of convergence is associ-
ated to the allocation mechanism that allows
focusing investment where productivity and
return on capital are greatest. Since investment
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in poorer countries is concentrated in the agricul-
tural sector, which is characterized by low labor
productivity, the reallocation of resources towards
the manufacturing sector allows for a rapid
increase in mean productivity. Such a boost is
not feasible in rich countries, where investment
is already focused in highly productive sectors.

Classical Economists
When individually analyzing the three theoretical
approaches to economic growth, one can imme-
diately recognize that, aside from the main basic
concepts, the classical literature contains some
crucial perspectives that would later be
reconsidered in modern theory. In his book An
Inquiry into the Nature and Causes of the Wealth
of Nations, Smith, founder of modern economic
science, considers a nation’s growth as the result
of an enhancement in productive processes, which
delivers an increase in wealth and production with
the same resources. The latter is made possible by
the augmentation of labor specialization, given by
an increase in production and knowledge. Thus,
the issue of low resources is overcome through
enhanced efficiency. Continuous growth in the
economy is thereby guaranteed.

Ricardo, on the other hand, expresses a differ-
ent view on the matter, focusing on the problem of
income distribution and its impact on economic
development. Motivated by the conviction that
development depends on the accumulation of cap-
ital, in other words, the share of profits devoted to
investment, Ricardo dedicated his work to the
study of the determinants of capital accumulation.
With reference to an economy composed of land-
owners, capitalists, and workers, though no tech-
nical progress, the author showed how an increase
in production could only be achieved through
a greater exploitation of the employed labor
force and cultivated land. According to his analy-
sis, this process leads to a rise in rents and
a continuous reduction in profits (due to the
diminishing returns on land), thus discouraging
investment and hampering growth. The econo-
mist Thomas Malthus, who studied the problem
of long-term growth from a demographic perspec-
tive, also reached a similar conclusion. In this
case, one of the key hypotheses is the absence of
technological progress. The main assumption
behind Malthus’ work is the existence of
a positive relationship between the wealth of
a nation and its birth rate. Specifically, he argued
that any wage level in excess of the subsistence
one would incentivize individuals to expand their
families, thus resulting in an increased consump-
tion of resources for the livelihood of the popula-
tion and a reduction in the proportion devoted to
the accumulation of capital. Therefore, for Mal-
thus as for Ricardo, the long run is inevitably
characterized by stagnation of the economy,
unless (as in China) policies directed towards
controlling the level of births are implemented.

Technology is once again the fulcrum and
engine of economic growth in Schumpeter’s the-
ory. The latter emphasized the entrepreneur as
being the heart of the innovation process that
allows the generation of short-term monopoly
profits. The guarantee of compliance to rights
(patents) protects the investment made by firms
in the field of research. Like Smith, Schumpeter
also argued that the accumulation of knowledge
and the implementation of human capital produce
increasing returns in the long run.

Nonetheless, this model is differentiated by the
fact that entrepreneurs see innovation as the pri-
mary goal of their activity, because competition
between firms is entirely based on the destruction
of the monopolistic position of competitors and
the acquisition of a market niche. This process,
defined as “creative destruction,” brings the econ-
omy into a market characterized by monopolistic
competition, where increasing returns are the con-
sequence of continuous increments in production
technology and human capital. The State’s role in
facilitating the process of economic growth
becomes crucial therefore it is based on the imple-
mentation of policies capable of creating the most
fertile conditions to allow businesses to grow and
create knowledge and innovation in a specific
area. The said policies are economically justified
when considering how avoiding less than optimal
production becomes the goal of public interven-
tion. The explicit introduction of technology in
the production function also allows for the com-
parison of this model to those of endogenous
growth.
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Keynesian and Neoclassical
The Great Depression gave rise to a new gener-
ation of economists, who set out to reinterpret
and reconsider the main features and determi-
nants of economic growth, through the applica-
tion of new formulations of the production
function. Working within a Keynesian frame-
work, Harrod (1939, 1942), and Domar (1946)
were the first to highlight the instability of the
capitalist system, given by the low substitutabil-
ity between factors of production. Nonetheless,
this hypothesis was overcome by Solow (1956,
1957) and Swan, who used a different production
function to develop a model that had diametri-
cally opposite consequences on economic
growth. According to the latter, in the absence
of technological improvements, per capita
growth would tend towards a steady state
(Uzawa 1965). The consequent assumption of
the said model is that of convergence among
different countries (Barro and Sala i Martin
1992, 1997). Subsequently, Romer (1994) and
Lucas (1988) developed an analysis that took
into account reproducible factors within the
production function. The assumption of
diminishing returns to capital was thereby over-
come and endogenous growth models started to
be developed.

In order to better grasp the theoretical journey
described above, let us consider a generic produc-
tion function with two factors of production, cap-
ital and labor: Yt = F[Kt, Lt, t], where Yt is the
production level at time t. In this expression, time
takes on a role of proxy for technological devel-
opment, given that, assuming equality of capital
and labor, there will be a higher production level
at time t + 1 compared to time t. The increase in
capital stock at any given moment will thus be
given by @K/@t = I � dK = s F(K, L, t) � dK,
where d is the depreciation of capital and
I the level of investment, expressed in the latter
part of the equation as the savings rate (0 < s
> 1) multiplied by the abovementioned produc-
tion function.

Harrod and Domar’s model presents a peculiar
formulation of the production function. The latter
is that put forward by Leontief (1941); in other
words it consists in fixed coefficients that could be
expressed as Y = F(K, L) = min(AK, BL), with
A and B being positive constants. The equilibrium
condition given by the full employment of factors
of production is achieved at the point where
AK = BL, whereas when the quantities of labor
and capital invested are not at equilibrium, there
will be cases where AK > BL or AK < BL. In
the first case scenario, only an amount of capital
(B/A)L would be exploited; just as in the second
case scenario, it would only be an amount of labor
(A/B)K. These two situations would imply,
respectively, an underuse of capital and labor.
The hypothesis of non-substitutability implied in
this production function translates into a process
of continued instability, as a result of the typically
Keynesian animal spirit reasoning. Thus, when
starting from an ideal condition of general equi-
librium, where the economy’s growth rate (g) is
equal to the growth rate in production (g*), there
would be a surplus of supply together with
a recessive spiral any time that g < g* and, vice
versa, an excess in demand with inflationary
expansion whenever g > g*. This process would
inevitably result in an economic growth deter-
mined by macroeconomic unbalance and lacking
any sort of natural force that could allow for long-
term equilibrium.

With the aim of overcoming the limitation
posed by the non-substitutability of factors of
production, the Solow-Swan model utilizes
a typically neoclassical production function. This
model is characterized, first of all, by the absence
of a technological development variable and thus
of the properties typically attributed to functions
that do include the latter: namely, the factors of
production have a decreasing marginal productiv-
ity, the function presents constant returns to scale,
and the marginal product of capital (or labor) is
infinite for K (or L) tending to zero and zero
in the opposite case scenario. Through the appli-
cation of this specific production function, it
is possible to reformulate the equation that
explains the variation of capital stock over time
as @k/@t = s f(k) � (n + d) k, where all variables
are expressed in per capita terms and
(n) represents the population’s growth rate. This
equation highlights that the capital’s possible evo-
lutionary routes would be:
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– s�f(k) > (n + d)�k: arginal increase in capital
over time

– s�f(k) < (n + d)�k: marginal decrease in capi-
tal over time

– s�f(k) = (n + d)�k: constant growth in capital,
in other words, characterized by the per capita
values (k, y, c), which remain constant over
time, and the levels of these same variables
(K, Y, C), which grow at the same rate as the
population (n)

In Solow and Swan’s envisioning, the first two
cases are unstable and converge towards the third,
which represents the only long-term equilibrium
possible. This is instantaneously apprehended if
s f(k) is interpreted as the savings quota destined
to investment and (n + d) k as the real deprecia-
tion of capital. Net investment will always be
positive in the first case and negative in the sec-
ond, whereas there will be no incentives to chang-
ing the level of capital in the third case scenario.
Convergence towards the steady state is inevita-
ble, determining in the long term an absolute
condition of equality between countries de la
Fuente (2000). According to the authors, the
countries starting with similar conditions will
immediately converge to the same steady state,
while the ones starting off as more disadvantaged
will grow at a faster rate, to then also converge.
This framework, known as absolute convergence,
has been criticized by Barro and Sala i Martin
(1992, 1997, 2004), who sustained conditional
convergence. The latter differs from the former
in that it takes into account structural differences
between countries.

The decreasing marginal productivity of fac-
tors of production plays a fundamental role in
ensuring the process of convergence (Baumol
1986). During the 1980s, the growing interna-
tional integration, together with the need to take
into consideration variables that could capsize this
hypothesis, led many economists to study and
develop new models that could identify growth
paths from within the production function.
A simplified formulation of the said models
is given by the equation Y = AK, where
A represents a positive constant for the level of
technology. In comparison to the production
function developed by Solow-Swan, this one is
characterized by the absence of decreasing returns
given by the presence of non-reproducible factors
in K, particularly human capital. The latter’s
increasing returns counterbalanced the decreasing
returns to capital, resulting in complex constant
returns for each individual enterprise. When con-
sidering these new assumptions, convergence is
no longer guaranteed, be it absolute or condi-
tional. Other approaches aimed at eliminating
decreasing returns to capital are based on the
concept of learning by doing, introduced by
Arrow (1962). The latter consists in the possibility
of implementing productivity simply according to
the experience acquired during previous produc-
tion cycles (Sheshinski 1967). Starting from this
intuition, first Romer and then Lucas implemented
growth models where the accumulation of physi-
cal and human capital still guarantees constant
returns for the enterprise; however, the positive
externalities given by spillover effects result in
increasing returns for the overall sector. In
Romer’s model, the (Cobb-Douglas 1928) pro-
duction function becomes Y = AKa(KL)1�a,
where a represents the quota of national per capita
income destined to capital. The growth rate is
constant, and this results in a permanent condition
of steady state for the economy. Moreover, while
an increase in knowledge will determine an imme-
diate rise in the economy’s growth rate, the boost
of the savings quota destined to investment will
permanently influence growth. Also in this case
scenario, the investment in learning and new
knowledge acquired by the entrepreneur will cre-
ate positive externalities for the entire sector
through the spillover effect, thus justifying policy
interventions supporting innovation on the part of
the State.

Human capital then assumes a central and rel-
evant role in Lucas’model, where the emphasis is
on the role of education as the only sector really
capable of producing innovation. In his model,
workers, for every unit of time, are asked to
choose between work and education. Clearly,
with the former option, they would benefit from
a higher level of current income, whereas with the
latter they would be able to improve their skills,
thus obtaining higher productivity and income in
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the future. Having defined H as total human cap-
ital, and h as the knowledge of a single worker, the
following relation may be formulated: H = hL; if
(u) represents the time a worker dedicates to the
productive process, (1-u) will subsequently be the
quantity of time dedicated to education and train-
ing, so that the equation determining the accumu-
lation of human capital is H = HfH(1 � u),
where f is a scale parameter, whereas the produc-
tion function including human capital is given by
Y = AKa(uH)1�a. From these equations it can be
concluded that human capital is, in particular,
a function of the time dedicated to education and
training and that its marginal productivity is con-
stant. In terms of general macroeconomic equilib-
rium, it will be found that, once the steady state is
achieved, the stock of physical capital, like pro-
duction and other related variables in the model,
will continue to rise at a rate equal to the endog-
enous growth in human capital.

The Role of the Public Sector in Economic Growth
Models
In neoclassical growth models, the public sector
holds a role of agent responsible for the exoge-
nous stimulation of investment and the education
and training of human capital. Barro (1990) built
a growth model where the goods and services
produced by the public sector are considered as
production inputs for the public sector. In his
model, goods are divided between three main
categories:

– Private, rival, and excludable goods, produced
by the public sector

– Public, non-rival, and non-excludable goods,
produced by the public sector

– Goods produced by the public sector and sub-
ject to congestion, i.e., rival non-excludable
goods, such as roads, water supply, and sewers

In the first model, where G refers to the public
sector’s aggregate expenditure, the very nature
of the (private) goods that are produced results
in the quantity of available inputs being equal to
g = G/n, where n represents the total number of
producers. The introduction of the public sector in
the Cobb-Douglas (1928) production function
results in the following equation: y = Ak1�aga,
where returns of capital are assumed to be
decreasing and the level of public expenditure to
be fixed. Each agent adopts a production technol-
ogy that combines capital and public goods pro-
vided by the State, where y, k, and g, respectively,
represent product, physical capital, and produc-
tive public investment per worker. A specific
assumption is that entrepreneurs, given a fixed
level of public expenditure, will determine the
quantity of private inputs (k) that will be
employed.

If the government is looking to maintain
a neutral balance, one potential financing method-
ology could be the introduction of a tax propor-
tional to the quantity of outputs equal to t = g/y.
The latter allows us to derive the condition of
efficiency determined by a given quantity of
goods produced by the public sector. In fact,
since each goods unit requires an increased use
of resources, the natural condition of efficiency
will be given by @y/@g = 1, which would in turn
imply g/y = a. Under these assumptions, Barro
and Sala i Martin (1992, 1997, 2004) demon-
strates that the profitability of investment is inde-
pendent of the economy’s growth rate, which will
instead be influenced by the quantity of services
produced by the public sector. Moreover, with
a constant t (og/y), the model does not allow for
periods of transition, but rather gives a growth
rate equal, in each period, to the steady state’s
growth rate.

In conclusion, it is interesting to analyze the
possible scenarios determined by the government
managing to produce efficiently, thus respecting
the condition g/y = a. If marginal taxation (t) is
equal to zero, returns on investment, be it private
or social, will be identical. However, in the case
where t > 0, private returns will be lower, and
a condition of Pareto efficiency may be achieved
by employing a lump-sum form of taxation on
consumption or through the introduction of
a subsidy to the purchase of capital goods on the
part of the government.

On the other hand, in the case where the public
sector produces public goods as defined by Sam-
uelson (1954), the production function is modified
according to the introduction of the hypothesis of
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non-rivalry in consumption. Consequently, the
whole quantity G of each producer will be pre-
sented as opposed to the relative per capita quota,
resulting in y = Ak1�aGa. Non-rivalry implies
that the marginal product of public goods will be
given by the effect of the variation in G on aggre-
gate output Y = y n and the corresponding condi-
tion of efficiency will be given at the point where
G/Y = a. Having taken into account these minor
differences, the model maintains all the implica-
tions already presented in the case of the produc-
tion of private, rival, and excludable goods.

However, different implications are given
when the public sector produces goods that are
subjected to congestion, in other words, being
characterized by rivalry and non-excludability in
consumption. The phenomenon of congestion
derives from the difficulty of excluding enterprises
from the consumption of a given rival good, which
would thus be exhaustible. Thus, for a given level
of production (G) of a good, each enterprise will
see a decrease in the quantity available to it, as
other enterprises increase their consumption of
the said good. Consequently, the production func-
tion for each producer will include a relation
between the total quantity of product G and the
aggregate quantity of private inputs K; therefore,
y = Ak (G/K)a. Since the increase in capital
(k) and in production (y) of a given enterprise
congests the inputs (g) available to the remaining
enterprises, in the absence of a proportional tax on
outputs or on income, there will be an excessive
consumption of “public” goods. The introduction
of a tax equal to t = G/Y will, on the other hand,
be able to match the rate of returns on social and
private investment, thus bringing about a Pareto
optimal growth rate.

Modern Thought
While an increasing number of academics con-
centrated on formalizing and arguing in ever
greater detail the role of human capital, education,
technology, and innovation in economic growth,
a group of economists, motivated by the certainty
that the abovementioned elements do not consti-
tute the engines of growth, but rather represent the
consequences of the latter, set out to determine
new variables that would result in being essential
for development. The said research brought them
to the identification of a series of elements that
may be defined as immaterial and consist in the
role of institutions, regulations, faith, and cooper-
ation within society.

Institutions and Economic Growth
According to Acemoglu (2008), institutions influ-
ence the growth trajectory. The first approach to
this facet is attributable to North, who defined the
concept of institutions as the rules of the game
within a society or, more formally, the limits con-
ceived by man to determine human interaction.
First and foremost, it must be noted how North’s
definition of institutions moved away from that
generally conceived in everyday language. Enti-
ties such as parliament, enterprises, universities,
or associations are defined by the author as orga-
nizations and are thus considered agents for
change. The key concept used as a determinant
of growth is, in fact, the relationship and interac-
tion between institutions and organizations. Since
the latter are born and die as a response to the set
of incentives and limits imposed by institutions,
the understanding of the nature of the latter, as
well as how they change, represents a key for the
historical evolution of countries. When analyzing
the role of institutions within the economic sys-
tem, the level of cooperation is identified as being
a fundamental element. By applying game theory
to a neoclassical structure with limited rationality,
North understood that the role of institutions
consisted in the highest possible reduction of
transaction costs in the exchanges between agents,
with the aim of rendering them convenient and
encouraging their diffusion. It is clear that the
level of cooperation is inversely correlated to the
number of existing institutions, since when there
is knowledge of the different parts and of repeated
exchange (high level of cooperation), each agent
does not need to feel protected by formal regula-
tions and thus does not consider the presence
of institutions as necessary. On the contrary,
when there are impersonal exchanges and a high
risk of disloyal behaviors, institutions acquire
a fundamental role in the reduction of information
costs and in the control and implementation of
agreements. In conclusion, it can be stated that
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the quality of regulations (institutions) influences
the level of production, through the diffusion of
exchanges, and subsequently affects economic
growth.

Another approach, which may be considered
similar to North’s, however more centered on the
role of the State in the promotion of an efficient
economic system, is that implied by Evans in his
conception of the embedded autonomy. The latter
describes an ideal condition that governs the rela-
tionship between the State and civil society. In
“embedded” States, one would find public offi-
cials, and institutions in general, that are deeply
intertwined with economic actors and dedicated to
trying to understand and favor the interests of the
latter. A rooted territoriality allows for the imple-
mentation of “fitted” policies aimed at fulfilling
the competitive needs of enterprises, thus favoring
their development and international competitive-
ness. Obviously, an excessive degree of
embeddedness brings about the risk of a loss of
authority and of impartiality. For this reason, the
State must preserve its autonomy when the
moment comes to take decisions, trying to avoid
being a mere instrument for the satisfaction of
individualistic interests and always preserving
the collective well-being as its foremost objective.
To sum up Evans reasoning, a simple comparative
advantage in resources of a given country will not
necessarily imply a success in the corresponding
sector, but will rather depend on the functioning of
the existing social and political institutions. If
a wealth in resources is accompanied by
a predatory State, which incentivizes renters and
allows for widespread lobbying, thus losing the
required autonomy in decision making, then
development is unlikely to be achieved. On the
other hand, a State that implements development
policies and is characterized by the incentivizing
of entrepreneurs, meritocratic recruitment, dedi-
cation, cohesion, and social loyalty will promote
efficient and profitable investments on the part of
enterprises, which will thus result in long-term
growth and development.

Corruption and Economic Growth
The emphasis applied by North on the role of
regulations in economic growth stimulated for
many economists an interest towards understand-
ing how bureaucratic machines, with all their dis-
honesty and obstructive presence, are able to slow
down the process through which technological
progress transforms into new tools and productive
processes.

Many theoretical and empirical articles in eco-
nomic, social, and political literature have studied
how corruption affects economic development.
Their authors have mainly concentrated on the
relationship between corruption and economic
growth, not always finding coherent results. On
the one hand, Leff (1964) and Huntington (1968)
argued that corruption could be positively corre-
lated to economic performance in the presence of
a thick and cumbersome bureaucracy. According
to their reasoning, bribery may allow firms to get
things done, thus increasing their efficiency and
enhancing economic growth. Subsequently, cor-
ruption could be considered as growth enhancing
in that it acts as a lubricant within a rigid bureau-
cracy. On the other hand, corruption can be seen
as a type of government inefficiency, since it
discourages investments, due to the wide discre-
tionary power of public officials, as well as reduc-
ing the quality of public infrastructure and
services, decreasing tax revenue, and affecting
the allocation of entrepreneurial skills, thus
slowing down economic growth (Bardhan 1997;
Mauro 1995, 1998). Specifically, corruption
diverts the public budget destined to social ser-
vices, securities, and education, health, and gen-
eral services. This implies inefficient behavior on
the part of the government, in its implementation
of policies that are not always in the country’s best
interest (Powell 2004). The market allocation of
resources is thus distorted, negatively influencing
investments on the part of economic agents,
reducing the quality of public infrastructure and
services, and thus hindering economic growth
(McMullan 1961; Tanzi and Dawoodi 1997;
Mauro 1995). In addition, corruption affects
both the total regional amount of public spending
and its structure, directing expenditures towards
sectors where bribes are easier to collect. In this
respect, the econometric results found by Del
Monte and Papagni (2007) on the Italian regional
dataset “show two distinct negative effects of
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corruption on economic growth. One effect seems
to be that on private investment; the other is on the
efficiency of expenditures on the part of public
investment.” It is therefore derived that “policies
to deter corruption and to increase the efficiency
of local public institutions could give very posi-
tive impulses to economic growth” for the devel-
opment of southern Italy.

Social Capital and Economic Growth
Within the field of study related to the immaterial
aspects of economic growth, the main contribu-
tions are undoubtedly given by J. Coleman and
R. Putnam, both of whom consider social capital
as being an engine of growth. Despite the lack of
an unequivocal and widely accepted definition of
social capital, it can certainly be distinguished
from the concept of human capital, given that it
is related to the set of social relations available to
a subject or a group of subjects. At the core of this
definition is the relational element. From the lat-
ter, in fact, one can derive the definitions of three
different conceptions of social capital. The first
one links social capital to the idea of members of
a collective adhering to shared regulations; the
second identifies it as the ability of a single subject
to activate and manage interpersonal relations;
and the third one associates it to the individual’s
capability to create networks that are useful for the
achievement of one’s own objectives. From these
definitions it can be inferred that social capital and
institutions are two inversely correlated subjects.
The higher the presence of social capital, the
lower will be the need for institutions in terms of
guarantor for the implementation of agreements,
since social sanctions will play a more prominent
role. Within this framework, Coleman’s approach
is based on the neoclassical assumption of full
rationality, however considering each economic
agent, not individually, but as a part of a network
of relationships. In the latter, there will be certain
leading individuals that will impose their own
rules; thus, the social relations between the sub-
jects constituting the network will be the only
leverage they will have to condition the approval
and implementation of norms in their favor.

Putnam’s work, on the other hand, can be
traced back to the function of social capital as
a determinant of the difference in growth between
countries (Alfano and Baraldi 2012). In other
words, he is interested in the analysis of the exis-
tence of loyalty and of ethical norms of reciprocity
and cooperation, as a tool for analyzing the role
that interpersonal relations can play in different
countries’ experiences of growth.

The most important empirical contribution
made by Putnam is summarized in his work
“Making Democracy” (1993), which develops
a comparative study of Italian regions, attributing
the divergence in institutional and economic per-
formance between the North and the South to the
differences in their relative endowment of what he
refers to as social capital. In fact, northern Italy
developed faster than southern Italy because the
former has been better endowed with social cap-
ital. Considering “a region’s chance of achieving
socioeconomic development during this century
has depended less on its initial socioeconomic
endowments than on its civic endowments, [the]
correlation between civics and economics reflects
primarily on the impact of civics on economics,
and not the reverse” (Putnam 1993, p. 157). In
conclusion, Putnam takes into consideration
a historical path dependency, according to which
“social patterns, plainly traceable from early
medieval Italy to today, turn out to be decisive in
explaining why, on the verge of the twenty-first
century, some communities are better able than
others to manage collective life and sustain effec-
tive institutions” (Putnam 1993, p. 121) that pro-
mote economic growth.

Within this same field, Fukuyama’s study on
trust has contributed to the increased attention to
the relevance of social capital in economic
growth. According to Fukuyama (1995), societies
endowed with generalized trust enjoy a form of
social capital that, together with traditional factor
endowments such as labor and capital, contributes
to their success in modern economic competition.
From this conception of the role of loyalty, it can
be observed that countries with an elevated
endowment of social capital are differentiated by
the presence of a great enterprise, while those
with only a low level of social capital are charac-
terized by a productive structure dominated by
small enterprises, where both ownership and
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management are family based. The author thus
marks a red line between social capital, family,
loyalty, and a country’s ability to generate capital
and utilize it in large-scale investments. In
a society with little faith in those outside the
family, one would encounter what is known as
familism, a phenomenon that leads the family to
close itself off, thus hindering relations with the
wider community. The said community may be
viewed as the perfect equilibrium between the
excessive isolation of the family on the one hand
and the disproportionate presence of the State on
the other, which discourages action on the part of
spontaneous groups. According to the author, it is
between these two identities that social capital and
trust based on shared values are built, thus creat-
ing the expectation of a correct behavior and allo-
wing for the birth of great organizations with
evolved systems of management control.

Last but not least, reference should be made to
the economist Amartya Sen, who, in his work
Development as freedom, highlights the inappro-
priateness of the indicator of economic growth as
a proxy for the real well-being and economic
progress in a society, thus providing the decisive
impulse towards its abandonment, in favor of new
measures of development. He highlights how eco-
nomic growth is closely connected to a function of
social well-being that is highly utilitarian and that
does not take into account the distribution of
wealth but only its total amount. By relegating
the concept of economic growth to such an
index, there is the risk of paradoxically consider-
ing as blossoming economies, those found in
countries where there is a rapid increase in pro-
duction on the one hand and a complete absence
of other important elements on the other, such as
freedom and life expectancy, the opportunity to
escape avoidable illnesses, the possibility of find-
ing one’s desired employment, and to live in
a peaceful society free from crime.

The importance of these elements in the eco-
nomic growth of countries has become clear and
widely accepted among economists. Even
a portion of the current entrepreneurial class
seems to have understood the importance of
adopting policies that allow for corporate growth
in a more socially friendly manner. The latter can
explain the ever-increasing implementation of
corporate social responsibility (CSR) policies
and social balances that highlight ethical behavior
and attention to social issues on the part of the
enterprise, with the aim of developing a more
beneficial image both at local and at international
level, thus subsequently generating higher profits.
The application of this concept in balances and
national policy strategies represents, without
a doubt, the current frontier of the concept of
economic growth. Indeed, in July 2010, the Euro-
pean Commission officially committed to a new
policy towards sustainable and equitable develop-
ment, centered on the very concept of CSR. The
said policy has been named Europe 2020 Strategy
and consists in a series of interventions for long-
term economic growth, social cohesion, and envi-
ronmental safeguard. The financial crises that
started in 2008 highlighted the inappropriateness
of the growth models that had thus far been
followed by most states. With the aim of closing
the gaps found in the said growth models and
creating the preconditions for a different, smarter,
more sustainable, and equitable type of develop-
ment, a document has been developed describing
key objectives to be achieved by 2020. The latter
may be summarized as follows: with regard to
labor, the goal is to increase by 75% the rate of
employment for those aged between 20 and
64 years old; for research and innovation, the
aim is to increase by 3% of the EU’s GDP the
investments in research and development; as for
the safeguarding of the environment, the objective
is to reduce greenhouse gas emissions by 20%
compared to 1990, as well as increasing by 20%
the supply of energy coming from renewable
resources; with regard to education, the target is
the reduction in school dropout rates by 10% and
to increase by 40% the 30–34 year olds with
higher education; finally, in the fight against pov-
erty and marginalization, the European goal is to
reduce by 20 million the number of inhabitants at
risk of, or already living in, poverty. It is interest-
ing to point out that current European policies on
growth still contain a great portion of the eco-
nomic thought analyzed above, specifically
when it comes to theories on human capital, on
the importance of research and development, and
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on social responsibility. It should thus be noted
that there is still a significant lack in policies
aimed at developing social capital, and improving
the quality of institutions, and that only in 2010
actions were taken towards the modification of
growth models according to economic theories
that had been formulated and proven years before.
This institutional delay in embracing the sugges-
tions transmitted by academics and researchers
should, therefore, be taken into account as an
important variable in future developments of
models of economic growth.
Acknowledgement I thank Marco Bottone for helpful
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Abstract
Economic integration is the establishment of a
unified economic area where consumers and
producers of different nations transact freely
in a single market. Using the experience of
the European Union, this essay offers a
bird’s–eye view of the trade–offs encountered
when supranational structures pursuing collec-
tive objectives of integration may infringe on
national sovereignty. The range of issues
examined include: (A) Determination of policy
with multiple veto players. (B) The advantage
and disadvantages from centralising policy
making. (C) The welfare effects of a customs
union from changing the flows of trade and
factors of production across different
countries. (D) The costs and benefits from
adopting a single currency and its conse-
quences for budgetary policy.
Definition

Economic integration is the creation of a unified
economic area where firms and consumers from
different nations buy and sell goods and services
in a single market and owners of capital and labor
can deploy their resources in any economic activ-
ity anywhere in the area. Integration encompasses
economic, political, and legal dimensions that
overlap with each other. Our understanding and
assessment of economic integration is inextrica-
bly linked to the experience gained from the estab-
lishment, geographical expansion, and extension
of functions of the European Union (EU). Its
development has been extensively researched in
economics, political science, international rela-
tions, organizational sociology, and law. The pre-
sent essay does not aim to survey any part of this
enormous literature.1 Rather, it offers some
pointers on the issues regarding the following
issues: setting up of supranational structures that
pursue collective objectives but in so doing may
encroach on national sovereignty, determination
of policy with multiple veto players, centraliza-
tion of policy making, market competition, trade
effects of a customs union, factor mobility, and
adoption of a single currency, monetary and bud-
getary policy.
European Economic Integration

The construction of the EU started after the end of
Second World War and is ongoing. Table 1 pre-
sents a brief timeline of landmark events in the
development of the EU. To complete the
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Economic Integration, Table 1 The evolution of the EU at a glance

1952 Belgium, France, Italy, Luxembourg, the Netherlands, and West Germany form the European Coal and Steel
Community

1957 The six sign The Treaty of Rome, forming the European Economic Community (EEC) and the European
Atomic Energy Community (Euratom)

1966 The Luxembourg Compromise is accepted, permitting member states to demand legislation to be adopted by
unanimity when very important interests are at stake

1967 The three communities are united as “European Communities”

1973 Britain, Ireland, and Denmark join

1978 The European Monetary System and the European Currency Unit are founded

1981 Greece joins

1986 Spain and Portugal join

1986 The Single European Act is adopted, creating the Single Market

1990 Eastern Germany joins after the German reunification

1992 The Maastricht Treaty is signed, creating the European Union

1995 Austria, Sweden, and Finland join

1997 The Amsterdam Treaty is signed, amending the Maastricht Treaty

1998 The European Central Bank (ECB) is set up

1999 The euro currency is created by irrevocably locking the exchange rates of participating countries and monetary
policy making is transferred to the ECB

2000 The Treaty of Nice Treaty is signed, amending earlier Treaties

2002 The euro” becomes the sole currency of 12 out of 15 members (Britain, Sweden, and Denmark retain their
national currencies)

2004 Poland, Hungary, the Czech Republic, Slovakia, Slovenia, Latvia, Lithuania,
Estonia, Malta, and (the Greek part of) Cyprus join

2004 The Treaty of Rome establishing a constitution for Europe is signed

2005 Dutch and French voters reject the 2004 Constitutional Treaty; EU leaders suspend its ratification

2007 Bulgaria and Romania join

2007 The Treaty of Lisbon is signed, amending the Treaty on European Union and the Treaty establishing the
European Community

2009 The Treaty of Lisbon enters into force after its ratification is completed

2013 Croatia joins

652 Economic Integration
economic union, a number of intermediate stages
must be accomplished:

1. Duty-free access to each other nation’s market,
which requires the abolition of tariffs and non-
tariff restrictions on trade between the member
states.

2. Implementation of a common tariff on trade
with non-member states to prevent cheaper
imports entering the market through members
states with lower external tariffs, known as
a customs union.

3. Establishment of a free market in goods and
services among the member states to ensure
competition; this requires the harmonization
of national laws and practices that regulate
the market (including the relevant taxes), the
abolition of anticompetitive structures, and the
prohibition of state aid or other preferential
treatment by member state governments to
national firms.

4. Establishment of a free market in labor and
capital, which is achieved by eliminating dis-
criminatory treatment of workers on the basis
of nationality, granting firms the right to estab-
lish in another member state and the removal of
restrictions on capital flows.

5. Establishment of a monetary union where the
member states adopt a single currency, so that
prices and trading in the single market will not
be affected by national currency fluctuations;
in turn a single currency requires establishing
a union-wide central bank to conduct monetary
policy.
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Each successive stage envelops its predeces-
sor. Not all member states participate in the mon-
etary union, with Denmark, Sweden, and the UK
deciding to keep their national currencies, while
countries that entered the union after the launch of
the euro are expected to adopt the currency when
their economies are ready to do so. A further step,
one yet to be taken by the EU, is the fiscal union
where taxes and transfers are decided centrally. It
is however noted that contrary to the above check-
list, the EU has adopted a protective agricultural
policy. Each successive step implies a certain loss
of national sovereignty, for example, a common
tariff prevents a country to decide its own external
trade policy or, with a common currency,
a country can no longer implement an indepen-
dent monetary policy.
Institutions of EU Governance

After the horrors of two world wars in a space of
20 years, the European economic integration was
conceived as a form of international organization
to bind together rival European powers, especially
France and Germany, in order to prevent another
war. That is, economic means were used to
accomplish a political objective. What followed
was a series of international treaties that over time
established an intricate system of Europe-wide
governance (control of decisionmaking), changed
the scope of national legislative powers, and cre-
ated a body of legal acts and court decisions
(known as the acquis communautaire) by which
all member states abide, while on the economic
side, it has shaped industry structures, labor mar-
ket, trade, investment, and monetary flows.

Establishment of the EU by independent states
meant the voluntary “pooling of sovereignty” to
promote common interests and international pub-
lic goods, like peace and prosperity, which are
best pursued jointly rather than individually by
each country. This also necessitated setting up
bodies of collective decision making to pursue
the common objectives and simultaneously
governance mechanisms to check that the new
bodies will act within the agreed limits without
infringing on the rights of their creators. The main
institutions established to drive and administer the
process of integration are the following.

The European Council which consists of the
leaders of the EU countries sets the EU’s general
political direction and priorities and deals with
complex and sensitive issues that cannot be
resolved at a lower level of intergovernmental
cooperation. It meets four times a year and is
chaired by the President of the European Council.
The President of the European Commission and
the EU’s High Representative of the Union for
Foreign Affairs and Security Policy also take
part in the meetings. The decisions of the Euro-
pean Council are taken by unanimity or by qual-
ified majority, depending on what the EU Treaty
provides for. Though influential in setting the EU
political agenda, it has no powers to pass laws.

The Council of the European Union (not to be
confused with the previous European Council),
also informally known as the EU Council, or
Council of Ministers, which brings together
national ministers from each EU country to pass
EU laws coordinate the broad economic policies
of EU member countries, sign agreements
between the EU and other countries, approve the
annual EU budget, develop the EU’s foreign and
defense policies, and coordinate cooperation
between courts and police forces of member coun-
tries. As a general rule, the Council of the EU
decides by qualified majority voting. From
November 2014 a system known as “double
majority voting” will be introduced. For
a proposal to go through, it will need the support
of 2 types of majority: a majority of countries
(at least 15) and a majority of the total EU popu-
lation (the countries in favor must represent at
least 65% of the EU population). A blocking
minority must include at least four Council mem-
bers; if the latter fails, the qualified majority shall
be deemed attained. When sensitive issues are
decided, for example, security and external affairs
and taxation, decisions have to be unanimous
rendering veto powers to every single country.
The Council of the EU represents the interests of
the national governments of the member states.

The European Commission, which proposes
policy measures, manages the day-to-day busi-
ness of implementing EU policies and spending
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EU funds and represents the EU internationally. It
is an executive supranational body that represents
the Community interests. It consists of 28 Com-
missioners, one from each country serving for
a renewable term of 5 years. The President and
members of the Commission are appointed by the
European Council.

The European Parliament, which in an embry-
onic form, represents directly the interests of the
peoples of Europe. Its role is to debate and pass
laws in combination with the Council, debate and
adopt the budget of the EU, and scrutinize other
EU institutions. Its members are directly elected
for terms of 5 years. Their number is 751 including
its President; there is a minimum threshold of
6 members per country and a maximum of
96 (implying that smaller countries weigh higher
in its composition). The members are grouped
according to political affiliation and not by nation-
ality. In comparison with national parliaments, it
has significantly fewer legislative powers, but its
powers have increased dramatically over time. It
decides by simple majority.

The Court of Justice, whose task is to examine
the legality of EuropeanUnionmeasures and ensure
the uniform interpretation and application of the EU
law. It consists of one judge per EU country and
eight “Advocates-General” whose job is to present
opinions on the cases brought before the Court. Its
members are appointed upon the common accord of
the governments of the member states for renew-
able six-year terms. By far the largest part of the
workload of the ECJ is to hear direct actions and
give preliminary rulings. Direct actions concern
violations of the EU law and include enforcement
actions, where the Court declares whether or not
a member state has infringed or complied with EU
law; actions for judicial review, where the Court
may annul an act of an EU institution for violating
the EU law or for failing to make decisions required
of them; and actions for damages, where the Court
may determine the liability of an EU institution. In
preliminary rulings, the Court on the request of
a national court interprets a point of the EU law;
this way it ensures the uniform interpretation of EU
legislation.

The European Central Bank has been set up to
manage the euro and maintain price stability in the
EU. More specifically, its tasks are the determina-
tion and implementation of monetary policy by
setting key interest rates for the 17 countries that
currently use the euro as their currency (Austria,
Belgium, Cyprus, Germany, Estonia, Greece,
Spain, Finland, France, Ireland, Italy, Luxem-
bourg,Malta, the Netherlands, Portugal, Slovenia,
and Slovakia), the conduct of foreign exchange
operations, the holding and management of the
official foreign reserves of the euro area countries,
and the promotion of the smooth operation of
payment systems. The ECB is also responsible
for framing and implementing the EU’s economic
and monetary policy. It is politically independent
of the governments of the member states.

In comparing the role of the nation-states
vis-à-vis that of the supranational bodies
established to pursue and administer the objec-
tives of European integration, two competing
schools of thought appeared, namely,
intergovernmentalism and supranationalism.
Intergovernmentalism argues that the process of
integration is controlled by the national govern-
ments of the member states which impose the
policies that best suit their interests; hence, the
institutions of international governance set up by
the Treaties serve the purposes of their creators,
usually the most powerful of the founding states,
like France and Germany. On the contrary, supra-
nationalism, or federalism, argues that economic
integration, exchange, and cooperation across
national borders generated a new transnational
community whose interests are best served by
setting institutional structures with some autono-
mous policy-making powers previously reserved
for the nation-state.
Determination of Policy with Multiple
Veto Players

The previous description of the governance
organs makes clear that policy making in the EU
is a complicated matter involving the strategic
interaction of multiple players, where strategic
means that the action of an actor takes into
account the expected response of another actor
whose interests are affected by such actions. The
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interests of the national and supranational actors
may not necessarily coincide on all issues at hand,
whereas only the Commission has agenda-setting
powers to initiate legislation, and decisions are
subject to the veto power of the Council, the
Parliament (a process known as co-decision),
and, as practice has shown, the Court.

The qualified majority voting rule used by the
EU (in approximately 80% of all its decisions) in
combination with its supranational character
raises a host of important issues. The first regards
efficiency in decision making, which relates to
how easy it is for the EU as a collective group to
take a decision. It refers to how likely is to find
a majority given the specific voting rule and the
distance between the policy preferences of the
national and supranational actors. In general the
answer to that depends on the required majority,
the number of countries, and the weight (number
of votes) of each country. The second issue relates
to the distribution of power among member states
is approximated by the weight awarded to each
member state in the Council of Ministers. In the
EU, the countries with small populations, like
Luxembourg, have been given greater weights
than the more populous countries, like Germany.
This goes a long way to explain the observed
pattern of EU spending in favor of less populous
countries. The third issue regards legitimacy of
the EU. A decision is accepted as legitimate
when it is accepted that the decision maker has
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Fig. 1 Diversity of
preferences, economies of
scale, and welfare of
centralization
the right to take that decision. At one extreme, if
the EU is considered as a union of states, as in
a confederation, then legitimacy requires one vote
per state. At the other extreme, if it is a union of
peoples, then legitimacy requires equal power per
citizen entitling more populous countries with
increasing voting weight in the Council. Histori-
cally, the union-of-the peoples approach has been
the EU norm since more populous states have
a larger voting weight.
Centralization Versus Decentralization
of Policy Making

Economic integration requires that some policies
are decided by the supranational institutions, “the
central authority,” and a common policy applies to
all member states. Examples include external tar-
iff, market competition, environmental protection,
arguably, monetary policy (if a single currency is
adopted), financial regulation, and even some
aspects of budgetary policy. This “harmonization”
of policy opens up the debate of the merits of
centralization versus decentralization. When the
member states have different preferences for those
policies but are forced to consume a greater
(or smaller as the case may be) level of the service
than it would have been optimal given their pref-
erences when acting independently, a welfare loss
results. This is depicted in Fig. 1 which shows the
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demand for a public service by two countries
1 and 2 and D1 and D2, respectively, when the
supply (marginal cost) of provision is C. Under
decentralization the two countries act indepen-
dently and consume Q1 and Q2 corresponding to
the intersection of demand and supply. When they
form a union, the central authority equates aver-
age demand to supply and provides the same
quantity QE to both 1 and 2. Since Q1 < QE <

Q2, that is, country 1 overconsumes and country
2 underconsumes the public service, centraliza-
tion generates the welfare losses measured,
respectively, by the decrease in consumer surplus
EB1E1 and EB2E2. Such losses depend on the
diversity of preferences and the elasticity of
demand (the distance between the demand curves
and their slopes). Had the central authority the
relevant information about the different prefer-
ences in the two countries, it would have been
able to provide them with the individually optimal
levels of the service; in the latter case, however,
there would be no reason to form a union and
centralize policy making.

A second argument in favor of decentralization
relates to the political benefits it offers. Specifi-
cally, citizens of independent states can choose
their own government, so that they have the incen-
tive and opportunity to make informed decisions
about policies that affect them and they exercise
more effective control over the discretionary
powers of politicians. This way the political
principal–agent problem is mitigated and account-
ability of politicians to voters is improved. In
response to this issue, the EU has adopted the
principles of subsidiarity and proportionality.
Subsidiarity means that a policy is assigned to
the supranational (=central) authorities when it
cannot be achieved by the national authorities.
According to proportionality, the content and
form of the EU action shall not exceed what is
necessary to achieve the objectives of the Treaties.

By contrast, the arguments in favor of central-
ization underline the benefits from economies of
scale, correction of externalities, and elimination
of inefficient noncooperative behavior. Centrali-
zation often involves significant economies of
scale where increasing all inputs by the same
proportion increases output more than
proportionally and costs rise more slowly than
production, resulting in important gains for the
consumer. Graphically, the presence of economies
of scale that are exploited under centralization
yields a supply curve at C0, lower than C. The
new equilibrium obtained by the intersection ofC0

and is denoted by point N yields a larger equilib-
rium quantity for the two countries QN > QE. The
gains from cost savings for countries 1 and 2 are
shown, respectively, by the areas CB1G1C0 and
CB2N2F2 and the corresponding losses from
over- and underconsumption are represented by
the triangles NN1G1 and NG2N2. Thus, the net
welfare gains from centralization for 1 and 2 are
given by the differences CB1G1C0–NN1G1 and
CB2N2F2–N2G2N.

Centralized decision making is also better
equipped to address problems of positive or neg-
ative externalities (or spillovers), that is, situations
where actions taken in one country (like burning
fossil fuels or fishing) may increase or decrease
the welfare of another country. However, the pres-
ence of externalities does not necessitate central-
ization, since such problems can be addressed
by cooperation between the parties concerned.
A third argument in favor of centralization is its
ability to avoid noncooperative behavior by dif-
ferent countries. Countries competing against
each other to attract business and mobile factors
of production in their territories, which in turn
increase the tax basis, may engage in games of
competitive tax rate reductions (or other cost-
cutting incentives, like relaxation of health and
safety standards at the workplace) ultimately
resulting in lower taxes and lower welfare in
what is referred to as a “race to the bottom,” that
is, the lowest tax rate or protection for the
workforce.
Trade and Growth Effects of Economic
Integration

The economic rationale of integration among sov-
ereign nations is that it promotes trade and growth
and hence it increases welfare. In the short run,
abolition of trade barriers allows economies
to specialize according to their comparative
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advantage which increases the volume of trade;
however, against such benefits, one must set the
costs from trade protection measures against non-
members. These static effects of economic inte-
gration for an importing country are sketched in
Fig. 2.

The lines DD, SD, and PW denote, respectively,
the domestic demand for the imported good, the
domestic supply, and the world supply at the
exogenously given PW price. When the country
applies a tariff to imports from all countries, the
domestic price rises to PT; domestic supply and
demand are shown by OQ1 and OQ2, imports by
Q1Q2, and import expenditure by Q1HJQ2. When
a trade union is formed with a partner country that
excludes other countries, domestic supply is
represented by the line SD + SP and equilibrium
is obtained at E where DD intersects SD + Sp.
Domestic demand rises to OQ4, and domestic
supply falls to OQ3, implying the larger Q3Q4

volume of imports. Consumer welfare has
increased by the sum ACF + BEG; this represents
the gain from lowering the import price and is
known as the trade creation effect. However, the
Q1Q2 imports now enter the country at the PP
rather than PW price paid to the partner country
implying that the expenditure on Q1Q2 is HJG-
F. This is known as the trade diversion effect.
Thence, the net welfare effect of forming the
union is ACF + BEG – HJGF, which can be
positive or negative. In other words, it is not
a priori clear whether the preferential trade
arrangement will benefit or harm the country
members.

The effect of factor mobility is shown in Fig. 3
using the example of capital mobility. Assume
again a two-country setting, where the capital
endowment of countries 1 and 2, respectively,
are O1K0 and K0O2 (giving a total capital stock
of O1O2 as shown on the horizontal axis). Lines
MPK1 and MPK2 show the marginal productivity
of capital in the two nations (or, equivalently, the
national demand for capital functions), and R1 and
R2 show the return on capital in the two countries
before capital market integration, with R1 > R2.
The areas defined by theMPK curves, the axis and
the individual capital endowments, O1A1B1K0

and O2A2B2K0, show the outputs of countries
1 and 2, respectively. A1B1R1 and O1R1B1K0

represent the sizes of labor and capital income in
country 1, and A2B2R2 and O2R2B2K0 show the
corresponding magnitudes in country 2. When
capital markets are integrated, capital flows freely
from the low-return country 2 to the high-return
country 1 until returns are equalized at R* at the
intersection of MPK1 and MPK2; country 1 ends
up using domestically capital O1K* (although
it owns OK0), total output equal to O1A1EK*,
and labor income A1ER* (higher than before by
R1B1ER*). In country 2, output falls to O2A2EK*,
labor income falls to A2ER*, and capital income
rises to O2R*CK0 (upon adding the capital earn-
ings from capital owned by country 2 but used in
1). Thus, the net effect of integration is again
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represented by B1EB2, which is the sum of the
extra labor income in country 1, B1EC, and the
extra capital income in country 2, B2EC. Clearly,
although the overall integration has a positive
effect on welfare, it creates winners and losers in
each country, who may resist it with various
degree of success depending on their political
influence. Similar conclusions about increased
output and its differential distribution are derived
when we consider the labor market and allow
immigration from a low-wage to a high-wage
country.

Over the long run, integration implies that
firms have access to a larger union-wide market
and that they face stiffer competition than when
they were confined to their national market only.
As a result of more competition, costs and profit
margins are squeezed and prices fall. Firms that
survive become bigger and better able to exploit
economies of scale driving prices further down to
the benefit of consumer. The benefits of the
restructuring process, however, are at risk from
two sources. National governments bowing to
political pressures may subsidize and otherwise
assist failing firms, delaying the efficient
restructuring of the economy. Secondly, the emer-
gence of fewer but bigger firms may lead to price
collusion, negating the benefits of lower prices for
consumers. It is for these reasons that the EU has
introduced strict rules forbidding state aid and
enforcing competition. Since integration encour-
ages a more efficient allocation of resources,
human and nonhuman, labor and capital are allo-
cated more efficiently across different countries,
boosting the rate of economic growth.
Monetary Union

Monetary union or monetary integration is an
arrangement between participating countries
where the exchange rates are permanently and
irrevocably fixed, so that a single currency can
be used by all members. Several benefits are asso-
ciated with the adoption of a single currency:

(a) The elimination of exchange rate fluctuations
and the ensuing uncertainty which discour-
ages trade and investment.

(b) Reduction in transaction costs relating to con-
version fees and commission charges incurred
when exchanging different currencies.

(c) Seignorage gains from establishing the single
currency as an international reserve currency;
these arise from the willingness of the rest of
the world to hold the single currency as an
asset which then allows the monetary union to
import more than it exports.
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(d) Reduction in the opportunity cost of keeping
foreign reserves, since the union needs fewer
reserves to manage its currency than the sum
of reserves needed by each member state act-
ing independently.

(e) Greater effectiveness in pursuing aggregate
stabilization policy. While many small open
economies acting on their own cannot imple-
ment successful short-run aggregate demand
management policies because of their depen-
dence on international trade, a union can suc-
ceed by coordinating policy among member
states.

(f) For countries characterized by high inflation
before the formation of the monetary union
(like Italy and Greece), adopting a single
currency managed by a central bank which
is committed to price stability introduces
a credible anti-inflationary assurance (or so
the argument ran before the debt crisis of
2010).

However, such benefits may be accompanied
by severe costs: giving up monetary policy inde-
pendence and adopting the single currency imply
that a country can no longer use the exchange rate
to counteract demand and/or supply shocks.
When domestic prices and wages are slow to
adjust to such shocks, the exchange rate can be
used to adjust domestic demand and supply to
reestablish macroeconomic equilibrium quickly.
With a floating exchange rate system, the
exchange rate will adjust to maintain balance of
payments equilibrium; monetary policy becomes
effective to affect the domestic economy, but fis-
cal policy becomes ineffective (because capital
will move in and out of the country responding
to domestic and foreign interest rate differentials).
On the other hand, under a fixed exchange rate
regime, the authorities must respond to a surplus
by reflating and to a deficit by deflating; thus,
monetary policy becomes ineffective, while fiscal
policy is now effective. These considerations
point to the “impossible trinity” of having simul-
taneously a fixed exchange rate, independent
monetary policy, and perfect capital mobility.

Whether or not a group of countries will
benefit from forming a monetary union has been
examined by the “optimum currency area” (OCA)
literature. This starts from the observation that the
larger the area using the same currency, the larger
its benefits; but as the area grows larger, it
includes more diverse countries, which increases
the costs of using the currency. Specifically, in the
face of an adverse external shock that affects
different countries differently (small economic
losses for some but large for others), a single
central bank cannot differentiate its policy
responses according to the needs of the different
countries. Asymmetric costs may deter the forma-
tion of a currency union. A group of countries can
form a successful OCA when the following con-
ditions are satisfied: (a) The labor force is mobile
across the different countries. (b) The countries
have diversified economies and produce and
export similar goods. (c) The countries are open
to international trade with each other. (d) They
have adopted a mechanism of fiscal transfers that
compensate each other for adverse economic
shocks. (e) They share common preferences on
how to respond to an external shock. (f) Perhaps
more importantly, since none of the previous
criteria may be fully satisfied, the countries have
a sense of solidarity that their fates bound them
together and so accept the costs of asymmetric
shocks.

When countries lose the exchange rate as
a policy instrument, they can use fiscal means to
counteract any adverse shocks to aggregate
demand, especially if fiscal transfers are not fea-
sible (see (d) above). Despite the efficacy of dis-
cretionary fiscal policy in a system of fixed
exchange rates, its use by member states of an
economic union with a single currency is contro-
versial. Acting independently, a member state
running persistent large budget deficits adding to
national debt may lead to severe difficulties. To
bail out the highly indebted country, the central
bank may increase the money supply, bringing
inflation and depreciation of the single currency.
Alternatively, debt accumulation may lead to
higher interest rates for all country members
crowding out private investment. If capital mar-
kets are efficient and assess the default risks of
different governments, they will demand signifi-
cantly higher interest on the debt of the profligate
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government without a general interest rate
increase. But if high indebtedness leads to fears
about the financial stability of other countries, the
commitment of the central bank to low inflation
may no longer be believed, implying that the
policy of no bailouts for fiscal profligacy lacks
credibility. Accordingly, the risk of default is
lower than otherwise. This generates a moral haz-
ard problem where a member has an incentive for
spending profligacy. Note that there may even be
an adverse selection problem where only the
worst offenders (those who run the biggest bud-
getary deficits, like Italy and Greece) are inter-
ested in joining the monetary union.
Cross-References
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Abstract
Economic performance indicates the way in
which a country or a firm functions, that is
the efficiency with which they achieve their
intended objectives. Alternative approaches to
measuring both macroeconomic and microeco-
nomic performance exist. Gross Domestic
Product, among others, is one of the most
important indicator to know how well an econ-
omy is performing and, given the existence of
international standards for its calculation, it is
also widely used across the world for interna-
tional comparison. Efficiency and productivity,
as well as long-term growth, are traditional
indicators of firm performance. It is important
to note, however, that all indicators are imper-
fect and, overall, it is important for economists
and policy makers to look beyond the headline
statistics to give a better overall picture of
economic welfare.
Definition

Economic performance indicates the way in
which an economy functions. In general, it signals
the efficiency with which a country or a firm
achieves its intended purposes.
What we intend to measure
. . .Every day, in every industrialized country of the
world, journalists and politicians give out a con-
scious and unconscious message. It is that better
economic performance means more happiness for a
nation. This idea is rarely questioned.. . . (Oswald
1997)

A prerequisite for examining alternative
approaches to measuring economic performance
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is an agreement on precisely what we intend to
measure. This objective is closely related to the
goals that societies and, hence, policy makers
want to pursue. However, there is little doubt
that economic policy makers need regular, timely,
and accurate indicators of economic performance
which, on the other hand, can relate to both coun-
tries (macroeconomic performance) and firms
(microeconomic performance).
E

Measuring Macroeconomic Performance

The performance of an economy is usually
assessed in terms of the achievement of economic
objectives. These objectives can be long run, such
as sustainable growth and development or short
term, such as the stabilization of the economy in
response to sudden and unpredictable economic
shocks.

In general, to know how well an economy is
performing, economists employ a wide range of
economic indicators. Economic indicators mea-
sure macroeconomic variables that directly or
indirectly enable economists to judge whether
economic performance improves or deteriorates.
Tracking these indicators is especially valuable to
policy makers, both in terms of assessing whether
to intervene and whether the intervention has
worked or not.

Traditionally, the key measures of macroeco-
nomic performance include:

1. Levels of real national income, spending,
and output, three key variables that indicate
whether an economy is growing or in reces-
sion. Like many other indicators, they are usu-
ally measured in per capita (per head) terms.

2. Economic growth, real gross domestic prod-
uct (GDP) growth, GDP per capita.

3. GDP per hours worked as a measure of eco-
nomic productivity, labor productivity.

4. Price levels and inflation.
5. Employment rate for the 15–64 age group and

patterns of employment.
6. Unemployment levels and types.
7. Current account – satisfactory current

account (e.g., low deficit).
8. Balance of payments.
9. Final consumption expenditure per capita,

including government consumption.
10. Income inequality.
11. Investment levels and the relationship

between capital investment and national
output.

12. Levels of savings and savings ratios.
13. Competitiveness of exports.
14. Trade deficits and surpluses with specific

countries or the rest of the world.
15. Debt levels with other countries.
16. The proportion of debt to national income.
17. The terms of trade of a country.
18. The purchasing power of a country’s

currency.
19. Wider measures of human development,

including literacy rates and health-care provi-
sion. Such measures are included in the
Human Development Index (HDI).

20. Measures of human poverty, including the
Human Poverty Index (HPI).

Gross Domestic Product (GDP)
GDP is one of the most important indicators
of economic performance. Since there are
international standards for its calculation, it is
also widely used across the world for international
comparisons.

As GDP is a measure of a country’s overall
production for any given year, it is a reliable,
albeit still imperfect, gauge of a country’s eco-
nomic performance. This is the justification for
the great attention which both the general public
and policy makers pay in all advanced economies
to the regularly published GDP figures.

GDP, however, has several limitations.
Firstly, GDP doesn’t take into account income

distribution, since it could primarily benefit the
top income strata of the population.

Secondly, it is characterized by well-known
deficiencies related to the measurement of eco-
nomic activities. Indeed, various nonmarket out-
puts, such as household activities and services
provided free of charge, are systematically over-
looked. The underground economy is difficult to
capture, particularly certain criminal activities,
although several attempts have been made to
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harmonize the coverage of the underground econ-
omy at EU level in order to obtain comparable
GDPmeasures. Some elements of GDP are fragile
estimates, particularly those of the volume of pub-
licly provided services and of the quality incorpo-
rated into products. Finally, some expenditures
are unequivocally counted as positive contribu-
tors to economic performance, while the negative
externalities associated with them – such as envi-
ronmental damage – are neglected. As a result,
GDP understates output.

Finally, even if GDP is a measure of market
production, it has often been treated as if it were a
measure of economic well-being. The measure-
ment of GDP, however, does not address all
aspects which are relevant for the material well-
being of an economy; thus, it is not always a
reliable guide to living standards. While the
general public and many policymakers regard
GDP as a measure of material well-being, this
interpretation ignores the fact that production
is not the ultimate goal of a society. In this
context, production-based measures need to be
complemented by a broader set of indicators if
the aim is to assess well-being. These additional
indicators would include social investment like
infrastructure, education, access to health care,
housing, as well as quality of life like material
wealth, mental state, stress, perception of crime,
environment, etc. Conflating GDP and well-being
can lead to misleading indications about how
well-off people are and entail the wrong policy
decisions.

Making GDP a Better Measure of Economic
Performance
Economic policy makers unquestionably need an
economic performance indicator for short-term
decision-making. Macroeconomic policy fre-
quently operates with a time horizon of 1–2
years and, from this perspective GDP, as an
indicator of current value added, is arguably the
most informative gauge of economic perfor-
mance. However, even in this area of economic
policy, it is necessary to go “beyond GDP” by
analyzing data on unemployment, inflation,
short-term business activity, and consumer or
business sentiment.
Although the usefulness of GDP is limited
from a medium-term perspective, it still remains
a viable indicator of medium-term performance.
Thus, in conceptual terms, GDP remains the cor-
nerstone of economic performance assessments.
Nevertheless, it should be improved in various
directions.

The most important starting points for
improvements are (i) improving the measurement
of service output in general and of government
services in particular and (ii) making progress in
measuring quality improvements.

Employment Rate
Unemployment rate is another important indicator
of economic performance. However, it is heavily
influenced by country-specific legislation and
programs to combat joblessness. Moreover,
whenever unemployment is too high and long-
lasting, workers might quit the labor market, mak-
ing intercountry comparisons particularly
unreliable.

A more direct indicator could be the probabil-
ity of being employed at working age. The
employment rate in the population aged 15–64
years is often used. This basic indicator has
already gained widespread acceptance in labor
economics and statistics.

While such an indicator admittedly does not
tell us anything about job quality or whether jobs
match people’s expectations, it nevertheless
means a lot when looking for a job or being
exhausted by long periods of job search. It is
also a sustainability indicator as it is an important
parameter for the long-term future of retirement
plans and public finances.

All Statistics Are Limited
It is important to note that all statistics have some
limitation.

Real GDP will always be useful for showing
the stage in the economic cycle. It is of some use
in indicating living standards. But, it is far from
the ultimate guide. Even employment rates can be
partially misleading. For example, is the employ-
ment temporary or permanent? Employment fig-
ures have been better than expected, but there has
been a rapid rise in labor market insecurity as well.
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Therefore, there is always a need to look at
several statistics at the same time, and, overall, it
is important for economists to look beyond the
headline statistics to give a better overall picture
of economic welfare.
E

Measuring Microeconomic Performance

Microeconomic performance signals a firm’s suc-
cess in areas related to its assets, liabilities, and
overall market strengths. To know howwell a firm
is performing, economists employ some eco-
nomic indicators that directly or indirectly enable
economists to judge whether economic perfor-
mance has improved or deteriorated. These indi-
cators usually include:

1. Efficiency and productivity
2. Long-term growth

Efficiency indicates that production proceeds
at the lowest possible per-unit cost. Productivity is
an average measure of the efficiency of produc-
tion. It can be expressed as the ratio of output to
inputs used in the production process, i.e., output
per unit of input.

Note that productivity growth, in particular, is
seen as the key economic indicator of innovation
and it is a crucial factor in production performance
of both firms and nations. Increasing national pro-
ductivity can raise living standards because more
real income improves people’s ability to purchase
goods and services, enjoy leisure, improve housing
and education, and contribute to social and envi-
ronmental programs. Productivity growth also
helps businesses to be more profitable.

Firms’ performance, particularly measured by
efficiency and productivity, is a long-standing
topic in economic studies (Coelli et al. 2004;
OECD 2001).

Research developments in this direction are
mostly related to methodological advancement.
The empirical literature on firm efficiency has
been dominated by a nonparametric approach –
the data envelopment analysis (DEA) (Charnes
et al. 1994; Seiford 1996). The main advantages
of DEA compared to the standard econometric
technique are that: (1) it does not require any
form of functional specification; (2) it is able to
handle multiple inputs and outputs readily in any
(in)efficiency theoretical paradigm. Based on the
input and output data from DEA, a Malmquist
Index can be constructed to measure productivity
change. The criticism of the DEA method is
related to its potential statistical shortcomings.
A further development of this method is to use
the bootstrap approach to obtain statistical
properties.

Another well-developed method is the stochas-
tic frontier approach (a parametric approach)
(Aigner et al. 1977). Its principal advantage lies
in the decomposition of deviations from the effi-
ciency levels between noise (stochastic error) and
pure efficiency; however, it faces the challenge of
determining the appropriate functional forms.
Recently, a semi-parametric method which com-
bines nonparametric and parametric approaches
has been applied (Bernini et al. 2004).

In addition to efficiency and productivity,
firms’ long-term growth – that is, sales, turnover,
or profit growth – is also used to measure firm
performance. Based on the production function
(i.e., input–output), significant input factors are
identified to explain the growth. This line of
research departs from the SCP paradigm but
does not seek explanations of firm growth from
market structure or conduct.
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Definition

Economics imperialism is a type of an interdisci-
plinary relation between the scientific discipline
of economics and other disciplines of the social
sciences. The disciplines that are often claimed to
be “imperialized” by economics are sociology
(see Granovetter and Swedberg 2001; Swedberg
1990), political science (see Hodgson 1994;
Sigelman and Goldfarb 2012; Kuorikoski and
Lehtinen 2010), anthropology (see Marchionatti
and Cedrini 2016), geography (see Mäki and
Marchionni 2010), and law (see Medema 2018;
Davies 2010; Fink 2003). Hence, the law and
economics movement is seen by some as one of
the manifestations of the imperialism of econom-
ics in the social sciences (in this case – in legal
scholarship). Below, I review the general debate
on economics imperialism, and then I discuss the
attempts to analyze law and economics as a case
of economics imperialism.
Introduction

Recently, in the philosophy of science literature
there is a discussion on scientific imperialism, of
which economics imperialism is just an instance.
This debate has revolved around the question of the
permissibility of the application of scientific theo-
ries and methods outside the discipline in which
they were initially introduced. Philosophers of sci-
ence have attempted to clarify what it means for a
theory or a discipline to be applied outside its own
field or domain, and whether such an application
can be understood as imperialistic (Dupré 1994,
2001; Mäki 2013; Clarke and Walsh 2009; Kidd
2013; Clarke and Walsh 2013; contributions to the
volume edited by Mäki et al. 2018). It is debated
whether scientific imperialism is a neutral or
normatively loaded term, how to establish criteria
for assessment of imperialistic practices in science,
how to categorize different instances of scientific
imperialism, as well as whether the political meta-
phor of imperialism is useful at all in order to
account for relationships between scientific disci-
plines. Mäki et al. (2018) argue that scientific impe-
rialism challenges two central tenets of current
scientific practice, as it calls into question two
widely spread ideas: (1) that the broader the scope
of a scientific theory, the better; (2) that interdisci-
plinary exchanges bring indisputable benefits (p. 1).

The term “economics imperialism” has been
used in the pejorative sense by the critics of the
idea of applying economics outside its domain
(Fine and Milonakis 2009; Davis 2015; Hodgson
1994; Nik-Khah and Van Horn 2012) and in the
approbatory sense by some economists (most
notably by Becker 1971; Hirshleifer 1985;
Stigler 1984; Lazear 2000; Radnitzky and
Bernholz 1987; Tullock 1972) who have advo-
cated the idea of expanding economic theories
and methods to the topics studied by the less
advanced, in their opinion, social sciences. “Eco-
nomics imperialists” have argued that such an
expansion is justified by economics’ “growing
abstractness” and “generality” that economics
achieves thanks to “the machine of maximizing
behavior” (Stigler 1984); by the universal appli-
cability of economics’ analytical categories
(Hirshleifer 1985); and by economics’ intellec-
tual rigor (Lazear 2000; Posner 1989). Moreover,
Mäki (2009) emphasizes that the expansion of
economics has been often justified in terms of the
ideal of unification – economics is supposed to
provide, in the opinion of “imperialists,” a unifying
theory for the social sciences. Fine and Milonakis
(2009) claim that the theoretical development in
economics that made the expansion of economics
possible was the marginalist revolution and its
basic concepts of equilibrium (see:▶ “Equilibrium
Theory”), rationality (see: ▶ “Rationality”), scar-
city – “universal in content and application” (p. 8).
Criticism of Economics Imperialism

However, critics of economics imperialism, apart
from questioning the alleged advancement of

https://doi.org/10.1007/978-1-4614-7753-2_35
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economics as a social science, often point out the
importance of non-epistemic arguments and non-
academic standing of economics for the successes
of its imperialistic scientific practices. For
instance, Nik-Khah and Van Horn (2012) claim
that economics imperialists of the Chicago School
wanted in the first place to influence policy
approach by proposing their view on what consti-
tutes the economic analysis of state policy.
“Stigler’s program to study ‘governmental con-
trol’ constituted a new and distinct approach,
rather than mere application of a core Chicago
approach to a new domain” (p. 217). Amadae
(2018) stresses the importance of politically moti-
vated expansion of the rational choice theory – its
attractiveness for nuclear deterrence made it pres-
tigious in nonacademic contexts and in this way
has strengthened its standing within academia as
well. In this context the affinities of the Chicago
School analysis with neoliberalism are often
emphasized. Nik-Khah and Van Horn (2012)
claim that economics imperialism cannot be really
understood if one does not take into account the
Chicago School economists’ involvement into
the revival of the liberal project, known as
neoliberalism – redefinition of the social and the
political sphere through the concepts of neoclassi-
cal economics – and its impact on the real-world
policy design. Therefore, partly in response to this
“performative” aims of the Chicago School (Davis
2015), or “pedagogical” effects of the rational
choice theory (Amadae 2018), some critics of eco-
nomics imperialism have argued that the concep-
tualization of social relationships through the
categories of neoclassical economics, or of rational
choice, is inherently inadequate (Fine and
Milonakis 2009) and can lead to ethically objec-
tionable large-scale sociocultural consequences
(Marino 2018) by influencing agents’ self-
understanding (Clarke and Walsh 2009).
Is All Economics Imperialistic?

It should be noticed, however, that upon inspec-
tion we find out that economics imperialism, as
each instance of scientific imperialism, is in fact a
relationship between smaller epistemic units than
scientific disciplines (Davis 2015; Małecka and
Lepenies 2018; Chassonnery-Zaïgouche 2018).
The analysis of cases of economics imperialism
makes it clear that it is never the case that the
whole discipline of economics is “imperializing,”
e.g., the whole sociology. Thus, as Davis (2012)
argues, “economics is not all economics” (p. 210).
It is usually a particular research program that
develops within the discipline of economics and
which is being transferred outside, as well as
within, economics’ institutional borders.

In contemporary discussions, it is often
claimed that only neoclassical economics, and
more specifically the Chicago School and its
price theory, are extended to other domains and
scientific fields (Davis 2015; Nik-Khah and Van
Horn 2012). However, Amadae (2018) argues that
it is in fact not the neoclassical economics with its
formalization of diminishing marginal utility,
what constitutes economics imperialism, but
rather the game theory with its view on agency
as strategic competition between actors who sat-
isfy their preferences. Guilhot and Marciano
(2018) complicate the picture by showing that
what is now called the economics imperialism in
political science was the application of the rational
choice theory to the questions of the political
decision-making: it was possible rather due to
the rising importance of the decision theory across
the social and behavioral sciences after the Sec-
ond World War. Furthermore, few researchers
emphasize that some of the economic approaches,
or research programs that we consider imperialis-
tic today, were in fact quite marginal within eco-
nomics, back in the days. Becker’s (see
▶ “Becker, Gary S.”) application of rational
choice and price theory to the analysis of social
phenomena is one of the examples (Chassonnery-
Zaïgouche 2018; Vromen 2009). Chassonnery-
Zaïgouche (2018) analyzes economic studies
of discrimination and claims that Becker
influenced, imperialized, with his work mainly
the discipline of economics and has had, in fact,
marginal impact on other social sciences studying
discrimination.

Despite the seemingly intuitive appeal of the
term “economics imperialism,” it is not clear what
does it mean that one research program is
imperializing another, or other. Economics impe-
rialism has been defined, for instance, as

https://doi.org/10.1007/978-1-4614-7753-2_97
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“colonisation of the subject matter of other social
sciences by economics” (Fine and Milonakis
2009), as “a form of economics expansionism
where the new types of explanandum phenomena
are located in territories that are occupied by dis-
ciplines other than economics” (Mäki 2009), or as
“the attempt to extend the core ideas of neoclas-
sical economics to cover social science as a
whole” (Hodgson 1994). Most of the definitions
account for the metaphorical use of the notion of
imperialism as we know it in political context.
There is a discussion, however, to what extent
the metaphor of imperialism should be taken seri-
ously when talking about scientific practices. The
notion of imperialism is normatively loaded and
most scholars believe that one cannot ignore this
normative dimension in the case of economics
imperialism (Mäki 2013, who defines scientific,
and economics, imperialism neutrally, is an
exception here). Małecka and Lepenies (2018)
provide the definition of scientific imperialism,
that applies to economics imperialism, in which
they account for the widely shared believe that
there is something normatively problematic about
economics imperialism. They stress the impor-
tance of epistemic and non-epistemic factors for
being able to define and identify economics impe-
rialism. Scientific imperialism is an activity that is
related both to a certain view on the progressive
character of a novel application of an existing
research approach (the epistemic aspect) and to a
power to favor this approach at the expense of
other approaches in terms of academic and non-
academic prestige, or/and resources (the institu-
tional aspect).
Law and Economics as an Instance of
Economics Imperialism

Law and economics is often seen as a result of the
expansion of the Chicago School approach to law
(Mercuro and Medema 2006; Medema 2015,
2018). Sometimes it is understood, more broadly,
as an application of orthodox, or neoclassical eco-
nomics (Jackson 1984; Davies 2010), or of game
theory (Pearson 1997) to law. Mercuro and
Medema (2006) even argue that law and economics
“has been the most successful of economists’ impe-
rialistic forays into other disciplines” (p. 100).

The application of the price theory to the anal-
ysis of law is grounded on the premise that indi-
viduals are rational maximizers of their utility, that
they respond to price incentives also in non-
economic settings and that law can be treated as
an incentive. Medema (2015) stresses the impor-
tance of Gary Becker’s (see ▶ “Becker, Gary S.”)
works that advanced the analysis of all social
phenomena with the tools of price theory (and
econometrics) for the development of economic
analysis of law. Medema (2015) differentiates this
“new” law and economics, inspired by the work of
Becker, as well as of Richard Posner (see
▶ “Posner, Richard”), from the “old” one, initi-
ated by Aaron Director (see▶ “Director, Aaron”),
whose aim was to simply analyze the impact of
legal rules on economic performance. According
to Medema only the “new” law and economics
has features of scientific (economics) imperialism
(compare also Epstein 1997 on periodization of
law and economics and Harnay and Marciano
(2009) on the difference between law and eco-
nomics and economic analysis on law).

Posner (1989) justifies the application of neo-
classical economics to law by the rigor that this
type of economic analysis allegedly offers, as well
as by the possibility of funding the truly “scien-
tific” analysis of law in this way. Cooter (1981)
points out that the reason for the economics impe-
rialism in law is the “discovery” by economists a
niche in legal scholarship – a lack of quantitative
reasoning. Cooter (1995) also emphasizes the
importance of an attempt for unification for apply-
ing economics to law.

The historical case study made by Medema
(2018) on the ad hoc Joint Committee of the Amer-
ican Economic Association and the Association of
American Law Schools established in 1966 to
explore the prospects for interactions between law-
yers and economists challenges the commonly
spread narrative about neoclassical economists
conquering a new field. The study demonstrates
that lawyers played a crucial role at the early
stage of bringing economics to their studies and
in replacing “the traditional methods of legal anal-
ysis” (Medema 2018, p. 110). However, later on
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the application of neoclassical economics to law
had been opposed by some lawyers as being too
abstract an analysis, untested, irrelevant to the
courtroom (Cooter 1981). Law and economics as
a scientific project of explaining legal phenomena
has been also scrutinized and criticized. For
instance, Jackson (1984) criticized law and eco-
nomics’ scientism and its technocratic attitude
that made it so dominant in the legal scholarship.
For other critics law and economics is mainly a
manifestation of “the neo-liberal project of apply-
ing neo-classical economics to state sovereignty”
(Davies 2010, p. 64) that has been advanced by
non-epistemic arguments and normative views on
policy as complying with the goals of economic
efficiency (Davies 2010; Fink 2003).
Cross-References
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Definition

Ecosystem services are services provided by
the ecosystems and contributing to human well-
being. These services play a crucial role in
signaling the reliance of societies with regards to
ecological systems and functions, as well as
biodiversity. Disservices stand for the opposite
of ecosystem services.
Introduction

Ecosystem services correspond to a modern way to
figure out the role of the environment for human
society, in particular in economics through the val-
uation of ecosystem goods and services (Gómez-
Baggethun et al. 2010; Braat 2016). These services
have been promoted by increasing and complemen-
tary contributions both by policymakers and aca-
demic researchers towards their agenda to promote
sustainable development, especially regarding the
environmental issues at stake.

Over the past decades, landmark international
initiatives to assess their social value range from
the Millenium Ecosystem Assessment (MEA)
(2005) and The Economics of Ecosystems and
Biodiversity (TEEB) (2010) to the Intergovern-
mental Science-Policy Platform on Biodiversity
and Ecosystem Services (IPBES) (Pascual et al.
2017). In addition, international initiatives to set a
policy agenda include among others initiatives by
countries or group of countries (e.g., the USWhite
House to include ES in Federal Policy (October 7,
2015) or the future EU Biodiversity strategy
2020), or initiatives by international bodies (e.g.,
the UN-REDD program to design and support
Reducing Emissions from Deforestation and For-
est Degradation + (REDD+) actions to cope with
deforestation).

In terms of the history of economic thought,
Mooney and Ehrlich (1997) date the modern his-
tory of the benefits got by human people from the
ecosystems from the publication of Georges Per-
kins Marsh’s book entitled Man and Nature in
1864. The concept of ecosystem service appeared
effectively in the late 1970s (Ehrlich and Ehrlich
1981; Ehrlich and Mooney 1983), and the word
service has been since used to reveal the
benefits from ecological systems and functions
in a utilitarianism framework, in order to highlight
their social significance. According to Gómez-
Baggethun et al. (2010), the role of Nature and
then ecosystem services for human society
depends on the considered economic perspective.
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Firstly, Nature’s benefits switch from solely use
values in classical economics to exchange values
in neoclassical economics. Secondly and more
recently, in the environmental and resource eco-
nomics literature, Nature’s benefits are monetiz-
able and exchangeable services, while in the
ecological economics literature, there are contro-
versies on monetization and commodification of
Nature’s benefits. More precisely, the latter dis-
tinction depends on the status granted to the nat-
ural capital and the extent of the literature at stake,
from the inclusion of market failures to social
ecological economics.
Ecosystem Service Classification and
Valuation

Many ecosystem service classifications have
emerged over the past three decades with regards
to the contribution of different types of
ECOSYSTEM SERVICES
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Ecosystem Services, Fig. 1 Relationships between ecosyst
ecosystems to human well-being (MEA 2005;
TEEB 2010). Following the revision of the Sys-
tem of Environmental-Economic Accounting
(SEEA) under the umbrella of the United-Nations
(UN), the Common International Classification of
Ecosystem Services (CICES) was then developed
to provide a hierarchically consistent and science-
based classification (hosted by the European
Environment Agency (EEA)).

Classifications of ecosystem services tradition-
ally start from so-called supporting services that
literally support other services mainly divided in
provisioning services, regulating services and even
maintenance services, and information services.
Those services then contribute to well-being in
providing security, basic material for good life,
health, and social relations, and to a larger extent
have public good characteristics. Figure 1 sums up
these relationships in showing how ecosystem
services and human well-being are linked from
MEA (2005). We may underline that the status of
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biodiversity remains debated among scholars as
this can either be a support service through habitats
for species or a single service as a whole. More-
over, relatively new contributions in the literature
stress that multiple services are generated at the
same time and consequently that this is suitable to
use rather the concept of bundle of ecosystem
services (Raudsepp-Hearne et al. 2010; de Groot
et al. 2012).

Once classified and described with regards to an
according typology, ecosystem services have to be
valued to assess their contribution to society. Sem-
inal papers in the literature range frommethodolog-
ical papers (de Groot et al. 2002) to effective value
assessment even towards global values (Costanza
et al. 1997, 2014; de Groot et al. 2012). Values are
traditionally separated into ecological value, socio-
cultural value, and economic value (de Groot et al.
SUPPLY SIDE
Ecosystem capacity to deliver ecosystem

services

Ecosystems and biodiversity

Biophysical
structures
and Process
(e.g.,
Vegetation
cover or Net
Primary
Productivity)

Function
(e.g., slow

water
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Why ecosystem service supply varies across
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–  Climate variables
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–  Etc.

Ecosystem Services, Fig. 2 Spatial dimension of ecosystem
(from Tardieu et al. (2013))
2002). The economic value is then linked to use and
non-use values and is measured in using economic
valuation techniques either through direct market or
indirect market/nonmarket valuation – avoided
cost, replacement cost, travel cost, hedonic pricing,
contingent valuation, and more recently choice
experiment valuation – to derive willingness to
pay (WTP) or willingness to accept (WTA) for the
availability of these services.

Recent contributions highlight also the spatial
dimension of ecosystem services and how this
impacts their value (de Groot et al. 2012; Tardieu
et al. 2015), either at the local scale or at the global
scale through land use scenarios (Gascoigne et al.
2011). Consequently, the number, the location,
and the characteristics of the beneficiaries may
generate distance decays (Bateman et al. 2006;
Tardieu et al. 2013). Figure 2 illustrates the spatial
DEMAND SIDE
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dimension of ecosystem services and therefore the
overall relationship between supply, demand, and
values (Tardieu et al. 2013) adapted from Haines-
Young and Potschin (2010).
E

Environmental Law, Rules, and
Incentives

Following the assessment of the significance of
ecosystem services and their contribution to social
welfare, the step forward consists in their inclu-
sion in decision-making (Daily et al. 2009). Until
the early 2000s, ecosystem services were indeed
poorly included in cost-benefit analyses. The goal
is then to integrate ecosystem services in land-
scape planning (de Groot et al. 2010) and more
precisely strategic environmental planning and
assessment (Kumar et al. 2013; Tardieu et al.
2015), to ensure the protection of the ecosystems.
To this aim, environmental law can play a crucial
role in allowing economic information to be used
in decision-making.

According to Salzman (1998), environmental
law can help for a better understanding of ecosys-
tem services provision and then to assess their
value by the creation of information markets.
Indeed, the contribution of the economic analysis
can take place only through a legal framework of
rules and incentives. For example, the clean water
acts regulation, the Code of Federal Regulations
or the National Oceanic and Atmospheric Admin-
istration (NOAA) in the USA have created over
the years information markets to gather data, to
provide environmental impact statements, and to
allow damages valuation on wetlands (Salzman
et al. 2001). Moreover, the European Commission
is currently preparing a Directive on the No Net
Loss (NNL) of biodiversity and ecosystem ser-
vices that can help to reach this aim (Wende
et al. 2018).

Regarding the rules and incentives in envi-
ronmental law, one could consider the follow-
ing principles according to Salzman’s “Five
P’s” (2005, 2013). These principles are respec-
tively prescription, (financial) penalty, persua-
sion, property (rights), and payment. To sum
up, prescription refers to the legal framework
ranging from the command-and-control regula-
tion to the expressive function of law with
regards to social norms. Financial penalties
alter behaviors through financial signals (e.g.,
a tax mechanism). Persuasion refers to informa-
tion instruments towards stakeholders regarding
suitable management practices and behaviors.
Property rights embody the allocation of private
rights or (transferable) use rights. Finally,
payment often refers to positive monetary
incentives (e.g., a subsidy mechanism). These
principles are complementary and are applied
differently according to the ecosystems and the
services at stake.

Considering the property rights and the pay-
ment principles, this contributes to the creation of
market-based instruments to protect ecosystem
services (Salzman 2005; Miteva et al. 2012) and
to a larger extent to the implementation of pay-
ments for ecosystem services (PES) (Alix-Garcia
and Wolff 2014). PES reward the landholders
either to enhance their activities in favoring the
provision of ecosystem services or to cover their
opportunity costs in giving up their activities if
these are harmful for the ecosystem services in
question. PES are increasingly used in the forestry
sector regarding water purification and supply
or carbon storage for example (Delacote et al.
2016). Note that there is currently an increasing
literature to assess the successes and failures of
PES systems.

Last, brand new mechanisms to protect eco-
system services are biodiversity offsets that
take place under legal constraints. Biodiversity
offsets are activities that provide measurable
and additional ecological gains that are equiva-
lent to the ecological losses in an impacted
area. Biodiversity offsets operate even as a
market of “mitigation credits” under the control
of regulators if we take the example of wetland
mitigation banking in the USA (Vaissière and
Levrel 2015). In this case, exchanges between
gains and losses are implemented to achieve no
net loss of wetland and services protection,
under the supervision of the United States
Army Corps of Engineers (USACE) and the
United States Environmental Protection Agency
(USEPA).
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“An effective judiciary is predictable, resolves cases in
a reasonable time frame, and is accessible to the public.”

Marina Dakolias 1999 Court Performance around the
World: A Comparative Perspective
Definitions of Efficiency in Economics
and in Law

The economic analysis of law relies upon micro-
economic principles. Efficiency, a significant con-
cept within microeconomic theory, is one of the
key concepts in the economic analysis of law.
There are different types of efficiency in economic
literature. These types are defined as follows.

Productive Efficiency: The very first answer
to the question “what is efficiency?” may be the
ratio of the work done or output obtained by
a certain amount of input. This is a state of max-
imum output using a certain source and technol-
ogy during production. In other words, we can
accomplish maximum output with the available
source and technology we have. If the production
with the sources and technology at hand is lower
than maximum output, the state of inefficiency
comes into picture (Arnold 2011).

Pareto Efficiency: Created by nineteenth cen-
tury economist and sociologist Vilfredo Pareto
(1848–1923), this term is a beneficial criterion in
comparing the output from different economic
institutions. If resources can be allocated evenly
in which it is impossible to make any one individ-
ual better off without making at least one individ-
ual worse off, a Pareto improvement can be
obtained. If allocation leads the way to Pareto
improvement, this situation is called Pareto inef-
ficient. In this situation, economy cannot have all
that it could obtain from its resources. If we can-
not find a way to make any one individual better
off without making at least one individual worse
off, this situation is called Pareto efficient. In this
situation, economy can have all it could obtain
from its resources (Varian 2010; Besanko and
Braeutigam 2011).

Kaldor-Hicks Efficiency: The application of
Pareto efficiency concept to justice leads to a real
problem. Firstly, there is one winner and one loser
in justice, which originates from the compulsory
characteristic of justice (Dimock 2005). Secondly,
Pareto efficiency is also applicable to free market
rules. Justice services, necessary for the imple-
mentation of law, are public commodities. There-
fore, Pareto efficiency needs transformation
before being used in the economic analysis of law.

Kaldor and Hicks transformed Pareto effi-
ciency so that it can be added to the area of law
which has a compulsory characteristic. Kaldor-
Hicks efficiency criterion can be defined as: “a
change is an improvement by Kaldor-Hicks crite-
rion if the gainer value their gains more highly
than the losers their losses” (Mathis 2009). This is
basically a cost-benefit analysis. In cost-benefit
analysis, when benefit exceeds cost, the project
is commenced so it implies that winners may
regulate losers (Cooter and Ulen 2011).
Justice System Efficiency

According to Posner, justice system has two
expenditures, which are fault expenditure and
direct expenditure. Fault expenditure is the failure
of justice system in the distribution and other
social functions. Direct expenditure is the cost of
time, stationery, phone, and office work spent by
judges, lawyers, and others. Posner states that
fault expenditures are as real as direct ones and
the economic aim should be to lower these two
expenditures. The aim of justice system should be
to lower both fault and direct expenditures
(Posner 1973).

European Commission for the Efficiency of
Justice defines justice system as a system com-
posed of input, production, and output. These
inputs, productions, and outputs within this sys-
tem are summarized in Table 1 (Albers 2003). The
demand side of justice system involves the



Efficiency, Table 1 Input, production, and output of jus-
tice system according to CEPEJ

Input Production Output

Number of
courts

Average time of
criminal cases

Number of
resolved criminal
casesCourt budget

Information
budget of
courts

Average time of
commercial
cases

Number of
resolved
commercial cases

Numbers of
professional
judges

Numbers of
members of
the jury

Average time of
divorce cases

Number of
resolved divorce
cases

Numbers of
deputy judges

Numbers of
justice staff

Average time of
social security
cases

Number of
resolved social
security casesNumbers of

other staff

Average judge
salary

Average time of
immigrant cases

Number of
resolved
immigrant casesAverage

justice staff
salary

Number of
criminal cases

Average time of
fiscal cases

Number of
resolved fiscal
casesNumber of

commercial
cases

Number of
divorce cases

Average time of
labor cases

Number of
resolved labor
casesNumber of

social security
cases

Number of
fiscal cases

Number of
labor cases

Source: Albers 2003

Efficiency,
Table 2 International
institutions working on the
efficiency of justice system

Name of institution

OECD

World Bank

European Commission

The European Commission fo
the Efficiency of Justice
(CEPEJ)

National Center for State
Courts

International Consortium for
Court Excellence

674 Efficiency
processing of incentives and constraints in law-
yers’ and parties’ behavior (Rosales-Lopez 2008).
The supply side of justice system involves factors
such as the budget; number of judges, prosecu-
tors, and assistant staff and their working time;
and technology (Buscaglia and Ulen 1997).

The demand side of justice system and fault
expenditure is mostly related to Kaldor-Hicks
efficiency concept, while the supply side of justice
system and direct expenditures is mostly related to
the concept of productive efficiency.
Common Efficiency Indicators

Economic analyses have also begun to be used in
the economic analysis of law. Quantitative mea-
surements such as numbers of incoming cases,
disrupted cases, and resolved cases and numbers
of crime and accident have also gained impor-
tance in these analyses (Posner 2006). Due to
different judicial systems in different countries,
there are some differences among indicators.
Despite these differences, common indicators
about the efficiency, quality, and performance of
justice services in international level have been
used as reference point in many studies (Dakolias
1999). Developed for the measurement of justice
system efficiency, these indicators benefit in
objectifying the concept of justice. By this way,
the concept of justice becomes appropriate for
economic and econometric analyses.

Themost commonly used one of these indicators
is clearance rate. International institutions make use
of other indicators to analyze the efficiency of jus-
tice services. Table 2 provides the websites of
Web page

http://www.oecd.org

http://www.worldbank.org/

http://ec.europa.eu/justice/

r http://www.coe.int/t/dghl/cooperation/cepej/default_
en.asp

http://www.ncscinternational.org/

http://www.courtexcellence.com/

http://www.oecd.org
http://www.worldbank.org/
http://ec.europa.eu/justice/
http://www.coe.int/t/dghl/cooperation/cepej/default_en.asp
http://www.coe.int/t/dghl/cooperation/cepej/default_en.asp
http://www.ncscinternational.org/
http://www.courtexcellence.com/
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international institutions for more indicators and
analysis of these indicators on country basis.

Clearance rate is calculated by dividing the
number of crimes that are “cleared” (a charge
being laid) by the total number of crimes recorded.
It may also be defined as the response of justice
system to the clearance rate and demand in justice
system – applications to the justice system. If
clearance rate is more than 100%, courts begin
to deal with the cases remained from the previous
year. If clearance rate is less than 100%, there will
be cases unresolved (Dakolias 1999). Clearance
rate is measured as follows (CEPEJ 2012 ):
Clearance rate ¼ Resolved cases in a period

Incoming cases in a period

� 100
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Abstract
Efficiency is an important concept in the field
of law and economics. The precise meaning of
the term efficiency is not unequivocal and
depends on the context in which it is used. In
practice, efficiency often relates to economic
efficiency. However, such forms as social
and political efficiency can also be very impor-
tant for the continuity of a society or an
organization.

Efficiency types in organizations and society:
Different kinds of measures which all indicate the
optimal use of specific material or immaterial
scarce resources in organizations and society.
Introduction

Efficiency is a well-known word in everyday lan-
guage. It is also a core concept in the law and
economics literature, a field which deals with the
economic effects of legal rules and constraints and
the way in which these rules and constraints can
contribute to “efficiency.” To put it in more gen-
eral terms, it could be claimed that the traditional
emphasis of the law and economics literature has
been on finding efficient legal rules and structures,
i.e., instruments which promote economic effi-
ciency. This objective implies finding an optimal
allocation of the resources available and realizing
a maximum quantity of outputs via these means.
Laws and rules can play a role here (Coase 1960;
Calabresi 1961). In principle people are supposed
to act rational in the law and economics literature,
which implies that based on their economic ratio-
nality, they strive for economic efficiency. In later
additions to the law and economics literature,
however, efficiency is used in broader terms,
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referring to more aspects than only economic
efficiency.

The specific focus on “efficiency” might sug-
gest that the precise meaning of the concept is
always clear. However, in economics different
types of efficiency can be distinguished. And in
later elaborations of the law and the economics
literature, even more types have been added, such
as social efficiency and political efficiency, each
with their own specific definitions. All of these
definitions may refer to “maximizing” something,
i.e., an output, by using a minimum amount of
“inputs.”What has to be maximized, and what the
inputs and outputs are, varies and relates to the
specific angle and subject area chosen. This opti-
mization could relate, for example, to economic
welfare, but also to public benefit (which can
include immaterial and nonmonetary elements).
Furthermore, in the later additions to the law
and economics literature, human behavior has
received increasing attention (see, e.g., Jolls
et al. 1998; Korobkin and Ulen 2000). This has
been done, for example, via concepts such as
bounded rationality (people may want to choose
the best alternative available to them, but they can
only acquire full knowledge of a limited number
of alternatives) and bounded self-interest
(although people may be focussed on their own
interests and utility, this does not necessarily
imply that they maximize utility without caring
about others). Despite these refinements, how-
ever, in practice the ultimate focus of much of
the law and economics literature still seems to be
on the realization of optimal economic efficiency.

Below, first, the basic concepts of inputs and
outputs will be introduced, followed by
a discussion of the more traditional economic
efficiency concept and the elements in which it
can be subdivided. Next, some other types of
efficiency will be discussed briefly and a conclu-
sion will be presented.
Inputs and Outputs

Some of the concepts mentioned above require
some further explanation, because they are the
basic components in the analysis of efficiency.
The various forms of efficiency all deal with
inputs and outputs. In a production process, exam-
ples of the inputs required to produce a certain
output, i.e., a good or a service, are direct and
indirect labor hours, capital, materials, machine
hours, ICT, housing, knowledge, and transport.
These inputs can also be called resources.
Together, the inputs are the costs made in the
production of the outputs. The outputs are the
“products” produced, for example, the goods and
services, which are the result of a production pro-
cess in an organization. So the production process
transforms the inputs into outputs (which may
lead to certain effects, i.e., outcomes considered
desirable by an individual or society, resulting,
e.g., in utility maximization). In order to be
able to measure and compare the different inputs,
they generally have to be expressed in monetary
values.
Economic Efficiency and Its Dimensions

The term efficiency as commonly used generally
refers to the ratio between the inputs employed
and the outputs realized. More precisely, it refers
to the maximization of output produced by a unit
of input. If more output can be produced per unit
of input, the efficiency increases. Linking outputs
to inputs in this way could also be called measur-
ing the productivity. Depending on how much
output is produced by a unit of input, the common
term “efficiency” can also indicate organizations
as being less or more efficient. Therefore, the
general criterion based on which different organi-
zations are compared is their “efficiency.” How-
ever, in the academic economic and law and
economics literature, many authors define “effi-
cient” in more specific and absolute terms.

When the term efficiency is used in the field of
law and economics, it generally refers to the
so-called economic efficiency, which can be sub-
divided into two types: productive or technical
efficiency and allocative efficiency. These catego-
ries together form the overall economic efficiency
(Coelli et al. 1998, pp. 3–5).

In an economic context, the first type –
productive or technical efficiency – is defined as
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follows: “efficiency is the difference between the
actual input/output ratio and the ideal ratio”
(Jackson 2011, p. 16), all other things – such as
the production technology and the quality of the
output – remaining equal. So the ideal ratio is
considered to be the result of the optimal possible
use of a certain quantity of input, and in that
situation the input yields the maximum quantity
of output attainable on the basis of this input (i.e.,
the “production frontier,” as it is labeled by econ-
omists, has been reached). In economics, this type
of efficiency is called productive or technical effi-
ciency (terms which can be considered as syno-
nyms). Productive (or technical) efficiency relates
to an organization’s production costs. It is
achieved when the organization’s outputs are pro-
duced at minimum average costs (i.e., only if this
point of minimum average costs is achieved can
one speak of an organization being “efficient”).

Although organizations and/or society can be
productively efficient, this does not automatically
imply that the products produced are valued by
the citizens/consumers. The other dimension of
economic efficiency, called the allocative effi-
ciency, therefore addresses the question whether
the “right products” are produced. If a company
would produce steam engines in a productively
efficient way whereas nobody needed these items,
a major problem could arise concerning using the
resources for this production process. Allocative
efficiency indicates whether the resources in soci-
ety are allocated in an optimal way, given
a particular behavioral assumption, for example,
utility maximization (but the behavioral assump-
tion could also be, e.g., profit maximization or
cost minimization). This means that allocative
efficiency concentrates on whether a society’s
resources (inputs) are allocated to those domains
of activity and output which bring the citizens/
consumers the maximum utility (where in this
context utility is supposed to be related to the
availability of economic goods). Expressed in
more technical economic terminology, allocative
efficiency refers to a situation where the price
which consumers are willing to pay for a product
(this price indicates the utility or value attached to
the product) is equal to the cost of the resources
used for realizing this product (i.e., the marginal
cost of the product). In an alternative definition
allocative efficiency indicates the situation in
society in which the available resources (inputs)
are used in such a way that it would not be possi-
ble to increase one person’s utility without
decreasing that of another. In economics, the latter
example is also called a Pareto-efficient or Pareto-
optimal allocation.

A concept related to the productive or technical
efficiency category is the so-called X-efficiency.
Being X-efficient means that an organization
employs its internal resources in an optimal man-
ner, i.e., in such a way that the average costs are
reduced to a minimum. However, if the competi-
tion in the market is imperfect, for example,
because of a monopoly, a situation of X-ineffi-
ciency may exist, also on a longer-term basis
(Leibenstein 1966). Here the organization is not
capable of achieving productive or technical effi-
ciency and produces its outputs at higher costs per
unit than technically considered necessary.

The above depicts the most frequently used
and most important dimensions of economic effi-
ciency. However, apart from the strictly economic
forms of rationality, there are also other variants
relevant in practice, which are not necessarily of
a higher or lower order. Next, an outline is given
of two of them.
Social Efficiency

Although social efficiency relates to an assess-
ment of the welfare in a society in a mainly eco-
nomic sense, it has more recently also been used
in connection with all kinds of noneconomic
topics (e.g., social, political, and cultural) which
can play a role in and influence the public benefits.
When used in this broader context, social effi-
ciency refers to the maximization of certain “out-
puts” in society (e.g., the contribution to an
objective such as sustainability or social justice)
via the inputs available (see, e.g., Lefeber and
Vietorisz 2007).

The more traditional use of the term social
efficiency, however, goes back to Coase (1960).
In that context social efficiency indicates the max-
imization of the social welfare, which means
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a maximization of the revenues obtained. This
maximization of revenues suggests an economic
focus. The revenues are considered to be maxi-
mized if the inputs and outputs are used in such
a way that the social cost of production is equal to
the social benefit (or, in more technical economic
terminology, if the social marginal benefit of the
consumption of the output is equal to the social
marginal cost). If expressed in this way, social
efficiency seems to be closely linked to allocative
efficiency. However, the concept of social effi-
ciency includes paying attention to the existence
of the so-called externalities (and markets which
are not perfectly competitive). When focussing on
welfare at the level of society, the effect of pro-
duction on different individuals or groups is con-
sidered with the aim to maximize the social
welfare, i.e., attaining social efficiency.

As social efficiency and “externalities” are
important in much of the law and the economics
literature, they are dealt with in some more detail.
External effects relate to the influence of the activ-
ity or action of an individual or organization on
other individuals or organizations. Such an influ-
ence could be, for example, the pollution caused
by the activities of a factory in the gardens of the
people living in the vicinity. This effect, an exter-
nality, should be taken into consideration when
social welfare has to be determined. In the case of
the factory, elements should be taken into account
like the negative effect of the production activities
on the living environment of the people in the
surrounding area and the value of their property.
In principle, the factory could negotiate about
a compensation for such negative effects with
each individual neighbor. However, if the factory
would have to negotiate with all its neighbors
individually, its “transaction costs” may rise to
an unacceptable level (in this case the transaction
costs could include, e.g., the costs involved in
searching for alternatives to avoid or compensate
the pollution, negotiations, and the monitoring of
the agreements made). Here certain legal rules
which prescribe how to act in the case of an
externality (and what kind of negative effects
has to be accepted by one or both of the parties)
could be helpful in reducing the cost of making
contractual arrangements (and in reducing
transaction costs) and approaching an optimal
economic result for society (Coase 1960;
Calabresi 1961).

Although social efficiency as developed on the
basis of the ideas of Coase and Calabresi mostly
refers to economic welfare, Coase (1960, p. 43)
suggested that the analysis “of different social
arrangements for the solution of economic prob-
lems should be carried out in broader terms than”
only the economic context (i.e., it should be
broader than only the “comparison of production
values as measured by the market”). If such
a broader interpretation of the concept of effi-
ciency is adopted, it seems to be very similar to
the abovementioned maximization of social
benefits.
Political Efficiency

In a political environment, the goal function, i.e.,
ter what has to be maximized (the “outputs”), may
differ from that in a “strictly economic” context,
which also applies to the inputs concerned. This
could particularly be the case when special inter-
est groups try to influence political decision-
making (Buchanan and Tullock 1974,
pp. 284–287, 302–305). Since the law and eco-
nomics literature considers both the effects of
legal rules and the way in which they develop
and are ultimately formulated – which is basically
a political process – several authors have also
included the political context in their work.

A politician who has to decide about the con-
tent of a law could be interested in its effects in
terms of both economic and social efficiency.
Taking economic and social efficiency into
account can be important in avoiding dissatisfac-
tion from within society. However, the politician
may also be interested in the effect of the legal
rules on his/her voters and the number of votes
he/she and his/her party will receive in the next
elections, i.e., political efficiency (Buchanan
1993; Gavious and Mizrahi 2002). From the per-
spective of political rationality, i.e., to survive as
a political party or a politician, a rational approach
would be to try to maximize the electoral support
by using minimal “efforts.” Political efficiency
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could then be expressed “as a ratio of the amount
of ‘effort’ (including money and other produc-
tion factors) made by politicians to the amount of
electoral support gained by means of the politi-
cians’ policies” (ter Bogt 2003, p. 180). The
elements on which the politician’s efforts should
focus can vary from case to case. This is because
elements such as the public interest and social
welfare are generally not that clearly defined in
practice and can include many different compo-
nents, which can also differ among citizens (who
are the voters in elections). Furthermore, the
political support of voters may not only depend
on the economic efficiency of the government
policy but also on other factors, for example,
equal treatment, a focus on sustainability,
and social justice (see also Wildavsky 1966,
pp. 308–309).
To Conclude

In principle, depending on the specific context, the
type of rationality may vary, and herewith the
relevant type and definition of “efficiency.” Eco-
nomic and law and economics literature were
traditionally mainly focussed on economic ratio-
nality and efficiency. However, social efficiency
and the related concept of social rationality have
now also become important elements in the law
and economics literature. Social efficiency as it is
mostly used in practice is closely linked to eco-
nomic welfare in society. But it can also include
“noneconomic” elements, such as sustainability
or social justice, and pertain to the broader level
of public benefits. The idea of political rationality
and political efficiency applies more specifically
to political environments (although it seems that
in practice “politics” can play a role in any orga-
nizational context). The political efficiency idea is
partly related to Granovetter’s suggestion that
in order to better understand economic activity
and the organizational arrangements chosen, it
is necessary to take both economic and social
relations into consideration (Granovetter 1985,
pp. 490–491).

In this way the law and economics literature
and the concept of efficiency have gradually been
extended. The literature no longer only focusses
on economic aspects but also includes behavioral
elements, such as bounded rationality, as well as
goals and outputs other than strictly economic
ones. It now tries to include more elements from
the “real world.” This approach leads to different
types of efficiency, playing a role in different
contexts. As might have become obvious from
the examples given above, the operationalization
and proper measurement of the various concepts
and types of efficiency in empirical research can
be problematic, even in the case of economic
efficiency. However, this difficulty does not
imply that it would be a futile exercise to
consider – and if otherwise not possible only in
qualitative terms – the effects of changes in rules
and structures on a specific type of efficiency in an
organization or in society.
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Introduction

In this article, we deal with some pieces of evi-
dence that are needed to explain the paradox of
rapid GDP growth in the face of the dismal com-
petitiveness and inefficiency of the Greek econ-
omy during 1995–2008. We show how Greece’s
economy structural inefficiencies – inefficiency of
justice included – have hit the domestic economy,
and we present their impact on the current turmoil
of the economy.We offer a specific explanation of
the current unfortunate state of the economy, and
we briefly summarize the reforms already under-
taken towards efficiency.We also suggest avenues
of necessary reforms to increase efficiency and
overcome the current crisis.
The Engines of Growth, 1995–2008

In Greece, certain positive developments led to
the strong growth performance observed since the
mid-1990s and up to 2008. Figure 1 shows how
Greece clearly outperformed, since 1995–1996,
the benchmark eurozone economy. However, it
is absolutely crucial to look at the factors of
“growth” to see why, at least in the great part,
this was superficial, fragile, and not based on the
improvement, the deepening, or the expansion of
domestic production.

These developments include, primarily, the
proper liberalization of the credit markets at the
beginning of the 1990s, completed by the end of
the 1990s. This was coupled with entry to the
European Monetary Union. Combined these two
developments lead simultaneously to macroeco-
nomic stabilization and a steady increase of pri-
vate credit after 2000. It has also to be stressed that
the expansion of private credit replaced after the
beginning of the 1990s the government deficit
spending as the main way to finance the expansion
of consumption in Greece, although data should
be treated with caution. The most possible is that
fiscal expansion reinforced private credit and pri-
vate consumption expansion. As Fig. 2 shows by
measuring demand injections to the GDP, the
impact of these injections was important as
a percentage of GDP for every year during
a prolonged period that spans all the duration of
Greece’s strong performance.

The contribution of the stabilization of the
macroeconomic outlook of Greece in the wake
of EMU accession towards the expansion of pri-
vate credit was significant, as is shown by the
rapid fall of interbank rates after 1998 (Fig. 3),
which reflect also the decline in the rates offered
by commercial banks to households and busi-
nesses. (It also brought a significant fall of the
inflation differential of Greece with respect to
the eurozone average during the same period). It
can be seen clearly how the expansion of credit to
households fuelled the growth of private con-
sumption during the past years (Fig. 4), and only
just the period preceding the completion of the
infrastructure projects that were prepared to be
ready for the 2004 Olympic Games, private con-
sumption kept accelerating in spite of a lull in the
explosive growth of private sector credit.

But this exception is easily explained by the
peak in the investment growth rate during that
time (Fig. 5).

Besides the credit expansion, two other factors
contributed significantly to Greece’s growth per-
formance during the 2000s. First is the shipping
and tourism industry. These secure significant
annual revenue inflows of about 25% of GDP
that are added to the domestic demand and help
to mitigate the huge trade balance deficit. Sec-
ondly, the fiscal stimulus given by the 2004 Olym-
pic Games nourished through public borrowing
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and that led to the improvement of certain key
infrastructure facilities.

The rapid increase of new investment, both
public and private (Fig. 6), also demonstrates the
impact of the infrastructure investment that was
largely financed by the EU structural funds. Still,
the rush into EU-financed infrastructure invest-
ment did not only contribute to investments and
consequently to the creation of new jobs, as in the
end many of these projects, when finished,
actively boosted to some extent the productivity
in the area surrounding Athens. The inflow of
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funds from the European Union, within the con-
text of the European Union structural funds and
the Common Agricultural Policy, also contributed
largely to the improvement of key productivity
enhancing infrastructure facilities.
The Facets of Low Competitiveness and
Inefficiency

However, at the same time, a wide range of factors
persisted in contributing towards the poor
performance in certain other aspects of the Greek
economy. The poor performance regarding com-
petitiveness, to name just the most important one,
is not only documented by numerous databases
and surveys by international organizations and
researchers but also by the persistent deficit
of the current account in double-digit numbers
(as a% of GDP), the persisting positive differential
with the eurozone average inflation, and the
unattractiveness of Greece to foreign direct
investments that are practically zero (inflows
minus outflows). Relatively recent research by
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institutions like the OECD and the World Bank
and a detailed presentation of numerous pieces
of evidence indicate that the wide range of
institutional weaknesses that prevail in Greece
account, as a whole, for this dismal competitive-
ness performance.

The interesting part about the inflation differ-
ential of Greece with the eurozone (Fig. 7) is not
that it is there, something that many would explain
with the Balassa-Samuelson effect because of
the rapid growth rate of the country. It is that it
seems to emerge both in the goods (tradable sec-
tor) and services (non-tradable) subindexes,
something that initially seems to refute the
Balassa-Samuelson argument (although to a
certain extent, tourism that constitutes a signifi-
cant part of services should be considered also as
a “tradable service”).

An expository comparison with Ireland, where
the inflation of goods is much lower than the
inflation of services and that thus emerges as
a textbook Balassa-Samuelson case, is most
revealing.

The high inflation of Greece therefore seems to
emerge as a result more of the demand increase,
which is largely driven by the expansion of credit
and the inflows from the EU structural funds as
well as from tourism and shipping industry or
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public borrowing, which is not matched by
a similar increase in the domestic supply of
goods and services. And this is unlike the case
of Ireland in which the surplus of the goods bal-
ance seems to finance a deficit in the services
balance following again a pattern that fits well
the standard predictions of the Balassa-Samuelson
model.

The second piece of evidence that supports
this argument is the excessive – and increasing –
deficit of the goods trade balance, as a percentage
of GDP (Fig. 8).

As a matter of fact, the deficit is of a magnitude
that has never been seen in any country without
the subsequent emergence of serious conse-
quences. In the case of Greece, participation to
the eurozone seems to have averted developments
like the entrance into a spiral of high inflation and
currency devaluations. As a result, the trade defi-
cit in Greece can clearly demonstrate the existence
of a serious discrepancy between the growth of
domestic demand and the increase of the domestic
supply of both goods and services. It should be
stressed that in the case of non-tradable services,
the inflation differential is sufficient to document
the discrepancy between supply and demand, but
the emergence of such a differential for goods
as well suggests the peculiarity of the case
of Greece. Therefore, the evidence at hand
would make it more appropriate to label Greece
as a unique case of “quasi Balassa-Samuelson,”
where exports are replaced by EU transfers and
domestic credit expansion and the price level is
pushed upwards both in the goods and in the
services sector, which would actually be in line
with the conclusions of recent research on the
topic (Gibson 2007; Pelagidis and Toay 2007).
The increase of the goods deficit follows as
a natural consequence in this case, as increases
in demand are satisfied by competitive and
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available imported goods as there is no sufficient
domestic supply of goods that can compete with
the imports.

The third piece of evidence is the following:
This persistent deterioration of the goods balance
has been financed, besides from the surplus of the
services account through foreign inflows in both
Greek government bonds and into the stocks of
Greek companies, at least until the present finan-
cial turmoil. However, it should be noted, rarely
these inflows were FDIs. FDIs during the last
3 years were close to zero ($0.9 bil. for 2006,
$2.5 bil. for 2007, and $1.3 bil. for 2008,
according to the Bank of Greece).

In fact, FDI inward flows for Greece as
a percentage of GDP are very low for almost all
years, something that is in line with the link
between the attractiveness of the business envi-
ronment and FDI (as described by authors such as
Hajkova et al. 2007).

The performance of the goods balance
together with the inflation differential with the
eurozone for tradable goods suggests also that
the cost of importing and distributing these com-
petitive imported goods is higher compared to
the eurozone. Furthermore, it suggests that the
imports remain competitive in the domestic mar-
ket in spite of this high cost of importing and
distributing, which seems to be really damning
for the competitiveness of the domestic supply of
goods.

In spite of the mitigating effect of the surplus
of the services balance, which is mainly driven
by the performance of the shipping industry
and tourism, the current account balance has
remained for many years at a level (15% to
GDP) that in any other country would have
been associated with serious consequences. For
the two sectors that contribute to the services
account surplus, it should be noted that they are
less affected by the regulatory environment of
the Greek economy, either because they operate
almost completely outside the Greek jurisdiction
and administrative reality, for the case of ship-
ping, or because they draw their competitive
strength largely from the geographical attractive-
ness and the cultural heritage of Greece, as is the
case for tourism.
These pieces of evidence manifest themselves
in the compelling case for the low competitiveness
of the Greek economy that is documented by
a number of surveys (Fig. 9). The impressive part
to note here is that a wide selection of different
surveys, including those that measure governance
and corruption, rank Greece in a roughly similar
way even though they often use different methods
that are either based on the evaluation of hard
evidence, the responses to questionnaires, or
a combination of both (Fig. 9).
Facets and Evidence of Institutional
Inefficiency and Poor Governance

The OECD Regulation Database, the World Eco-
nomic Forum competitiveness survey, the World
Bank “Doing Business” and Governance Indica-
tors, and the European Commission estimates
(EU 2002, 2006), to name a few, all find that in
Greece the administrative burden is also excep-
tionally high (Fig. 10), that regulation of markets
is excessive, that government intervention limits
competition as well as resource allocation and
pricing decisions in crucial network industries,
and that the regulation of professional and legal
services (Figs. 11 and 12) is high as far as entry
and price setting is concerned. At the same time,
qualitative standards are excessively lax (Paterson
et al. 2003) and that the business environment, as
an aggregate, is unattractive.

These findings are complemented by more
general statements that indicate weak institutions,
poor governance (Kaufmann et al. 2005), and
high levels of corruption that seem to follow as
a consequence of the high administrative burden
and the poor governance (Ackerman 2006).

As a matter of fact, the magnitude of the weak-
nesses documented by these pieces of evidence
matches the size of the competitiveness deficit
documented for Greece by the inflation differen-
tial with the eurozone, the current account deficit,
and the low level of FDIs. It has to be added that,
not surprisingly, Greece is found to be the OECD
country which has the most to gain from rectifying
these documented deficiencies, like product mar-
ket regulation (Conway et al. 2006), in terms of



Doing
Business in
2009, World
Bank.

Ease of
Doing
Business
Rank. 

World
Economic
Forum
2008

GCI 2008-
2009 rank

Transparency
International 

2008
Corruption

Perceptions
Index

Country
Rank UN

Rank per
capita
income
in US $

No of
countries
Greece /total

181 134 180 214
53% 50% 32% 19%

Singapore 1 United States 1 Denmark 1 Luxembourg 2
New Zealand 2 Switzerland 2 New Zealand 2 Norway 4
United States 3 Denmark 3 Sweden 3 Iceland 6
Hong Kong 4 Sweden 4 Singapore 4 Ireland 7
Denmark 5 Singapore 5 Finland 5 Denmark 8
UK 6 Finland 6 Switzerland 6 Switzerland 10
Ireland 7 Germany 7 Iceland 7 Sweden 13
Canada 8 Netherlands 8 Netherlands 8 Netherlands 14
Australia 9 Japan 9 Australia 9 Finland 15
Norway 10 Canada 10 Canada 10 Australia 16
Iceland 11 UK 12 Luxembourg 11 UK 17
Japan 12 Austria 14 Austria 12 United States 18
Sweden 17 Norway 15 Hong Kong 13 Austria 19
Belgium 19 France 16 Germany 14 Belgium 22
Switzerland 21 Taiwan 17 Norway 15 Canada 23

Estonia 22 Australia 18 Ireland 16 Australia & NZ 24
Korea 23 Belgium 19 UK 17 Germany 25
Mauritius 24 Iceland 20 Belgium 18 France 26
Germany 25 Ireland 22 Japan 19 Italy 32
Netherlands 26 New Zealand 24 USA 20 Japan 33
Austria 27 Luxembourg 25 Chile 23 Spain 35
France 31 Chile 28 France 24 New Zealand 37
South Africa 32 Spain 29 Uruguay 25 Hong Kong 39
Slovakia 36 China 30 Slovenia 26 Greece 40
Chile 40 Estonia 32 Spain 30 Cyprus 42
Hungary 41 Czech Rp 33 Cyprus 31 Bahrain 43
Tonga 43 Thailand 34 Portugal 32 Puerto Rico 45
Armenia 44 Kuwait 35 Dominica 33 Israel 46
Bulgaria 45 Tunisia 36 Taiwan 39 Slovenia 47
United Arab 
Emirates 46 Cyprus 40 South Korea 40 Portugal 48

Romania 47 Puerto Rico 41 Latvia 52
Czech 
Republic 55

Portugal 48 Slovenia 42 Slovakia 53 Estonia 56
Spain 49 Portugal 43 South Africa 54 Saudi Arabia 60
Luxembourg 50 Lithuania 44 Italy 55 Hungary 61
Turkey 59 Slovak Rpb 46 Seychelles 56 Slovakia 62
Italy 65 Italy 49 Greece 57 Antigua 63
Dominica 74 Turkey 63 Lithuania 58 Latvia 66
Albania 86 Brazil 64 Poland 59 Lithuania 67
Marshall 
Islands 93 Montenegro 65 Turkey 60 Croatia 68
Serbia 94 Kazakhstan 66 Namibia 61 Poland 69
Papua New 
Guinea 95 Greece 67 ……

Russian 
Federation 73

Greece 96 Romania 68 …… Venezuela 74
Dominican 
Republic 97 ……. Sudan 175 ….
…… ……. Afghanistan 176 …..
……. Mauritania 131 Haiti 177 Liberia 211

Guinea-Bissau 179 Burundi 132 Iraq 178 Zimbabwe 212

Central African 
Republic 180 Zimbabwe 133 Myanmar 179  Congo 213
Congo, Dem. 
Rep. 181 Chad 134 Somalia 180 Burundi 214

Efficient Market, Fig. 9 Competitiveness indexes

686 Efficient Market
increased productivity. This performance can be
labeled “dismal” not because of its absolute level,
but because of the large discrepancy between the
performance of the country on all these aspects
and the per capita GDP that it has achieved in the
past years. In particular, following the strong per-
formance till the 1970s and the strong perfor-
mance of the past years, per capita GDP is
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relatively close to the per capita GDP of the other
OECD and EU member countries. And while
Greece remains among the poorer members of
these groups, it still can distance itself clearly
from most other countries that do not participate
in these two groups of privileged countries. On the
other hand all the other performance indicators are
clearly much weaker than the performance of all
other OECD and EU member countries. Here
Greece clearly is placed, repeatedly, in the middle
of the sample of all the countries in the world, and
not in the top 20% of the countries, as is the case
with per capita GDP. Greece, ultimately, emerges
as a country with almost first-class per capita
GDP – until at least 2009 – but clearly second-
class governance, institutions, business environ-
ment, and corruption (Fig. 13).

The factors that were analyzed previously and
that document why Greece grew so fast in spite of
these shortcomings can also reconcile the recent
performance of Greece with the now extended
literature, mainly of OECD Economic Depart-
ment Working Papers (an indicative selection of
related OECD and non-OECD related publica-
tions is OECD (2007a), Conway et al. (2006),
Bassanini and Duval (2006), Nicoletti and
Scarpetta (2005, 2006), Conway et al. (2005),
Bassanini and Ernst (2002), Scarpetta and Tressel
(2002), Scarpetta et al. (2002), Nicoletti and
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Efficient Market, Fig. 13 Corruption and Regulation
Scarpetta (2003), OECD (2003), Nicoletti
et al. (2001), Conway et al. (2006)), which
directly link the performance of an economy
with the quality of the regulatory framework and
the prevalence of competitive markets. In
a similar way one can reconcile also almost all
of the other weak performances of the country that
range from research and innovation (Bassanini
et al. 2000) to the protection of the environment,
the quality of public health services and schools,
and the performance of the higher education sys-
tem (Bassanini and Scarpetta 2001; Mitsopoulos
and Pelagidis 2007a; OECD 2007b). Even the
weak performance of the judiciary which we will
present below in section “Last but Not Least:
Inefficiency of Justice” can be ultimately linked
to this pattern (Mitsopoulos and Pelagidis 2007b;
Djankov et al. 2002).
The Paradox of the Underlying “High
Labor Productivity” in a Low
Competitiveness and Inefficiency
Context

The result of the strong demand growth that is
not driven by an increase in domestic supply
that follows from an increase in employment
(Fig. 14) directly affects the reliability of
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productivity indexes that measure GDP to labor
input – and that give a% of around 2.5–3% for
Greece during these years – in various forms. This
follows as the increase in the numerator (GDP)
matches a restrained increase in the denominator
(as can be seen in Fig. 14), thus measuring a large
increase in the productivity per worker or per hour
worked, in spite of the dismal performance of the
Greek economy as measured by the rigidity index
of relevant product markets (Fig. 15). It follows
from the previous exposition that the use of such
indicators is not correctly capturing the variety of
the parameters that shape the performance of the
Greek economy during the past decade, often
depicting Greece in a position that does not
favor the drawing of reliable conclusions. This
gives also an explanation to the puzzle of hav-
ing on the one side high GDP and productivity
rates and on the other side low competitiveness
with twin deficits. At least to the extent, we
take into account only domestic forces and not
taking into account factors such as euro’s over-
valuation (at least to the extent that Greece’s
trade takes place with outside EU partners
(around 50% of total)) and the asymmetric
demand shocks.
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In this context, it is worth looking more on
some other aspects of institutional rigidities
which complement very well low competitive-
ness. Figure 16 summarizes product market regu-
lation regarding state control through the
involvement in business operation. Once again
Greece appears to both have the most stringent
state involvement in the operation of businesses
and to maintain these practices throughout the
past decade.

Figures 17 and 18 concern the state involve-
ment in business operations via price controls or
the use of command and control regulation.
“Command and control” includes a lot of
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lation (However, the above data does not include the so-
called shadow economy, which in the case of Greece it is
estimated around 20–30 % of the official GDP. The “black

labour market,” as part of the shadow economy, includes a
significantly flexible labour market that excludes
employees from trade unions’ membership, social protec-
tion and insurance, working rights, etc.)
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administrative mechanisms of hindrance of entre-
preneurial activity/organization, in sectors such as
“road and railway transports” and retail trade.

Product market rigidities are of critical impor-
tance for rigidities in the labor markets as well.
Figure 19 shows Greece among OECD countries
with the highest employment protection legisla-
tion (EPL). It should be noted here that the market
for nonpermanent, temporary employment in
Greece is the main reason for the exceptional
rigidity of the Greek labor market overall but
that the market for permanent contracts is also
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relatively rigid when compared with other OECD
countries.

These kinds of structural institutional rigidi-
ties/inefficiencies constituted a true cost to society
in the environment of a noncompetitive economy
like the Greek economy. It meant and led to the
exclusion of many others from the labor market,
and especially the young that seek salaried labor.
Under 26 years old unemployment was more than
35% and 20% for women and men correspond-
ingly even before the crisis. This should be read as
underutilization of a dynamic labor force and
should not be considered solely as a major social
or ethical issue.

Wementioned extensive regulation of markets,
high administrative costs, a business environment
that is not favorable to entrepreneurship and, in
the end, weak convergence and widespread cor-
ruption as drivers and cause of this low competi-
tiveness and low efficiency, in spite of the reforms
in the credit and telecommunications markets
and the benefits accruing from EMU accession.
Greece emerges, therefore, to benefit from certain
reforms in terms of potential output because of the
nature and importance of these positive develop-
ments, while it retains other, also significant in
importance and magnitude, weaknesses that
undermine the long-term growth potential of
the country. These weaknesses are ultimately
described as “rigidities and inefficiencies, weak
non-independent institutions and governance,”
and their proliferation was deeply built in the
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equilibrium that was formed between the inter-
est groups that accrued the rents that they
secured through the regulation of markets and
the inflation of the administrative costs
(Pelagidis and Mitsopoulos 2009). One could
also argue that the strong growth of the past
years has also made the need for further reforms
less pressing.
Last but Not Least: Inefficiency of Justice

The weak performance of the judiciary, which we
present very briefly below, can be ultimately
linked also to this pattern (Mitsopoulos and
Pelagidis 2007b; Djankov et al. 2002).

This unfortunate picture refers to cases that are
quite old; therefore, the deterioration in the past
years of the indirect measures of the time needed
to dispose justice used in Mitsopoulos and
Pelagidis (2007b) suggests that the cases that
now enter the system may face even worse pros-
pects. In particular, Fig. 20 shows that the ratio of
cases that have not been heard to the sum of cases
that are either pending or were introduced for the
first time in the year has increased in upper civil
courts from about 25% in 1997 to over 60% in
2005. The deterioration is visible, but less dra-
matic, in appeals courts and lower civil courts.
Also, as shown in Fig. 21, for civil courts the
appeal rate has increased slightly from 1997 to
2005.
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We also note in our sample in Mitsopoulos and
Pelagidis (2010) for the Greek Supreme Court
(Areios Pagos) some extreme delays in the pro-
cess of serving justice (Fig. 22). Twenty percent of
our cases have not been settled after almost
10 years since they were first filed, and even for
these cases the process will be delayed for at least
another year till the appeals court issues a new
verdict. Sixty-five percent of the cases await a new
verdict from the appeals court in spite of the fact
that they were first filed between 5 and 10 years
ago. On average, at the end of the year 2006, the
cases tried by the Areios Pagos, and that were
marked for a retrial, were 6.5 years old. We also
find a small but not insignificant number of cases,
8% of our sample, in which we document repeated
appeals to the civil Supreme Court. These origi-
nate among the 40% of all the cases that have been
retried by the order of the Areios Pagos. It seems
that for a number of these, the new decision of the
appeals court, or the court that tries in its place, is
challenged anew by one of the involved parties in
front of the Areios Pagos. While the total number
of these cases is small, about 8% of the total, they
are about half of the cases that were initiated more
than 12 years before 2006 and about one fourth of
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the cases that are over 10 years old. This indicated
that there is a small, but non-negligible, chance
that a case will get entangled in a process of
repeated retrials, and this process ensures that no
final verdict is obtained for at least a decade. Our
sample contained two cases that were judged for
the third time by the Areios Pagos and thus are
due to get tried for the fourth time by the appeals
court, and one case where the second verdict of
the Areios Pagos got challenged and was directly
brought again to the court for retrial.

Such delays also apply to cases in which the
Supreme Court reaffirms the decision of the pre-
vious court. Taking a random sample of 100 of
these cases from the year 2006, we see that these
cases, which form about 60% of the cases in the
year 2006, were on average over 7.5 years old at
the time the decision of the Areios Pagos was
published. And while 70% of these cases was
less than 7 years old, a significant 30% was older
than 7 years with one case being first introduced
almost 26 years ago and another case 33 years ago
(Fig. 23). About 25% of these very old cases,
which were first introduced more than 7 years
ago, were cases that had been retried by the
appeals court before, after a previous order to do
so, but 75% of these old cases simply proceeded
very slowly.
0% 0%
2% 2%

4%
2%

0

0,1

0,2

0,3

0,4

0,5

0,6
01/01/80

01/07/82

01/01/85

01/07/87

01/01/90

01/07/92

Efficient Market, Fig. 23 % of cases first filed from the latte
reaffirmed
These long delays in the process of official
arbitration are not caused because one of the
involved parties is not satisfied with the outcome,
say because the height of the compensation
awarded did not meet its expectations. They are
caused because the lower courts either do not
follow procedures properly or because they
ignore, or misinterpret, laws which is an objective
measure for the low quality of the decisions that
are taken by the lower courts. In itself though, the
use of the appeals process for error correction, as
opposed to first instance and appeals courts deci-
sions that do not make mistakes, does not provide
by itself information on the quality of the judicial
system, as explained by Shavell (1993).

Measuring the quality is curtailed by the fact
that we have a complete sample only from
Supreme Court decisions that do judge only the
lawfulness of the preceding court decisions, as is
appropriate for a civil law country. Also, since we
are not always informed about the full content of
all the preceding court decisions, that is, both the
appeals and first-level court, or in the case of
previous retrials the content of the initial court
decisions, we cannot construct measures that
compare the initial with the subsequent decisions.
Furthermore, the structure of civil law does not
permit judges to commit errors that may be
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brought before the highest court that we may use
to pinpoint a low quality of court decisions that
refer to issues like the height of compensation.
Therefore, we are left once again only with
a measure of time that allows us to measure the
time needed to serve finally justice. As in our
previous work (Mitsopoulos and Pelagidis
2007b), where we employed an indirect measure
for time, we find again, using this time a direct
measure for the time needed to dispose justice,
that in Greece justice is served often with delays
that are excessive and which undermine the use-
fulness of the official arbitration mechanism.
The 2010–2013 “Troika Period”: Reforms
for Achieving Efficiency

Below we offer a list of reforms already
implemented by the Greek government in the
context of the conditionality programs agreed
with the troika and the creditors of the country
during the period 2010–2013. The list is not
exhaustive albeit representative. Reforms are
leading the country towards a much more efficient
economic structure.

Labor Market Reforms
• Significant reforms for the private sector from

2010 (reduction of severance payment, relaxing
of layoff limits, activation of tools to reduce
individual salaries, possibility to bypass general
wage agreements at the firm level) have
increased downward wage cost flexibility.

• Even more significant reforms tied down in
MoU2 (rationalization of mediation process,
reduction of minimum wage, and impact of
sectorial and other agreements).

• More fine-tuning reforms rumored for
2013–2014.

• Much lower minimum wage.
• Large reduction in firing costs for high earners.
• Redefining threshold for group layoffs.
• Removal of all impediments to conclude wage

agreements at the company level.
• Significant changes in the mediation process.
• A very important impact of these in the reality

behind average labor cost indexes.
In the end, these reforms do establish a truly flex-
ible and efficient labor market in Greece.

Fiscal Reforms
• Wide ranging social security reform
• Large cuts in public sector salaries and salaries

of public utility companies
• Healthcare reform (online prescriptions, pric-

ing of medicine, etc.)
• Reforms in budgeting and fiscal reporting
• Very large, across the board, tax increases

(albeit with a significant inflationary impact)
• Accelerating drive against tax evasion

Structural Reforms (selectively)
• Licensing process and spatial planning reform

(about 40% complete)
• Road haulage deregulation (about 50%

complete)
• Cruise ship home porting regardless of flag
• Already some deregulation in professional fees

and obligatory purchase of services (notary
public, lawyers for small real estate transac-
tions, company start-ups, fees of engineers,
trademark submission without lawyer atten-
dance, sale of baby milk outside pharmacies,
etc.)

• Establishment of one-stop shops for company
creation and gradual improvement in their
operation (yet complicated process design
does not work well)

• Export facilitation (abolishing obligation to
register in “exporters registry,” a strategy to
boost exports, link Piraeus port terminal oper-
ated by COSCO with rail network, etc.)

An Indicative List of New Taxation Since the
First Memorandum 2010
• Multiple abolition of tax exemptions
• Increased of annual estate tax, up to 2% of

administratively set value, and then additional
estate tax through electricity bills

• Multiple VAT increases
• New personal income taxation law with higher

rates, lower tax-free income
• 3 tax increases on tobacco and alcoholic bev-

erages and VAT increase on nonalcoholic
beverages



696 Efficient Market
• Further increase of tax on mobile
communications – highest in the EU

• 3 gas/petrol tax increases
• Multiple increases of taxes on electricity, espe-

cially for businesses – now probably highest
energy prices in the EU for industry

• Introduction and increase of luxury tax
• Recurrent extraordinary tax on profitable com-

panies and increased tax on dividends
• Introduction and increase of recurrent extraor-

dinary tax on high personal incomes
• Tax on banks and increase of tax advancement
• Tax on TVadvertisements
• Tax on violations of building permits
• Green tax
• Income tax on leased cars and private sector

company cars (but not government official
cars!!!)

• Introduction and then increase of tax on
assumed income

• Increase in train and bus tickets
• Tax to avoid antismoking ban
• Fee to access hospitals
• Highest recurrent real estate taxes in the OECD

Since the initiation of the conditionality programs
in 2010, and after two revisions and a debt haircut
to private creditors in 2012, the improvement of
the business environment, the remove of red tape,
and the creation of a level playing field through
the removal of restrictive to competition laws
have been rather a second priority both for the
Greek governments and for the official lenders of
the former, when compared with tax increases and
labor market reforms and at least for the two first
years of the program implementation. While this
has been changing slowly during 2013–2014,
with the official lenders now demanding from
the Greek government progress on these issues
and while they now offer also extensive technical
assistance, it must be noted that the delay in the
acknowledgment of the importance of such mea-
sures may yet prove to be crucial. In sum, more
reforms are needed in the domains of product and
professional markets to increase thoroughly effi-
ciency. Below one can find a few suggestions on
this issue.
More Reforms for Efficiency
• Complete licensing, business park

legislation, etc.
• Complete professional services deregulation
• Rationalizing the complex system of third-

party payments
• Rationalizing regulation in the energy sector
• Rolling out the privatization program in a more

aggressive way, emphasizing assets crucial for
competitiveness like ports and not gambling

• Structural reforms that will improve the
business environment and that are yet to be
identified

• Emphasis at last in deregulating product and
professional markets

• Last (but not least), a (meaningful) tax reform
which will not include today’s overtaxation
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Definition

Electoral system. An electoral system is the set of
rules employed to summon a representative body
on the basis of the preferences expressed by a
group of electors, through a given voting proce-
dure. The chapter compares electoral systems
with reference to the election of a Chamber of a
democratic Parliament.
Introduction and Overview

An electoral system is the set of rules employed to
summon a representative body on the basis of the
preferences expressed by a group of electors,
through a given voting procedure. This definition
applies to many settings, from parents’ circles to
supernational organizations; in this survey we will
deal only with the election of a Chamber of a
Parliament. We will also limit the discussion to
the context that is usual in present-time democra-
cies; hence we will assume (a) that all voters
express the same number of votes (very often
one, but there are many exceptions) and (b) that
within the set of allowed alternatives, there are no
constraints on the choice made by the voters. The
votes are cast in an election, and for obvious
reasons the election usually takes place in differ-
ent districts; there are however several countries,
not all of them minuscule, where there is a unique
nationwide district. This is the case, for instance,
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of Israel and the Netherlands. The number of the
Members of Parliament (normally shortened to
MPs) to be elected in each district is the district
magnitude.

A meaningful classification of electoral systems
may be obtained through the crossing of two dual
dimensions, nominality and plurality/proportional-
ity. A district may elect one MP, in which case it is
uninominal, or more, and it is plurinominal; and
the Seats may be assigned either proportionally to
the valid votes obtained by each list of candidates
(usually a party) or according to the number of
votes received by each candidate, in which case
the system is majoritarian. A uninominal election
is obviously majoritarian, while a plurinominal one
needs not being proportional but usually is, hence
the frequent identification in the everyday political
debate of uninominal elections with the use of
the majority rule and of plurinominal ones with
proportionality.

The electoral law plays a fundamental role in
the functioning of a democracy, and it is a main
determinant of the perspectives, and hence of the
strategies, of both incumbent MPs and challeng-
ing candidates. No surprise, then, that the electoral
law may be subject to changes that may easily be
dramatic and frequent. Comprehensibly, this is
particularly true in times of political and economic
turbulence; this entry is being written in such a
period, hence the reader is reminded that the data
quoted in it are those of the last months of 2016.

An authoritative source (IDEA 2005) proposes
the following classification of the electoral sys-
tems actually employed in at least one country at
the time of its publication:

Plurality/Majority systems: Plurality (also labeled
first-past-the-post), two-round system, alterna-
tive vote, block vote, and party block vote

Proportional representation: List proportional
(open or closed), single transferable vote

Mixed systems: Parallel, mixed-member
proportional

Other: Single nontransferable vote, limited vote,
and Borda count

The Mixed member proportional system is the
system in use in Germany; the author of this entry
suggests that it should be considered a member of
the proportional representation family. More on
this in section “Proportional Systems.” The list is
not exhaustive, more so if one considers also the
systems that have been defined by the doctrine,
those employed at a sub-parliamentary level, and
the variants within a given system. What is
remarkable is the absence, among the plurality
systems, of the Condorcet system. The Condorcet
system qualifies as the best of the family because
if the choice is not the Condorcet winner, then
there exists another one that a majority prefers to
it. (The Condorcet winner, i.e., the alternative
chosen when the Condorcet procedure is in use,
is the one that is preferred by a majority in dual
contests against each of the others in turn. It may
not exist, but in large electoral settings this is a
very rare occurrence, and it may be taken into
account via a suitable tie-breaking rule.) The doc-
trine assumed the Condorcet system as the bench-
mark to be employed to assess comparatively
other plurality systems, since the very beginning
of the quantitative comparison of electoral sys-
tems up to now (see Merrill 1984, and Diss and
Doghmi 2016). Not surprisingly, normally the
best system results being the Borda rule (see
below). The implementation of the Condorcet
rule requires computing facilities not available
until relatively recently, yet the increasing intro-
duction of electronic voting devices makes it a
reasonable option. No country, however, is pres-
ently considering its adoption.

In this entry we will describe the aforemen-
tioned systems in some detail (sections “Majori-
tarian Systems,” “Proportional Systems,” and
“Mixed and Other Systems”), and then we will
move to the problem of the choice of the electoral
system (sections “Majority or Proportionality?
Theory,” “Majority or Proportionality? Evidence,”
and “Electoral Reforms and Public Opinion”).
Majority, Proportionality and History

The most relevant difference among electoral sys-
tems is the fundamental principle upon which they
are based, that is whether they are majoritarian or
proportional.Before proceeding, it is necessary to
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make it clear a very basic point, which is not
always duly considered in the literature, let alone
in the political debate. A majoritarian system
assumes that the citizens of a particular constitu-
ency have common interests and/or opinions and
that they are called to choose a delegate to repre-
sent at the best their interests and/or opinions, in
the spirit of the theorem of Condorcet. (The theo-
rem states that the probability of making the best
choice increases with the number of deciding sub-
jects, provided – inter alia – that there is a choice
that is actually the best for each of the subjects.)
A proportional system assumes instead that the
community of interests does not concern a given
location but a given social group throughout the
territory. At the district level, the communality of
interests may not exist, and if it exists, it is inferior
to other, nonlocal communalities. It follows that the
representation must be divided (proportionally)
among the various groups, in order to reproduce
the articulations of the society in a manageable
scale. This is why Parliaments with an ancient
origin are typically majoritarian, like those of the
UK and of the USA, while modern ones are typi-
cally proportional (for a discussion of this point
based on historical evidence, see Ahmed 2013).
Also, this is why the majority of present-time
scholars favor proportionality (see Bowler and
others 2005).

Worldwide, in 2016, 85 Parliaments were pro-
portional, 62 were majoritarian, and 34 were
mixed (including Germany); the use of other sys-
tems was not uncommon, as they summed to
69, divided among nine different systems (data
from the ACE Electoral Knowledge Network,
http://aceproject.org/). Proportional systems are
most largely employed in Europe, where 35 Par-
liaments (including Germany, see below) out of
46 belonged to the family.
Majoritarian Systems

The simpler and most used majoritarian system is
uninominal plurality, also labeled first-past-the-
post (FPTP); it is adopted in the UK, USA,
India, and in many other countries of British tra-
dition. There are as many districts as MPs to be
elected, and in each district the candidate who
obtains a plurality of valid votes is elected. The
two-round system is adopted in France and in
several countries formerly in the French empire.
The districts are uninominal, but if no candidate
obtains a majority, there will be a second round
involving a subset of the candidates (in France
those who got at least 12.5% of valid votes, or
the first two if none exceeded this threshold). The
other majoritarian systems are much less in use.
With the alternative vote (also known as instant-
runoff vote or transferable vote), the districts are
uninominal too. The voter is requested to rank all
the candidates according to her/his preferences or
some of them. In the first round only the first
preferences are considered, and a candidate is
elected if she/he obtains a majority. If none gets
it, the candidate with less votes is excluded, and
each of her/his votes is transferred to the second
preference of the voter. The procedure is iterated
until the majority arises. The system is employed
in Australia and in other countries in Oceania;
in 2011 a referendum rejected its adoption in the
United Kingdom. Block vote and its variant party
block vote are majoritarian but plurinominal. In
the first version each voter may vote for several
candidates, and those with more votes are elected;
in the second each voter votes for a party, and the
party with more votes wins all the seats of the
district. The first variant is in use in Lebanon and
Mauritius, but the most extreme application
occurs in Monaco, where 16 MPs out of 24 are
elected with this system, and each voter may cast
up to 24 votes. The second variant is in use in
Cameroon and Chad.
Proportional Systems

A pure proportional system (one national district,
no seat assignment threshold) is in force only
in 10 countries, that is Colombia (Senate only),
Fiji, Israel, Mozambique, Namibia, the Nether-
lands, Paraguay (Senate only), Serbia, Slovakia,
and South Africa. In any case, the seats are
assigned to each party according to the share of
valid votes obtained. With proportionality there is
a problem with the rounding of the results, that

http://aceproject.org
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may be serious if the district magnitude is small.
Most countries employ the D’Hondt rule, a mem-
ber of the family of highest average methods. The
number of valid votes of each party in each district
are divided by successive integers, starting with 1,
and the M largest ratios, where M is the district
magnitude, individuate the elected candidates.
There are several variants; the one most in use is
the Sainte-Laguë rule, where only odd integers
are considered, what favors the smaller parties.
Largest remainder methods are much less
employed: their principle is that the remainders
determine the seats to be assigned to each party
after that each one obtained the number of seats
given by its integer share of votes. The party list
may be either closed, when the voter may only
choose the party, or (partially or totally) open, if
she/he may also indicate one or more preferences
within the list.

The real proportionality depends crucially
from the district magnitude. Lijphart suggested
that the following formula:
T ¼ 75= Mþ 1ð Þ

where T is the implicit percent threshold and M is
the district magnitude may roughly indicate the
implicit threshold that the magnitude introduces.
For instance, a district magnitude of 9 would pro-
duce (roughly) the same results of a district with a
threshold for participating to the assignment of
seats of 7.5%.

There is a commonsense wisdom that a
trade-off exists between proportionality and
governability: a not-constrained proportional
vote would produce a plethora of parties, what
would make it difficult the summoning of a stable
and effective government. This assumption has
been criticized by several authors, both on empir-
ical and theoretical foundations, and actually it
does not enjoy a sound theoretical basis (see
f.i. Migheli et al. 2014). The reason is that a
majoritarian system tends to produce few large
parties, usually two, that include interests and
opinions that may be highly different if not
contrasting, in the logic of the so-called Law of
Duverger; what may induce a bargaining within a
party that may be as engaging as that among
parties in proportionality. (The Law of Duverger
is not a law but an empirical regularity, not very
often respected in full, according to which plu-
rality produces a two-party system.) Neverthe-
less most countries adopt some correction to pure
proportionality; these corrections are of three
types, a participation threshold, by far the most
common, a majority prize, and a reduced district
magnitude.

Participation thresholds (that establish that a
party will not get seats unless its share of valid
votes is greater than the threshold) range typically
around 3–5%, with Liechtenstein (8%) and Tur-
key (10%) outlying. As stated above, a threshold
is in use in most proportional countries.

The majority prize is present in Greece and Italy
(and in san Marino). The party (or the coalition of
parties) that obtain a given share of votes obtains
additional seats. There are some historical prece-
dents, like the LawAcerbo (1924, from the name of
its author), that opened the way to the electoral
triumph of Mussolini and the so-called Loi
Scélérate in France and Law Truffa in Italy
(“scélérate”meaning wicked and “truffa” meaning
fraud), respectively, in 1951 and 1953. Both the
historical precedents (and the names they were
popularly labeled in the last two cases), and the
inability to resolve a political stalemate in the two
countries concerned at present, justify clearly
enough the limited consensus that this system
enjoys among the scholars. In Spain the districts
are usually small, what, as we saw, reduces the
proportionality; again the results in terms of
governability are apparently poor.

The single transferable vote aims at preserving
the vote-for-a-person feature of majoritarian sys-
tems while at the same time assigning the seats
proportionally. This is why it is highly appreciated
by the English and American literature; however,
by its very nature, the system requires small dis-
tricts, what makes its proportionality limited. It is
in use only in Australia (Senate), Ireland, and
Malta. Omitting minor technicalities, its typical
structure is the following. Suppose a district mag-
nitude of M, say, 5, and N valid votes, say, 1,200.
Each voter must rank all the candidates according
to her/his order of preference. All the candidates
that are ranked first by at least 201 voters are
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elected; this is because at most 5 candidates may
obtain so many first preferences (and in general
1 +M/(N + 1) first preferences). Suppose now that
a candidate obtains 301 first preferences. 201 are
“used” to win her/his seat, while 100 (chosen at
random) are transferred (whence the name of the
system) to the second preference, and the proce-
dure is iterated until 5 MPs are summoned.
E

Mixed and Other Systems

A parallel system is in use when some MPs are
elected with a system and the others with another
one (or possibly more); the two systems are nor-
mally a majoritarian and a proportional one.
A parallel system is supposed to guarantee a rep-
resentation, albeit with a reduced share, to all the
parties whose share of votes exceeds the
established threshold, while at the same time pro-
ducing an enhanced governability thanks to the
majoritarian principle. Several countries adopt a
parallel system, including Russia, Mexico, Hun-
gary, the Philippines, Thailand, Venezuela, Japan,
and South Korea. Instead, a mixed-member pro-
portional system maintains the proportionality
while requesting also a uninominal vote. The
most relevant example is Germany; voters vote
for a candidate in a uninominal majoritarian dis-
trict and at the same time for a party in a large
proportional one. The seats to be assigned to each
party are determined by its share in the propor-
tional vote, but the candidates obtaining a plural-
ity in the uninominal districts are elected anyway.
If a party obtains, say, 200 seats in the propor-
tional vote but it wins in 205 uninominal districts,
the total number of MPs is increased correspond-
ingly. (In Germany a 5% national threshold is in
force, but this threshold is not requested for a
party that wins in at least 3 uninominal contests.)
As a result, the system is not that different from an
open list proportional one. New Zealand and
Bolivia also employ it.

The single nontransferable vote is the applica-
tion of the majority rule to plurinominal districts.
Each voter has one vote, and the M candidates
with more votes are elected, M being the district
magnitude. It is in use in some Asian countries,
among which Indonesia (Senate). The limited vote
system is analogous, but the voter may express
more than one vote, albeit less than the district
magnitude; it is adopted in Spain for the election
of the Senate. Finally, the Borda count, despite the
appealing theoretical properties of the system, is
employed only in Slovenia, and for two seats only,
and in Nauru. (Each voter ranks the candidates,
giving 1 point to the first, 2 to the second, etc.; the
points are summed, and the M candidates with
less points are elected, M being again the district
magnitude.)
Majority or Proportionality? Theory

The political doctrine made a lot of efforts to
individuate the advantages and the flaws of the
different electoral methods. We will consider only
the comparison of the two grand families, that of
the proportional systems and that of majoritarian
ones. Here is a (non-exhaustive) list. For a more
detailed discussion of the points listed below, see
IDEA (2005), and the sub-site Electoral Systems
of the site of ACE (Electoral Knowledge Net-
work) or, obviously, the (enormous) scientific
literature.

Majority/Plurality, Advantages

(a) It tends to produce a one-party government,
what enhances both stability and governability.

(b) Symmetrically, it produces a strong and real-
istic opposition.

(c) It encourages the parties to represent broad
arrays of interests.

(d) It tends to exclude extremist parties from the
Parliament.

(e) It forces the parties to choose credible and
respected candidates and allows voters to
choose individuals instead of parties.

(f) It opens the way to independent candidates.
(g) It is simple to understand.
(h) It enhances the accountability of the govern-

ment, as the responsibility for unpopular
choices cannot be easily concealed.

(i) It promotes the representation of the local
interests.
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Majority/Plurality, Flaws

(a) Many voters will not be represented.
(b) It may assign all the power to a party that may

well have a limited consensus, what could
create serious problems especially in divided
societies.

(c) It excludes small parties, and hence, easily,
minority groups fromobtaining a representation.

(d) It spoils many votes, possibly even the major-
ity of them.

(e) As typically there will be two candidates,
both close to the center of the political spec-
trum, many voters will not find a suitable
candidate, mostly if the spectrum is large.
In addition, some of the advantages may
actually be considered flaws.
(f) A one-party government may exclude the
possibility of the establishment of an effective
“social contract” among contrasting groups of
interest.

(g) An extremist party is possibly more danger-
ous if it is excluded from the Parliament.

(h) A candidate may be locally strong not due to
her/his moral and intellectual standing but to
her/his link with a lobby or a powerful pres-
sure group (or person).

(i) There will be a limited competition within the
large partitions of the electorate, usually “left”
and “right,” because each partition will can-
didate just one person in each district, what
can reduce the quality of the candidates.

(j) A perceived excess or responsibility may
induce inaction.

(k) Inaction may also be the consequence of the
necessity of composing contrasting interests
in a party forced to look for the sustain of
different social groups (as suggested above
in section “Proportional Systems”)

(l) A proportional system adopting the D’Hondt
rule, or even better the Sainte-Laguë rule,
may propitiate independent candidacies not
less than majority.

Proportionality, Advantages

(a) It is the “natural” system, because it repro-
duces the overall society in a manageable
assembly (see above, section “Majority, Pro-
portionality and History”).

(b) It creates homogenous parties, thus avoiding
the problems referred to above under
letter k.

(c) It puts the political transactions more in the
open, as it will be more among parties than
within parties.

(d) It propitiates the representation of minorities.
(e) It offers the voter a broader choice, thus

enhancing the competition among parties.
(f) It allows more stability and less traumatic

changes, as the governments will typically be
made by coalitions.

(g) It strengthens the link between citizens and
politicians, as it offers the voters a larger
choice.

Proportionality, Flaws

(a) Coalition governments may induce a stale-
mate in the activity of the government.

(b) A too fragmented system of parties can make
the political bargaining cumbersome.

(c) Small centrist parties will be given an excess
of power, what reduces the actual proportion-
ality of the system.
Again, some advantages may actually turn
into pitfalls.
(d) The stability may correspond to an excessive
entrenchment in power of large centrist parties.

(e) Extremist parties may enjoy a undeserved
status.

The preceding summary indicates that the
typical features of the two meta-systems may
easily be either an advantage or a flaw, according
to the circumstances, what, arguably, makes it
difficult to assess their nature on a general
basis. Consequently, the support for either sys-
tem is usually lexicographic. Those who prefer
majority claim that the most relevant advantage
of the system, i.e., the enhanced governability
given by a reduction of the deciding subjects, is
sufficiently important to make it preferable
despite its flaws, while those who favor propor-
tionality claim the same with reference to
representativeness.
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Majority or Proportionality? Evidence

A sound quantitative comparative assessment is
made difficult, if not impossible, by the lack of
sufficient data. The econometric literature is vast,
yet its results are contradictory, as they rest too
strongly on the choice of data and on unavoidable
simplifying assumptions. However, on a less
sophisticated basis data offer only a limited sup-
port to the basic argument in favor of majority.
Already a couple of decades ago, some authors,
like Lijphart (1999) and Farrell (1997), noticed
that there is no convincing evidence of the
superiority of plurality in term of governability.
In Europe, at the beginning of 2017, the
two large nonproportional countries (UK and
France) apparently faced serious problem of
governability, and this is also the case of the
three less proportional countries among the pro-
portional ones, that is Spain, Italy, and Greece.
Actually, two main tenets in favor of the argued
greater governability of majority/plurality sys-
tems are not confirmed by facts. The first is the
blackmailing power of small centrist parties: in
the two more proportional countries of Europe,
Italy (1948–1993) and the Netherlands (since
1946), the possibility for a small party to black-
mail a majority through the menace of leaving has
been a very rare occurrence. The likely reason is
that a power rent induces the birth of further small
centrist parties, until the rent is dissipated, as first
suggested by McGann, Ensch, and Moran in 2009
and as confirmed by data.

As a result, quite a consensus has been reached
among scholars that proportionality is preferable,
as we noted in section “Majority, Proportionality
and History” above, yet this consensus is far from
being unanimous, and the debate is far from been
conclusive on what proportional system should
be deemed the best one. Probably a plurality of
scholars would suggest a list proportional system
with a threshold. (A recent contribution pointing to
this result is Raabe and Linhart 2017; albeit, as we
noticed, cross-country comparisons are risky, the
result is strengthened by having the authors taken
into account a very large set of data, 590 elections
in 57 countries.) As a general conclusion, however,
it is very likely that no system may be assumed to
be the best one for all the existing democracies,
because the specific features play a very relevant
role. Probably there are systems which are out of
date or inferior to others in many if not most cases,
yet Katz (1997, p. 308) has surely a point when he
claims that what is the best electoral system
depends on “who you are, where you are, and
where you want to go.”
Electoral Reforms and Public Opinion

Broadly speaking, an electoral reform may be
either the result of an attempt to make the system
closer to the expectations of the citizens or on the
contrary of an attempt of the political élite in
power to escape a greater control by the citizens,
be it to defend some privileges or to enhance the
governability. For instance, the first is the case of
New Zealand, that in 1994 moved from plurality,
as in the UK, to mixed-member proportionality, as
in Germany; the second is that of Italy, where two
successive electoral laws, in 2014 and in 2016,
have been rejected by the Constitutional Court.
Dissatisfaction with the political establishment
makes it often appealing for the public opinion
the proposal of a change in the electoral system.
Survey data show that in the UK a majority would
prefer to change to proportionality, but in Italy in
1993 a referendum introduced a parallel system,
with a larger share for plurality, in lieu of the
nearly perfect proportionality in force. (The pro-
portionality was reintroduced in 2005.) Not sur-
prisingly, the electoral system is more likely
reformed in times of economic or social change.
A source (Renwick 2011) lists 47 modifications of
the electoral law acrossWestern Europe from1945
to 2008; only 5 occurred between 1960 and 1980.

It is difficult to disentangle the satisfaction
(or the dissatisfaction) with overall politics and
politicians from that with the electoral system, not
to speak of the low number of observations avail-
able; hence the data on the attitude of the citizens
are inconclusive. Yet, if we admit that the turnout
may be a proxy for the relative approval of the
citizens for their electoral system, there are hints
that proportionality is more appreciated than plu-
rality. This is what is suggested by the last
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elections (at the end of 2016) in comparable coun-
tries of Europe. The turnout was 75% in Italy in
2013 and in the Netherlands in 2012, 71.5% in
Germany in 2013, 66% in the UK in 2015, and
57% in France in 2012. The first three countries
are proportional; the last two are not. That voter
turnout is higher in proportional elections is also
claimed by IDEA (2016, p. 36), as an overall
result of the literature. Among others, Dalton
(2008) confirms this guess at the textbook level.
In addition, Renwick (quoted above) reports that
out of the 84 changes of the electoral law made in
Europe (including non-Western countries)
between 1945 and 2008, 37 aimed at increasing
the proportionality and 23 at reducing it (the
remaining ones did not affect this side of the
electoral rule).
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Abstract
Emissions trading is a market-based instrument
to achieve environmental targets in a cost-
effective way by allowing legal entities to buy
and sell emission rights. The current interna-
tional dissemination and intended linking of
emissions trading schemes underlines the grow-
ing relevance of this instrument. There are three
basic design variants of emissions trading:
cap-and-trade (allowance trading), performance
standard rate trading (credit trading), and
project-based credit trading (such as domestic
offsets, JI, and the CDM). These design variants
are analyzed in terms of effectiveness, effi-
ciency, and acceptance. It is also explained
why emissions trading schemes may become
inefficient hybrids of such design variants.
Synonyms

Allowance trading; Cap-and-trade; Credit trading;
Permit trading; Tradable emission rights; Trans-
ferable discharge permits
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Definition

Emissions trading is a market-based instrument to
achieve environmental targets in a cost-effective
way by allowing legal entities to buy and sell
emission rights.
E

Introduction

Emissions trading is a market-based instrument to
achieve environmental targets in a cost-effective
way by allowing legal entities to buy and sell
emission rights. The term “emissions trading” is
an umbrella concept for several design variants
that differ substantially both in theory and in
practice.

In one system, trade in emissions is carried out
by firms subject to an absolute emissions cap,
which is referred to as “cap-and-trade” or “allow-
ance trading.” Examples are the US sulfur dioxide
(US SO2) emissions trading program, the Euro-
pean Union Emissions Trading Scheme
(EU ETS), and the California Cap-and-Trade Pro-
gram to cost-effectively reduce greenhouse gases,
such as carbon dioxide (CO2), as well as some of
the Chinese CO2 emissions trading pilots, includ-
ing the one in the province of Guangdong.

The other system is based on trade in emissions
carried out by firms subject to a relative emissions
standard, which is referred to as “performance
standard rate trading” or sometimes “credit trad-
ing.” Think of the early emissions trading
schemes in the USA to flexibly maintain air qual-
ity standards, the (recently terminated) nitrogen
oxide (NOx) emissions trading scheme in the
Netherlands, or the CO2 emissions trading pilot
in the Chinese city of Shenzhen.

Again another system is project-based credit
trading, where an investor receives credits for
achieved emission reductions at a domestic or
foreign host. These emission reductions are mea-
sured from a baseline that estimates future emis-
sions at a project location if the project had not
taken place. Think of domestic offsets or the inter-
national projects of Joint Implementation (JI) or
the Clean Development Mechanism (CDM) under
the Kyoto Protocol on climate change.
This article is organized as follows.
Section “Emissions Trading: Theory and Prac-
tice” discusses the concept and international dis-
semination of emissions trading. Section
“Emissions Trading Variants” describes the afore-
mentioned three basic emissions trading variants
in more detail. Section “Analysis of Emissions
Trading Variants” analyzes these emissions trad-
ing variants in terms of effectiveness, efficiency,
and acceptance. Section “Emissions Trading
Hybrids: the Case of the EU ETS” focuses on
hybrids of the emissions trading variants by taking
the EU ETS as an example. A summary is pre-
sented in section “Summary”.
Emissions Trading: Theory and Practice

In the previous century, law and economics
scholar Ronald Coase (1960) postulated that
trading emissions would improve the cost-
effectiveness of environmental regulation. The
economic concept of emissions trading was
developed further by John Dales (1968). To
explain this concept in an easy way, one could
say that emissions trading resembles a waterbed.
Suppose you would like to raise the water level at
the head of a waterbed, then you would have to
push down the water level at the foot of the bed.
This is also how emissions trading works. One
company can buy emission rights and may emit
more, but the company selling the emission
rights first has to reduce its emissions by an
equal amount in order to make these rights avail-
able for sale. As a result the government can be
certain, provided there is adequate monitoring
and enforcement, that the emissions of all the
companies together will not exceed the number
of emission rights allocated in the emissions
trading scheme. As a consequence, emissions
trading is an effective tool for achieving emis-
sions targets. Emissions trading is also efficient
in the sense that companies can look for the
cheapest way to fulfill their emission reductions
obligations. The specific design of an emissions
trading scheme determines its environmental
effectiveness, economic efficiency, and political
acceptability.
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Emissions trading has gone truly global. Emis-
sions trading schemes have emerged in North
America, including the Regional Greenhouse
Gas Initiative (RGGI) and the Western Climate
Initiative (WCI) in the USA as well as the Québec
Cap-and-Trade System in Canada. In Europe,
there is the EU Emissions Trading Scheme
(EU ETS) for greenhouse gases as well as the
Swiss Emissions Trading Scheme. Oceania holds
Australia’s Carbon Pricing Mechanism (AUS
CPM) and the New Zealand Emissions Trading
Scheme (NZ ETS). Asia has the Tokyo Cap-and-
Trade Program, seven emissions trading pilots
carried out in China (for instance, in Beijing and
Shanghai), a forthcoming Korea Emissions Trad-
ing Scheme, as well as a pilot in Kazakhstan.
Moreover, Turkey, Ukraine, and the Russian Fed-
eration are considering the adoption of emissions
trading schemes, as well as countries such as
Thailand and Mexico (for an overview, see, for
instance, ICAP 2014).

An interesting, recent development is the
intended linking of some of these emissions trad-
ing schemes (Weishaar 2014). In North America,
the California Cap-and-Trade Program has been
linked to the Québec Cap-and-Trade System in
2014. The EU and Australia agreed on
a pathway for linking the EU ETS and the AUS
CPM in 2018 (although the latter scheme has been
under fire in domestic Australian politics). The
EU is also negotiating with Switzerland on linking
the EU ETS with the Swiss ETS.
Emissions Trading Variants

There are three basic design variants of emissions
trading:

• Cap-and-trade
• Performance standard rate trading
• Project-based credit trading

Cap-and-Trade
The cap-and-trade system (or allowance trading)
imposes a cap on the annual emissions of a group
of companies for a number of years. The emission
rights are allocated to established companies for
the entire period either for free or through annual
sale by auction (a combination is also possible).
Newcomers and companies seeking to expand
must purchase rights from established companies
or from a government reserve, while a company
closing down a plant can sell its emission rights.

Some examples are the US sulfur dioxide
(US SO2) emissions trading program initiated in
1995, the European Union Emissions Trading
Scheme (EU ETS) for greenhouse gases set up
in 2005, and some of the Chinese CO2 emissions
trading pilots, for instance, in the province of
Guangdong, erected in 2013.

To introduce and start a cap-and-trade scheme,
the legislator has to put in place the following
design elements (Tietenberg 1980; Nentjes
et al. 2002):

• Set a cap on total emissions per year for a group
of emission sources, in advance, and for
a range of successive years.

• Create allowances, entitling emissions equal to
the total emissions cap.

• Distribute the allowances among group mem-
bers, either by auctioning the allowances at
predetermined dates or by handing out the
allowances free of charge.

• Allowances can be traded freely.
• Monitor emissions per source and track the

allowances.
• Check compliance over a past budget period

(e.g., a book year) by comparing monitored
emissions with the number of allowances
handed over at the end of the period.

• Penalize noncompliance if emissions exceed
the allowances, with a fine per lacking allow-
ance that is a multiple of the market price of an
allowance.

Performance Standard Rate Trading
Performance standard rate trading (or credit trad-
ing) is different from cap-and-trade. A system of
performance standard rate trading is based (not on
an emissions cap but) on a mandatory emissions
standard adopted for a group of companies. The
emissions standard dictates permitted emissions
per unit of energy consumption or per unit of
added value. In this system emission reduction
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credits can be earned by emitting less than what is
prescribed by the emissions standard. These
credits can then be sold to companies that can
use them to compensate their emissions in excess
of the emissions standard which applies to them.

If the economy grows, the supply of credits
also increases because companies do not operate
under an absolute emission ceiling but have
to observe a relative emissions standard. An
energy-intensive company that expands produc-
tion, or a newcomer entering the industry, there-
fore has a right to new emissions, as long as it
obeys the emissions standard. This means that
absolute emissions will grow. To prevent that
from happening, the emissions standard can be
strengthened (Dewees 2001; Weishaar 2007).

This system has been developed since the
1970s in the US Environmental Protection
Agency (EPA) emissions trading program.
A system of tradable nitrogen oxide (NOx) emis-
sion reduction credits has been in place for
energy-intensive companies in the Netherlands
between 2005 and 2013. A system of tradable
reduction credits can also be found in the CO2

emissions trading pilot in the Chinese city of
Shenzhen, launched in 2013.

Project-Based Credit Trading
Project-based emissions trading, like Joint
Implementation (JI) and Clean Development
Mechanism (CDM) projects under the Kyoto
Protocol, can be seen as a variant of credit trad-
ing. JI relates to emission reduction projects in
East European countries, whereas the CDM
refers to such projects in developing countries.
Both credit trading and emission reduction pro-
jects allow for the transfer of credits, but projects
usually require pre-approval to check the envi-
ronmental integrity of the project baseline. This
is not necessary under credit trading where the
baseline is existing environmental policy (like an
emissions standard), so that compliance can be
checked by the end of the year. Moreover, the
firm which funds the reductions under credit
trading is also the firm where the reductions are
realized, but in the case of project-based emis-
sions trading, three design options are available
(Dutschke and Michaelowa 1999):
• Multilateral approach
• Bilateral approach
• Unilateral approach

In the multilateral approach, an international
fund would be created in which private and/or
public entities from industrialized countries are
required to pool their investments. The bilateral
model places more emphasis on private invest-
ment and market forces since project selection
and implementation are left to the participants.
In the unilateral model, a (legal entity within the)
host government generates the credits on its own
without foreign direct investment.

If such projects are not applied internationally,
but domestically, the literature talks about
“domestic offsets.” A domestic party then invests
in a domestic project in order to generate credits
that can be used by the former to meet certain
emission requirements.

Project-based credit trading generates credits
on the basis of the difference between baseline
emissions and predicted (or actual) emissions at
the project site. The baseline is an estimation of
future emissions at the project site in the absence
of the project. This baseline is thus a counterfac-
tual that will never materialize.
Analysis of Emissions Trading Variants

What are the similarities and differences between
cap-and-trade, performance standard rate trading,
and project-based credit trading, and how do they
perform in terms of effectiveness, efficiency, and
acceptance? This is explained and discussed in the
next subsections.

Effectiveness
Effectiveness refers to reaching the emissions tar-
gets in an emissions trading scheme. Cap-and-
trade is environmentally effective because it
imposes an absolute limit on total emissions. If
monitoring and enforcement are in order, the
emissions cap will be achieved. This is a very
strong and important property of cap-and-trade.
Effectiveness will only be a problem if emissions
are not adequately monitored or if noncompliance
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measures are not enforced. Emissions will then be
higher than intended by the legislator. However, if
the institutional capacity of a country is solid,
cap-and-trade will reach effectiveness.

Performance standard rate trading may have
a problem in reaching an absolute emission level
for the industry to which the relative standard
applies. As production and energy consumption
rise, the emissions of companies bound by the
emissions standard rise proportionally. This will
not change if tradable reduction credits are
added to the emissions standard. The only way
to circumvent this problem is by strengthening
the emissions standard. Firms could lobby
against such a sharper emission requirement,
unless the adjustment to the standard is
automatically made.

Project-based credit trading is likely to invoke
even stronger effectiveness concerns. There may
be several plausible ways to calculate the baseline
for emission reduction projects, in particular in
host countries where domestic climate change
policy is being developed or where such policy
is absent. The problem is that the baseline emis-
sions which would have occurred without the
project will never be known when the project is
implemented. Effectiveness can be undermined if
future emissions are overestimated by inflating the
baseline to claim more credits. This incentive is
strongest for the investor and host under the CDM
in developing countries that do not have
a nationwide emissions cap. Even if credits are
generated on the basis of genuine emission reduc-
tions achieved at the project location, emissions
may still increase in the CDM host country out-
side this location (Jepma and Munasinghe 1998).
The incentive to inflate the project baseline also
exists for legal entities involved in a JI project in
Eastern Europe, but not for the JI host party gov-
ernment with an assigned amount of emissions
under the Kyoto Protocol since this government
would run the risk of being in noncompliance by
transferring too many credits.

Efficiency
Efficiency refers to the pricing of emissions so
that consumers internalize the environmental
damage. Sometimes efficiency is interpreted
more modestly as cost-effectiveness, which is
about reaching the environmental targets at the
lowest possible cost.

Cap-and-trade has “superior” efficiency prop-
erties (Tietenberg et al. 1999). In an emissions
trading system based on emissions caps, each
emission unit has a price and reductions in these
units are profitable. From an efficiency point of
view, it does not matter whether the emission
allowances are allocated for free or sold at auc-
tion. If the company uses the free rights to cover
its emissions, so-called opportunity costs are asso-
ciated with them (Nentjes et al. 2002; Woerdman
et al. 2008). The company then foregoes the
opportunity to sell its allowances and misses
sales revenues. The opportunity costs constitute
a part of the cost price of the product. In a cap-and-
trade system, each unit of emission has a price.
Consequently, emission reductions in a cap-and-
trade system are profitable regardless of the
method by which they are achieved. It makes no
difference whether such a reduction is achieved
through cleaner exhaust gases, through cuts in
energy consumption, or by limiting production.
In a cap-and-trade scheme, there is an incentive to
examine all emission reduction possibilities and
to apply the least-cost option.

In a system of performance standard rate trad-
ing, companies that would have to make high
costs to achieve the emissions standard will
instead buy emission reductions from companies
able to comply with the emissions standard at
a lower cost. This improves cost-effectiveness,
but when one compares such tradable reduction
credits to cap-and-trade, then credit trading con-
tains an important inefficiency. Although the
emissions standard limits the emissions, the
emissions within the limits set by the emissions
standard remain without a price (Nentjes and
Woerdman 2012). When selling credits, the
received amount of money is equal to the sum
paid by companies that exceed the emissions stan-
dard to purchase the credits. Consequently, for the
group of companies as a whole, the cost of the
permitted emissions is nil. Pollution not exceed-
ing the relative standard is for free, and absolute
emissions are allowed to rise if production or
energy consumption increases.
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As a consequence, there is no incentive in
a performance standard rate trading system to
reduce emissions by economizing on fuel input
or by slowing production, because this does not
earn emission reduction credits. Such credits can
only be earned through reducing emissions per
unit of energy or output. Mandated emissions
released in producing the good have no price,
and therefore, their costs are not included in the
price of the product. The price of the product is
then too low, which leads to overconsumption.
The wider range of reduction possibilities in
a cap-and-trade system leads to lower total emis-
sion reduction costs than in a performance stan-
dard rate trading system (Dewees 2001; de Vries
et al. 2013).

An alternative, perhaps more simple way of
explaining the difference in efficiency properties
between cap-and-trade and credit trading is by
looking at the supply and demand of emission
rights (Woerdman 2004). If the economy grows
in a cap-and-trade scheme, the demand for allow-
ances increases, but the supply of allowances
remains constant as a result of the emission ceil-
ing. The emissions target will be achieved, and the
emissions scarcity is reflected in a higher price for
carbon-intensive products. If the economy grows
in a credit trading scheme, however, not just
demand but also supply of credits will increase
since companies do not have an emission ceiling
but have to observe an emissions standard. If an
energy-intensive company wants to expand pro-
duction, or if a newcomer enters the industry, it
thus has a right to new emissions. The conse-
quence is that the social costs of the extra emis-
sions are not fully reflected in the costs per unit of
product. Carbon-intensive products are therefore
priced too cheaply.

Project-based credit trading improves the cost-
effectiveness of reaching the emissions targets of
the investor, but certainly does not have the full-
blown efficiency properties of cap-and-trade
where each unit of emissions has a price. The
project-based variant of trading emissions also
suffers from relatively high transaction costs,
such as information costs, contract costs, and
enforcement costs. Projects such as those under
the JI or CDM framework usually require
pre-approval to check the environmental integrity
of the project baseline, thereby raising transaction
costs. Baseline standardization could improve
this, by means of developing business-as-usual
scenarios for several project types and regions,
so that it will not be necessary anymore to con-
struct a baseline for each individual project.

Acceptance
In order to be implemented, an emissions trading
scheme needs to be politically acceptable. If an
emissions trading scheme is not accepted by
a political majority (or by a powerful minority),
there will be no emissions trading scheme in the
first place.

With respect to acceptance, the emissions trad-
ing literature has mainly focused on acceptance by
companies (Dijkstra 1999). Performance standard
rate trading produces cost savings for both buyers
and sellers. The introduction of these credits, to
supplement an emissions standard, is therefore
likely to receive broad support from companies.
The sale by auction of emission rights under an
emissions cap is likely to be less acceptable for
companies, in particular for those firms that com-
pete on an international product market (Grubb
and Neuhoff 2006). Allocating allowances for
free basically has the same efficiency properties
as selling the allowances at auction (Hahn and
Stavins 2011).

Established companies that grow relatively fast
are aware that they will not be permitted to pro-
duce higher emissions under a cap-and-trade
scheme as they expand their production capacity.
For this reason, they do not only prefer free rights
above sale by auction, but they would rather opt
for performance standard rate trading. However,
companies that are able to cut emissions more
cheaply prefer cap-and-trade because the demand
for emissions in this system is higher than in
a credit trading scheme.

There is some literature that has also focused
on acceptance by politicians (Woerdman 2004).
Despite the efficiency advantages of allowance
trading, politicians are usually still somewhat
inclined to opt for credit trading. A political econ-
omy explanation is that credit trading has advan-
tages for certain interest groups, such as the
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energy-intensive industries which do not have to
purchase extra emission rights if they want to
expand their production. However, there are also
some advantages of credit trading for politicians
themselves. Allowance trading sets emission ceil-
ings via a rather “complex” process of allocating
environmental property rights, whereas credit
trading more “simply” uses existing environmen-
tal policy to calculate the tradable emission reduc-
tions. The “political transaction costs” (or start-up
costs) of allowance trading are relatively high
since it comes to replace existing environmental
policy, while credit trading builds increasingly on
extant policy, ineffective and inefficient as it may
be. Moreover, under allowance trading, a choice
must be made between auctioning allowances or
giving them away for free, whereas emissions are
always handed out for free under credit trading.

The acceptance of project-based emissions
trading depends on a number of things, including
the political desirability of an emissions cap, the
monitoring and enforcement capacities of the
administrative infrastructure, and the political
merit of using market-based instruments in the
first place. Countries that do not want to impose
an emissions cap on their industries now, for
instance, because they do not want to restrain
economic growth in order to fight poverty, will
not implement a cap-and-trade scheme. They are
also likely to prefer project-based emissions trad-
ing to performance standard rate trading, the latter
of which is more systematic in approach and thus
more demanding in terms of administrative infra-
structure. Governments that are critical of neolib-
eral market approaches are less likely to adopt any
of those emissions trading design variants,
although their views could change if they discover
that they can earn money from selling emission
rights. This attitude change has been witnessed for
many poor developing countries in the case of the
CDM under the Kyoto Protocol, for instance, in
Africa. Being opposed first to rich countries “buy-
ing their way out” of their reduction obligations,
poor African countries actually wanted to attract
more CDM projects later, as soon as it became
clear to them that such projects are lucrative and
that most projects were going to countries like
China where transaction costs are lower.
Emissions Trading Hybrids: The Case of
the EU ETS

The European Union Emissions Trading Scheme
(EU ETS) is a hybrid of the emissions trading
design variants discussed above (Nentjes and
Woerdman 2012). This regional carbon market
has been up and running since 2005 and targets
the power sector, a number of industrial sectors,
and the aviation sector. It covers 30 countries in
Europe and caps about 40% of their greenhouse gas
emissions. The EU ETS has a number of imple-
mentation problems (e.g., Faure and Peeters 2008;
Jarait_e et al. 2013; de Perthuis and Trotignon 2013;
van Zeben 2014), for which there is not enough
space here to treat them at length (for a recent
overview and analysis, see Woerdman 2015). One
of the causes of those implementation problems
(but certainly not the only one) is that the EU
ETS is a hybrid in at least two ways:

• By combining cap-and-trade with elements of
performance standard rate trading

• By allowing a limited import of credits gener-
ated from CDM projects

The first hybrid element of the EU ETS con-
cerns its new entrant and closure provisions,
which resemble those of a performance standard
rate trading scheme. In the textbook model of
cap-and-trade, new and growing firms have to
buy allowances from established companies or
from a government reserve. The EU ETS, how-
ever, allocates allowances free of charge to new-
comers as well as to industries expanding their
production capacity (in excess of 10%). This is
primarily the result of industry lobbying. More-
over, in the textbook model of cap-and-trade,
a company closing down a plant can sell the
allowances that remain. In the EU ETS, however,
allowances need to be surrendered in case of
installation closure or in case of significant decline
in production capacity. This was mainly desired
by politicians considering it unfair if firms would
keep their allowances in such cases. Unfortu-
nately, these credit-like rules lead to the following
inefficiencies (e.g., Ellerman 2007; Nentjes and
Woerdman 2012).
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If companies would keep their allowances in
case of closure, it would be more attractive to shut
down old, inefficient plants since the allowances
could then be sold. Since a company loses its
allowances under the EU ETS, however, the clo-
sure of dated, climate-unfriendly installations is
made less attractive, which is inefficient. More-
over, if (variable) production costs cannot be cov-
ered anymore, a company would normally shut
down its installations and leave the market. Since
a company will lose its allowances under the EU
ETS, however, an incentive is provided to com-
panies that make losses to maintain production
capacity in order to continue receiving free allow-
ances which can then be sold. Maintaining capac-
ity which is not deployed for production purposes
is inefficient. In addition, when newcomers or
expanding firms make calculations preceding
their capacity investment decision, they do not
have to take the market value of their allowances
into account because they get them for free. No
opportunity costs are attached to this because
allowances are surrendered in the event of plant
closure or decline in production capacity. Here the
allowances allocated for free act as credits when
deciding on production capacity, like in a system
of performance standard rate trading. Carbon
therefore remains unpriced when production
capacity is expanded, which is inefficient.

The second hybrid element of the EU ETS
concerns its possibility to import relatively cheap
credits generated from CDM projects to further
enhance cost-effectiveness. CDM credits can be
traded for EU allowances. To safeguard the effec-
tiveness of the scheme, however, the import of
CDM credits is quantitatively restricted for com-
panies (to 11% of their allocation in the period
2008–2012 or, for newcomers, to 4.5% of their
verified emissions during the period 2013–2020).
The reason for this quantitative restriction is two-
fold: the import of such credits increases the over-
all emissions cap and the environmental integrity
of project-based credits may be weaker than that
of allowances in a cap-and-trade system. There
are also qualitative restrictions as CDM credits are
not allowed to be imported from nuclear energy
projects, reforestation activities, or projects
involving the destruction of industrial gases.
Summary

Emissions trading is a market-based instrument to
achieve environmental targets in a cost-effective
way by allowing legal entities to buy and sell
emission rights. There are three basic design var-
iants of emissions trading: cap-and-trade
(allowance trading), performance standard rate
trading (credit trading), and project-based credit
trading (such as domestic offsets, JI, and the
CDM). In practice, emissions trading schemes
can be hybrids of these design variants.

Cap-and-trade is effective in reducing absolute
emission levels because it operates under an abso-
lute emissions cap. Cap-and-trade is also efficient,
since each unit of emissions has a price. When
emissions start to rise in a performance standard
rate trading scheme, however, an absolute emis-
sion level can only be achieved if the emissions
standard is strengthened. An inefficiency of per-
formance standard rate trading is that not every
unit of emissions has a price. Moreover, as
opposed to cap-and-trade, there is no incentive
to reduce emissions by economizing on fuel
input or by slowing production. Project-based
credit trading is less systematic and more ad hoc
due to its project focus. This also entails relatively
high transaction costs, although standardizing
baselines for several project types and regions
helps to reduce those costs.

Firms will generally lobby in favor of free
emission rights based on performance standard
rate trading. Various politicians also tend to
favor such tradable credits if this builds upon
already existing direct regulation. As a result,
emissions trading schemes sometimes become
inefficient hybrids of the design variants
discussed above, such as the EU ETS.

Nevertheless, those politicians that want to
reach an absolute emission level at the lowest
possible cost favor cap-and-trade. The current
international dissemination and intended linking
of cap-and-trade schemes underlines the growing
relevance of emissions trading. Future research on
the design elements and implementation problems
of real-life emissions trading schemes could help
to improve their effectiveness, efficiency, and
acceptance.
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research is to make a contribution to all subjects
and phenomena that are of interest to legal
scholars and for which no methods have previ-
ously been available. The use of empirical
methods in legal science can therefore lead to
results that cannot be achieved by traditional law
research with the methods at its disposal. The
ultimate aim of the approach is to contribute to a
systematic understanding of our legal system
based on empirical data.

In empirical analysis research methods from
the social sciences are used to examine research
questions in the legal sciences in order to study the
operative and functional aspects of the law and
their effects (Baldwin and Davis 2003, p. 880).
The increasing trend toward testing hypotheses
and questions has been described as “the next
big thing” in legal science (George 2005,
p. 142), even as a revolution (Ho and Kramer
2013) whose significance has as yet been
underestimated (Gordon 1993, p. 2085).

In the USA the research approaches of the
social sciences first began to take on greater sig-
nificance in connection with legal realism. Legal
realism grew up in the 1930s and 1940s, mainly in
the USA, and was characterized especially by the
use of interdisciplinary methods borrowed from
the social sciences (Eisenberg 2011, p. 1720). In
legal realism it was, for example, assumed that
judges’ decisions were determined not only by
laws, precedents, and general legal principles but
also by the judges’ social backgrounds and polit-
ical convictions (Baldwin and Davis 2003,
p. 882). For example, social scientific methods
were needed to be able to analyze judges’ verdicts
from this viewpoint. Since these methods are
often empirical, legal realism introduced the
empirical paradigm into the legal sciences for the
first time. However, these early empirical research
efforts remained few and far between, and thus
legal realism fell short of its empirical potential.
Because legal realism brought the empirical
approaches into the legal sciences and thus pre-
pared a basis for their acceptance, it is seen as the
trailblazer of empirical research in the legal sci-
ences (George 2005, pp. 144–145).

Since the beginning of this century, the main
country in which empirical legal research has
been practiced to any great extent is the USA
(George 2005, pp. 141–142). Today it has a wide
forum (Eisenberg 2011, pp. 1713–1714) in a num-
ber of journals with international repute (e.g., the
Journal of Empirical Legal Studies, the Journal of
Legal Studies, the Journal of Law and Economics,
and the European Journal of Law and Econom-
ics), at conferences (e.g., the Annual Conference
on Empirical Legal Studies and the Annual Con-
ference of the European Association of Law and
Economics), academic societies (e.g., the Society
for Empirical Legal Studies, the American Law
and Economics Association, the European Asso-
ciation of Law and Economics), and university
research centers (e.g., the University of California
at Berkeley – Center for the Study of Law
and Society; University of California, Los
Angeles – School of Law Empirical Research
Group; and Hamburg University – Institute of
Law and Economics, Germany). It appears likely
that its initial rapid growth will continue in the
future. The success of empirical methods in the
legal sciences is partially due to the fact that it
brings together scholars from several different
disciplines who have been working independently
of each other on different aspects of the legal
system, e.g., the sociology of law (“Law and
Society”) and the economic analysis of law
(“Law and Economics”). This promotes interdis-
ciplinary legal research (Eisenberg 2011,
pp. 1719–1720 and 1722–1724).

The common goal of these different disciplines
is to develop a systematic understanding of the
legal system based on empirical data (Eisenberg
2011, p. 1720). The issues covered by this
research are broad. The main focus is on analyz-
ing how legislators enact and implement legal
regulations and how these regulations affect the
behavior of those to whom they are applied (Ulen
2008, p. 74). Empirical legal research strives as far
as possible to make a contribution to all issues and
phenomena which, while they are of importance
for lawyers, have not previously been empirically
investigable because of the lack of methods
(Suchman 2006, p. 2).

The development of empirical legal research as
an independent field of legal science is sometimes
seen as a response to the fact that traditional
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scholars of legal doctrine neglected to do empiri-
cal research on the actual functioning of the legal
system (Eisenberg 2011, pp. 1734–1735). On this
view, as a result of the lack of empirical data on
our legal systems, many of the theories, assump-
tions, and prognoses on which traditional legal
research has been based, either implicitly or
explicitly (Ho and Kramer 2013, p. 1202), have
been left without empirical support and therefore
remain vague. Moreover, as a result of this
neglect, the actors involved in the legal system
such as the courts, parties to actions, lawyers,
political decision-makers, and society in general
are only insufficiently informed about the func-
tional aspects of the legal system (Eisenberg
2011, pp. 1736–1737). Empirical legal research
can be seen as an attempt to remedy this state of
affairs.
The Contribution of Empirical Analysis
to Legal Science

The use of empirical methods in the legal sciences
can lead to insights that traditional legal research
is unable to achieve with its methods. In this
section the limitations of empirical research will
be discussed. For reasons of space only a few
central aspects will be highlighted.

Objectivity and Value Freedom
Economists and empiricists working in the legal
sciences frequently adopt the view, which origi-
nated in the natural sciences, that empirical
research is objective and can thus be value-free
(Friedman 1953, p. 3; see also Sen 1981). How-
ever, it is highly doubtful whether it is really
possible in the context of economics and the social
sciences to explain, analyze, and interpret data in a
value-free way. If we assume that it is not possi-
ble, this empiricist view reduces the value of
empirical research for institutions, decision-
makers, and politics (Hausman and McPherson
2006). This may also apply to the legal sciences
since this view may result in a neglect of moral
and ethical issues. Empirical research data would
then be of little use to legal scholars (Hausman
and McPherson 2006, pp. 291–308). Thus the
support provided by empirical research for finding
solutions to normative issues, which requires a
weighing up of philosophical and ethical argu-
ments, is limited (Lawless et al. 2010, p. 21).

Qualitative and Quantitative Research
Approaches
Since empirical legal science is mainly US based,
it uses almost exclusively quantitative research
methods, i.e., methods which are used to analyze
statistical data (Suchman 2006, p. 2; Chambliss
2008, pp. 25–26). To date qualitative research
methods, which are widespread in the social sci-
ences in Europe and are employed to evaluate data
from sources such as texts and audio and video
and other forms of visual material, have not
played such an important role (Baldwin and
Davis 2003, pp. 891–892). One reason for this
neglect is that in the USA empirical legal science
is closely allied to the economic analysis of law
(“Law and Economics”). This movement origi-
nated in economics which, unlike other social
sciences, does not use qualitative research
methods on principle, since they are seen as
being too “soft,” i.e., not sufficiently objective.
Since in Europe the sociology of law has tradi-
tionally played an important role, its quantitative
orientation may have constituted an additional
barrier to the spread of empirical analysis in
Europe (Posner 1997, pp. 5–6).
Methodological Problems and
Oversimplification of the Complexity of
Legal Issues

Like all interdisciplinary research approaches,
research in empirical legal science requires a
high level of specialized knowledge of the various
scientific disciplines. The fact that legal scholars
need to acquire the methodological know-how
of the social sciences (Eisenberg 2011,
pp. 1728–1729) and social scientists, the detailed
knowledge that legal scholars have of the func-
tioning of the legal system (Baldwin and Davis
2003, p. 883) results in two main problems for
empirical analysis. These are the methodological
problems of empirical research and the problem of
reducing legal complexity. Both problem areas are
briefly described below.
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Methodologically, empirical legal science is
criticized for being of lower-than-average quality,
although it can be doubted whether the standards
of other forms of (interdisciplinary) research are
actually any higher. The reasons for such method-
ological problems vary. They frequently arise
from the incorrect use of methods adopted from
the social sciences or from flawed research
designs. In order to counteract these problems,
empirical legal science needs to develop its own
methodological discourse. In the long term
this could promote a sustainable awareness of
methods and thus improve the quality of empirical
analysis (Eisenberg 2011, pp. 1730–1731). Some
of the traditional publications of legal science,
e.g., in the USA the student-edited law journals
and in Europe-edited volumes, may not really be
suitable for ensuring the methodological quality
of the empirical studies submitted for publication
(Chambliss 2008, pp. 26–28).

Another criticism frequently leveled at the
empirical legal approach is that they reduce the
complexity of legal issues (Baldwin and Davis
2003, p. 883). Such reduction is foreign to classi-
cal legal scholars, since it is not required for their
traditional methods. However, if the behavior of
relevance to law is to be investigated with suffi-
cient methodological rigor in empirical studies, it
is often unavoidable. Thus the decision as to what
extent basic legal conditions should be taken into
account in an empirical study is of substantial
importance. If the legal facts are oversimplified
in the interests of methodological stringency, the
results of such research can have little relevance
for legal science. In order to avoid this, it is nec-
essary first to present the legal issue to be exam-
ined in its full complexity. Only then can the
complexity be reduced as required. Care must
be taken to fully inform the recipient of the
research results of this reduction (Faust 2006,
pp. 849–850). If the complexity is reduced in
accordance with these requirements, this usually
satisfies the demands of legal science, particularly
since it is rare for the results of empirical research
to replace legal discourse; as a rule they merely
provide an additional perspective.

Finally, it is important to be aware that there are
areas of legal science in which such reductions in
complexity are not possible and which cannot
therefore be investigated by means of quantifying
methods. Even technically well-implemented
empirical projects must fail when their subject
matter is of an ethical and moral nature. Here it
can be perturbing if issues that cannot be quanti-
fied are more or less uncritically functionalized. It
is the task of discourse in legal science to critically
assess the value of such research.
Future Directions

In continental Europe empirical legal research is
currently less widespread than in the English-
speaking countries, and many obstacles to its
gaining more acceptance still need to be over-
come. Legal scholars who have no basic knowl-
edge of the empirical research methods required
may initially find it disturbing that the utility and
scope of such research efforts in the legal sciences
have often not been sufficiently clearly defined
(Hull 1989, p. 915). Moreover, since it is often
seen as being closely linked to economics, legal
scholars sometimes think that empirical legal sci-
ence is theoretical and abstract, naively function-
alist, or politically conservative. Today these
preconceptions can no longer be considered justi-
fied (Klerman 2002, p. 1167). Empirical analysis
can contribute to a systematic, empirically based
understanding of our legal system. It can therefore
be assumed that it will play an increasing role in
the future, not only in the English-speaking coun-
tries but also in continental Europe and other
non-English-speaking countries.
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Synonyms

Economic analysis of judicial decisions; Judicial
behavior; Judicial decision-making
Definition

Evidence shows that, contrary to what believed
traditional legal theorists, judges when making
decisions are not merely making a pure exercise
of interpretation of the law. They are influenced by
factors such as panel composition, material and
nonmaterial benefits, pressure groups, etc., and
may follow distinct trends. This chapter presents
some models that explain judicial behavior or
judicial decisions. Recent (and not so recent)
empirical literature has been providing a rich
debate in this still recent discussion.
Introduction: Why Care? Judicial
Outcomes and Economic Performance
If judges have a substantial amount of discretion
in deciding cases, then it is important to know the
motives and the value systems which influence their
exercise of discretion. (C. Hermann Pritchett 1968)

Coase (1960) taught us that courts and court
outcomes – i.e., judicial decisions – impact the
economy. Several other authors have also shown
empirically that while well-functioning courts pro-
vide proper environment for productive activities,
guarantee contract enforcement, and reduce uncer-
tainties in the economy, malfunctioning courts may
deter growth, investments, job creation, and increase
insecurity (e.g., Weder 1995; Sherwood 2004).
Since judicial decisions are courts’ main “product,”
evaluating “how judges judge” and “what explains
judges’ decision making” becomes a crucial task.

Although this is a complex job, which has
recently been aided by studies in fields such as
cognitive sciences and empirical psychology,
scholars of different backgrounds (political sci-
ences, law, economics, sociology, etc.) have
been debating about this topic for several decades.
Pritchett (1968) accounts Charles G. Haines as
being one of the pioneers in the study of judicial
behavior, with the publication of “General Obser-
vations on the Effects of Personal, Political, and
Economic Influences in the Decisions of Judges”
in a 1922 edition of the Illinois Law Review.
Pritchett himself is considered by many, one of
the original creators’ of this field (Epstein 2016).
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From the View of Judicial Decisions as
Pure Interpretations of Law to Richard
Posner’s Nine Theories of Judicial
Behavior

One frequent concern among judicial behavior
scholars is whether judges are influenced by their
preconceptions or ideologies. A long debate over
this issue – and not yet finished – puts legalists in
one side and realists in the other. Adepts of legal-
ism would argue that when judges judge, they are
purely interpreting the law, in the best manner they
can; therefore, bringing law into life is the main
judicial job. Realists, on the other hand, do not
believe there is a unique and certain manner to
interpret the law. Each judge, when deciding, is
unavoidably influenced by prior beliefs, prior per-
sonal and/or professional experiences – even if
they try to strictly follow legal rules. This all may
be called one’s ideology. Realist scholars then are
mainly interested in creating good and accurate
measures of judges’ ideology.

Adept of the realist view of judicial behavior,
Posner (2008) would explain judges’ personal
attitudes in terms of “Bayesian preferences,” as
defined by Bayes statistical theorem: it shows that
future probabilities of a certain kind of behavior –
or decision – may be explained by former proba-
bilities of that same behavior. Thus, in order to
predict the occurrence of a certain type of behav-
ior/decision by a judge, researchers should evalu-
ate how was his/her decision in the past.

Besides that, Posner summarized and further
developed years of theorization in judicial behav-
ior. The author categorized nine theories of judi-
cial behavior: Attitudinal, Strategic, Sociological,
Psychological, Economic, Organizational, Prag-
matic, Phenomenological, and Legalist.

Attitudinal: The attitudinal theory explains that
judges’ decisions are mainly reflections of their
political preferences or what it is called political
ideology.

Strategic: The strategic theory argues that
judges’ decisions reflect their preoccupations
with external factors, such as opinions and pres-
sures coming from peers, other political powers,
and the rest of society (public opinion, media,
interest groups, etc.).
Sociological: This theory is focused on smaller
judging groups and explains why factors such as
panel and voting compositions do affect judicial
decision.

Psychological: The psychological theory
focuses on explaining how one’s preconceptions
influence decision-making in circumstances under
uncertainty. As Posner poses, legal systems, espe-
cially (but not only) the one in the USA, is funda-
mentally characterized by uncertain events, facts,
and information.

Economic: The economic theory presents
judges as rational, utility maximizers, who con-
stantly behave in response to incentives and con-
straints. In this case, utility maximizing may be
related to desire for leisure, promotion, good rep-
utation, or even, internal feeling of satisfaction.
Thus, the economic model may also encompass
the strategic and the sociological theories of judi-
cial behavior.

Organizational: The so-called agent-principal
problem is the basis of the organizational theory.
Mainly, this model considers judges as agents of a
principal (the government) and seeks to explain
judicial decisions under this perspective.

Pragmatic: The pragmatic model explains that
judges are concerned with and do consider the
consequences of their decisions. It is also known
as the consequentialism approach of judicial
decision-making.

Phenomenological: Posner explains that “phe-
nomenology studies first-person consciousness –
experience as it presents itself to the conscious
mind” (p. 40), so this theory relates to the self-
consciousness of judges when judging.

Legalist: As briefly explained above, legal-
ism views judicial decision-making as a “pure”
interpretation of the law. Legalists believe that
judges when deciding at courts are solely
impacted by their effort to apply the law, not
being disturbed by other influences, especially,
any personal preferences or preconceptions of
any kind.

Due to the complexity of the phenomenon of
judicial decision-making, Posner recognizes that
there is no single theory able to explain it entirely.
Therefore, the theories above are, actually, com-
plementary and not substitutes.
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This entry adopts some of these perspectives
(e.g., attitudinal, economic) and less others (e.g.,
phenomenological, legalist). In subsequent sec-
tions, we provide references for empirical evi-
dence corroborating some of these theories,
especially the Attitudinal, the Strategic, and the
Sociological.
Common Law Versus Civil Law: Unified
or Different Models for Judicial
Decision?

Early literature on judicial decisions was based on
common law systems, as it happened with most of
the literature on economic analysis of law. Yet, the
analysis of judicial decisions has no absolute
boundaries across different legal systems. The
reason is simple. Judges judge lawsuits, no matter
where, or under which system. In modern days,
even common law judges follow constitutions
and statutes, and civil law judges, not rarely,
adhere to precedents (some instances in manda-
tory, or quasi-mandatory manner – as lower
court judges following higher courts – and some
other instances voluntarily). As Schneider (2005)
poses, it is unreasonable to believe, as orthodox
legal theory assumes, that civil-law courts only
apply the law coming from the legislature.
Because of that, “propositions asserting substan-
tial differences between common-law and civil-
law systems may be overstated” (p. 139).

Thus, one can infer that judicial decision-
making may be analyzed as one single phenome-
non, independently of the locus where it happens.
This does not mean that one might not eventually
find out that the outcomes of judicial decisions
differ from one country to another or from one
system to the other. It may also be possible to find
out that judges do have different tendencies in
their judicial making depending on where they
are. For instances, one might conclude that judges
in some countries tend to be more sensitive to
“social issues,” such as inequality and wealth
distribution and that their decisions reflect these
concerns. Yet, these results are related to the dif-
ferent variables affecting the process of judicial
decision; it does not mean that there are different
models of judicial decision, one for each legal
system. It is also not true that judges, when faced
to similar incentives or constraints, behave dif-
ferently according to their legal origin. As the
literature shows, different modes of judicial
behavior are caused by different constraints
and incentives which judges are faced to. The
different models used to explain judicial behav-
ior, as proposed by Posner’s “Nine Theories of
Judicial Behavior,” described above, illustrate
this idea.
Some Early Literature on Judicial
Behavior and Decision-Making

Focusing on the US Supreme Court, and begin-
ning in 1940s, Pritchett developed several empir-
ical methodologies for the analysis of judicial
behavior, among them, “bloc analysis” and “atti-
tude analysis.” While later the author himself
considered the first one “a rather primitive device”
(1968, p. 499), it was a very useful tool for the
evaluation of Justices’ voting patterns in non-
unanimous decisions. Based on observations for
more than 20 years, Pritchett found evidence of
persistent divergences between Justices based on
ideological differences. Along with “bloc analy-
sis,” the author employed “attitude analysis.” It
was one of the first attempts ever in the literature
to include personal characteristics – or “personal
policy attitudes” – as determinants of stronger
than average voting patterns by the Justices.
Pritchett’ main hypothesis was that judges are
influenced by their personal ideologies, and their
decisions at courts are not mere interpretations of
the “letters of the law.” This methodology, which
employed a “box score” to register Justices’ atti-
tude, became a classical reference in the literature
of empirical analysis of judicial decisions.

Tate (1983) created a compendium of different
methodologies applied in different studies. His
analysis encompassed qualitative and quantitative
approaches and was complemented with critical
comments. At that time, the author showed opti-
mism in the potentials of “standard statistical
methods such as regression analysis” for the
study of judicial behavior (p. 74).
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Fon and Parisi (2006) developed a dynamic
theoretical model to explain judicial decision
making in civil law systems. Their focus was not
on judges as individuals, but on the result of their
action, i.e., decisions and precedents. The authors
evaluated the circumstances under which legal
rules may be consolidated or may be corroded at
courts. In their model, external shocks usually
push the system into a dynamic trend, pulling it
away or towards the point of consolidation of
rules. In turn, institutional threshold of jurispru-
dence constante played a crucial role in the defi-
nition of this dynamic path.
Factors Impacting Judicial Decision:
Empirical Evidence

Several factors may affect judicial decision,
besides the manner by which judges interpret the
law (as legalists would argue). Those would
include internal factors (such as one’s ideology)
and external factors (such as pressures from public
opinion); some may change throughout one’s
career (again, ideology would be an example,
though here we are speaking of ideology in a
broad sense), and others are constant for a certain
individual (such as gender or race). The outcome –
i.e., how judges effectively judge – is a combina-
tion of all those factors, and no single one explains
it all, all the time. For this reason, empirically
measuring the impact of a certain factor is not
an easy task. Luckily, much has been advanced
in the last decades. Let us review some literature
on these.

Ideology
“How much ideology affect judicial decisions” is
one of the most common themes in empirical
analysis of judicial behavior. Since the 1st half
of the twentieth century, Pritchett succeeded in
finding evidence that US Supreme Court Justices
were influenced by political ideologies when
judging (as before). This is what Posner called
“the attitudinal theory,” which “deploys. . . highly
developed apparatus to determine the extent
to which actual judicial decisions reflect the atti-
tudes or ‘ideology’ of the judge rather than the
dictates of the ‘law’” (Cameron and Kornhauser
2017, p. 536).

As proponents of this theory, Epstein, Landes,
and Posner (ELP 2013) point to the fact that there
are ex ante and ex post measures of judges’ polit-
ical ideology. For Supreme Court Justices, the
most common ex ante measure is the party of the
nominating President. But since nominations
must be approved by the Senate (and this is true
for many countries), some scholars have also
used measures of senatorial influence to capture
Justices’ ideology. Others have used editorials of
influential newspaper to capture US Supreme
Court nominees’ ex ante ideological profile. Ex
post measures, as one would expect, are based
on evaluations of Justices’ and judges’ votes,
speeches, and articles. Researchers usually com-
bine qualitative and quantitative analysis of
written and oral material produced to infer one’s
ideological inclinations. ELP (2013) show that
“judicial self-restraint [on personal ideology] has
long been in decline [since the 1960s]” for US
Supreme Court Justices. In other words, the
impact of ideology has been growing over time.
For other courts in the USA, the authors indicate
that ideology also plays a role, although in weaker
magnitudes. This means that ideology has propor-
tionally more influence at the top of the judicial
hierarchy (Cameron and Kornhauser 2017).

Supreme Courts outside the USA seem also
to be influenced by ideology in their judicial
decisions. Yeung and Azevedo (2015) use a set
of approximately 1700 decisions of the STJ
(Superior Tribunal de Justiça), one of the two
supreme courts in Brazil (being STJ decisions
eventually appealable to STF, the Federal
Supreme Court). Their original objective was to
evaluate whether this court tended to favor small
debtors in contractual disputes involving financial
institutions. There is widespread anecdotal evi-
dence that Brazilian courts favor weaker parties
and disfavor banks. As an overall result, the
authors did not confirm this popular belief. Yet,
when analyzing specific variables, evidence of
ideological decision emerges. For instances, Jus-
tices at the STJ decide differently depending on
who stands as the defendant party: if an individual
appear as defendant, the debtor tend to be favored
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in a significant manner, as compared to the
instances in which an enterprise appear as defen-
dant. Justices seems to believe that, faced with
financial institutions, individuals need more pro-
tection by the law than enterprises do.

Another evidence of ideology was assessed
indirectly in this study. Being an appellate
supreme court, STJ receives cases from 2nd
degree state courts from all over the country.
The authors measured whether there was any
“regional factor” affecting STJ decisions. The
only state with a significant result was the
Brazilian southernmost state, Rio Grande do Sul:
cases with that origin were consistently reformed
by the STJ Justices, and in the direction of
disfavoring debtors. It was clear that they used
their power to “correct” some pro debtor trend by
the Southern judges. Curiously, there is a long
lasting theoretical discussion behind this fact: his-
torically, the state of Rio Grande do Sul has been
known as the birthplace of a judicial movement
called Associação dos Juízes para a Democracia
(“Association of Judges for Democracy”), whose
main goal is to promote “social justice,” or more
precisely, wealth redistribution, by means of the
Judiciary. Judges from that state are known to be
adepts to this movement and, for this reason, to
be more sympathetic to “social issues,” and less
favorable to the “big capital,” as banks and big
enterprises. Ideological influences on their deci-
sions are not only undisguised, but in fact, a clear
statement. In this sense, Yeung and Azevedo’s
results find evidence of two ideological impacts:
one by judges in the state of Rio Grande do Sul,
which is pro debtor, and the other, by the Justices
at STJ, overall regarding the southern judges as
“biased.” Both results were consistent and statis-
tically significant.

Further effects have been observed in Justices’
ideologic profiles. ELP (2013) distinguish two
phenomena: the ideological drift, and the ideolog-
ical divergence. The former captures changes in a
Justice’s ex ante ideology since his/her appoint-
ment to the Supreme Court. The second refers to
changes in the Justice’s ideology compared to the
ideology of the nominating President. This effect
explains why Justices may, sometimes, vote dif-
ferent to what is expected. Ideological divergence
may happen gradually (i.e., Justices start at the
Supreme Court much aligned with their nominat-
ing President, but then divergence increase due
throughout the time), or it may exist since the
beginning of a nominee’s career at the Supreme
Court. In this case, it may be caused by the Pres-
ident’s lack of information about the nominee’s
profile, or it may happen because the President
had other political compromises when nominating
the Justice, which were unrelated to ideological
positions.

Abundant are theories and empirical evidence
of ideology impacts on judicial decision-making;
it is not the only factor explaining judges’ behav-
ior. It would be naïve to believe that judges, even
Supreme Court Justice, would be able to use their
discretionary power to entirely (and only to) pur-
sue their personal ideologies. Several other con-
straints curtail these motives.

Gender
The impact of a judge’s gender on judicial deci-
sion has also been studied in several studies; as
before, we bring a short selection.

Peresie (2005) finds judges’ gender as an
impacting factor on decisions at USA appellate
courts on disputes over sexual harassment and sex
discrimination. Gender acts as a direct impact
factor – i.e., female judges favor more frequently
the victims of discrimination – and as an indirect
factor, through peer effect on panels – i.e., female
judges do influence their male counterparts when
judging such cases. Peresie finds that panels with
female judges tend to favor alleged victims twice
as often as panels with only male judges. In this
study, gender was more impacting than ideology
on judicial decisions.

Farhang and Wawro (2004) find a strong panel
effect by women, i.e., female judges tend to influ-
ence their male colleagues in the panels. Yet, they
find that a second woman on the panel does not
have the same effect as the first one. These authors
also try to find evidence of race impact, but –
differently to the gender factor – they find none,
although they are cautious to interpret this latest
result.

Boyd et al. (2010) employ propensity score
matching and also find significant gender impact
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in sex discrimination disputes. Here, as in Peresie
(2005), impacts occur both directly (on individual
female judges) and indirectly (on male counter-
parts in panels). Although the authors analyzed
13 types of judicial disputes, only those on sex
discrimination were significantly impacted by the
judges’ gender. Within their list of analysis, there
were other types of disputes that are usually gen-
der sensitive, such as abortion and sexual harass-
ment, but on no other issue had gender significant
impact.

Other studies bring similar evidence for courts
outside the USA. King and Greening (2007)
analyzed decisions by the International Criminal
Tribunal on cases of sexual assault in former
Yugoslavia. They found that female judges tend
to punish more severely defendants who assaulted
women – in what constitutes a “gender solidarity”
between judges and victims. This solidarity seems
also to be present when all-male panels analyzed
cases involving male victims: sentences for these
cases were more than 100 months lengthier than
those in which there was at least one female judge
on the panel. In France, under the context of child
support orders, Bourreau-Dubois et al. (2014) find
that when the parents’ average offer is reasonable,
female judges tend to be more generous than male
judges.

Grezzana and Ponczek (2012) analyzed more
than 90,000 labor disputes at the Brazilian Supe-
rior Labor Court. Overall, the authors find no
evidence of gender impact. However, once
they control for the object of dispute, impact is
evident for cases such as “wage equalization” and
“employment and union link.” Under these cir-
cumstances, female judges tend to favor female
litigants (workers), whereas male judges tend to
favor male ones. Again, there seem to be some
kind of “gender solidarity” between judges and
litigants in the Brazilian Superior Labor Court.

Why would judges’ gender have impact on
the manner by which they decide? Based on
previous literature, Boyd et al. (2010) draw
4 accounts affecting judging, either individually
or in groups (panels). First, different voice is the
manifestation of the differences that male and
female individuals see and analyze the world
and society; basically, this is the individual
perspective of things, particularly here, of the
cases disputed at courts. Representational account
is the manifestation of female judges seeing them-
selves as representatives of all female individuals
in society, and specifically, of female litigants in
disputes. Female judges would decide in favor of
women in cases where there are particular inter-
ests for the whole class of women in society.
Third, informational account posits female judges
as having more information that would be valu-
able for resolving the dispute. Under such circum-
stances, their male counterparts would benefit
from this privileged information, and the effect
will be channeled through the panel voting. Last,
organizational account will actually oversee the
gender impact on judicial decisions; the view here
is that professional training and institutional rules
in the Judiciary are clear and similar enough
to minimize any significant differences between
male and female judges. All these accounts have
been explored, tested, and analyzed by a rich
literature on this topic Boyd et al. (2010) provide
detailed references on each of these approaches.

Besides gender, there are other factors affect-
ing judicial decisions, which are related to minor-
ity groups such as race, ethnicity, religious group,
and social background, among others (e.g., an
interesting piece of work by Schwartz and
Murchison 2016, on the impacts of ethnicity-
nationality at the Constitutional Court of Bosnia-
Herzegovina). Due to the limitations of this
chapter, we will leave these topics undiscussed,
despite their undoubtful importance as the empir-
ical literature on judicial behavior has already
shown.

Voting Panels, Composition, and “Peer Effect”
Before, we have seen some accounts of how panel
composition at courts affect judges’ voting
patterns. Social psychologists and behaviorists
have long studied the effects of peer pressure in
organizations, mostly enterprises, and one would
expect – and actually observe – the same happen-
ing in public and political organizations, such as
courts (and the Congress, etc.).

Epstein, Landes, and Posner (ELP 2013) have
a theoretical explanation for the occurrence of
panel composition effect, and they test it. Panels
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may decide unanimously – when there is no dis-
senting vote – or non-unanimously –when there is
dissent. ELP explains that there are costs and
benefits of dissenting, and not rarely the former
supersede the latter. Costs of dissenting include
writing the dissenting opinion, disagreeing with
colleagues, and reputational costs infringed on the
other members of the panel. All these create dis-
sent aversion and, consequently, one will avoid
disagreeing on minor issues – specifically techni-
cal ones – and dissent more frequently will be
caused by ideological disagreements, which are
more difficult to resolve by discussion and com-
promise. ELP (2013) show evidence of this effect
for the US Supreme Court from years 1953 to
2008. For other lower courts, the authors predict
more dissent when an appeal is being reversed
(dissenter has ally in the district court), and less
dissent in smaller courts of appeals (judges sit
together more frequently, making dissent much
costlier). The authors also predict that dissent
will be inversely proportional to the court’s work-
load, i.e., the busier judges are, the less they will
dissent. Historical evidence from the US Supreme
Court and the Courts of Appeals corroborates the
authors’ predictions. ELP also find that the pres-
ence of dissent impact on the length of written
voting: majority opinions are longer if there is one
dissenting member on the panel, and still longer if
there is more than one. Apparently, more words
are necessary to justify an opinion when it is faced
with opposition. Finally, the authors link the fre-
quency of dissent to one’s career: federal judges in
the USA tend to dissent more during the first half
of their active lives.

Voting panels may also potentialize some
other factors, for instances, political ideology.
As observed by Sunstein et al. (2006, apud ELP
2013), judges appointed by Republican Presidents
decide against affirmative action cases more
often than those appointed by Democratic Presi-
dents; yet, the frequency is much higher for full-
Republican panels and much lower for full-
Democratic ones. For the gender factor, similar
peer effect is observed: all-female panels tend to
favor female litigants and the opposite for all-male
panels on male litigants (as shown above).
However, sometimes, panels may attenuate or
even reverse ideology impact. Studies have
found evidence of liberal judges deciding in
more conservative manner on panels than they
would otherwise do, and the contrary to conser-
vative judges (check on ELP 2013, chapter 2).

Outside the USA, Smyth (2005) studied the
pattern of dissent on the Australian High Court.
He finds evidence for dissent caused by diverging
political ideology, but no evidence of relation
between caseload and dissent rate. As to a judges’
active career, Smyth finds evidence of increasing
dissent rate throughout the time, a diverging result
to what ELP have shown for the USA.

Related to peer effects, some interesting
literature on the influence of social norms on
judicial behavior may also be accounted for.
Using an analytical approach, Harnay and
Marciano (2004) build up a model in which they
show that judicial behavior is not entirely a prod-
uct of individual calculation; instead, it reflects
the interactions in a system where judges do care
about what other professionals in the community
think and do and have desires for certain degree of
conformity. In other words, they show evidence
that judicial behavior cannot be explained solely
by the economic theory from Posner, but also by
elements of the strategic theory. This “tendency to
conform” to precedents by a particular judge is a
result of a cost-benefit analysis: he/she analyzes
the expected gains of deviation versus the gains of
compliance with the precedents and does that
at the private and professional levels. This,
according to the authors, explains why judges
behave in conformity to precedents under certain
circumstances and deviate under others.

External Pressures: Media, Popular Opinion,
and Interest Groups
Besides the effect exerted by peers in voting
panels as discussed above, there are other
sources of external factors that might influence
judicial decisions. Media and popular opinion
have always restrained, somehow, public agents’
behavior; yet, the intensity of this impact has
grown exponentially with the modernization of
telecommunication technology. In some countries,
Supreme Court voting sessions are broadcast live
on TV channels. Although average citizens can
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rarely comprehend thematters discussed at courts –
and especially high courts – due to their complexity
and technicality, from times to times Justices’ deci-
sions are in the spotlight, highlighted on the front
pages of newspapers, in the evening TV shows, and
discussed by lay citizens. Thus, even judges who
are not directly elected feel, somehow, constrained
by what society has to say about the outcomes of
their work. As Epstein and Kobylka (1992) pose:
“Most modern Court decisions reflect public opin-
ion. When a clear-cut poll majority or plurality
exists, over three-fifths of the Court’s decisions
reflect the polls. By all arguable evidence the mod-
ern SupremeCourt appears to reflect public opinion
as accurately as other policy makers” (p. 24).

Organized interest groups may also exert con-
siderable impact on judicial decisions; although
not new – at least in the North-American context –
this is a phenomenon that has grown recently, and
that is still not well understood (Epstein and
Kobylka 1992).

Empirical literature on the effects of media,
public opinion, and interest groups on judicial
decision is also vast and growing. Due to its
higher exposure and its greater impact on the
rest of society, studies of this kind have mainly
focused on supreme courts. Casillas et al. (2011)
find significant influence of public opinion on the
US Supreme Court decisions and more impacting
in nonsalient cases (because in salient cases, there
are high stakes in following legalistic consider-
ations and/or personal ideologies). The authors
measure the costs that the Supreme Court incurred
by ignoring public opinion in nonsalient cases
during the period of 1970s to year 2000. Giles
et al. (2008) follow the same direction and, even
though they are more cautious about the existence
of direct impacts of public opinion on Supreme
Court outcomes, they do assert that there is evi-
dence of causality on Justices’ voting.

Epstein and Martin (2010) also find evidence
that Supreme Court decisions are, to a certain
degree, aligned with public opinion. Besides the
usual explanation that Justices care about their
reputation and society’s approval, Epstein and
Martin argue that the alliance may occur because
Justices are themselves part of society and of the
public. Thus, in this case, they are actually
deciding based on their personal ideologies, and
not only as a reflection of external preferences. It
would not be easy to empirically separate these
two effects, and the authors leave the analysis for
future studies.

With regards to interest groups, Collins and
Martinek (2010) find evidence of their impact on
the probability of success by appellants, but not by
appellees, on the US courts of appeals. For the
Supreme Court, Collins and Solowiej (2007) also
show that interest groups, represented by amici
curiae briefs presented to the Court, do affect the
amount of information that would be important
for judges’ decisions. A positive outcome the
authors find at the US Supreme Court is that it is
accessible to a wide variety of interest groups,
which reflect a democratic and pluralistic society.
However, despite their clear influence, at least on
provision of information, the authors were not
able to explain how and how much do these
groups affect judicial decision-making.

A notable remark about the involvement of
interest groups in judicial decisions is made by
Epstein and Kobylka (1992). They differentiate
this type of activity with those of other political
pressure groups: “Unlike the more traditional
arenas of group lobbying, . . . [the import of inter-
est groups in the Judiciary] is not so much derived
from their numbers but is more a function of the
kinds of arguments they present to a Court”
(p. 306). These authors believe this the manner
by which they influence judges’ decision.

Pressure coming from the Executive and the
Legislature Powers (i.e., the Congress) also exerts
significant impacts on judicial decisions. The
interplay between judges and those actors has
long been discussed by legal scholars and is a
never-ending object of study. Especially in the
case of Supreme Courts, due to the Presidential
nomination of its Justices, the quest for a better
understanding of this relationship is related to the
crucial matter of independence of powers.

Lopes and Azevedo (2017) find evidence in
this direction for Brazil. Under that system, there
are two high courts: STJ (Superior Tribunal de
Justiça) – for civil appeals – and STF (Supremo
Tribunal Federal) – a constitutional court, which
is de facto above STJ. Although Justices at both
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courts are formally nominated by the President,
STF is more political, with closer links to the
Executive and Legislative. Presidents also have
more discretion in the nomination of STF Justices.
Perhaps because of that, this study finds that STF
is significantly more impacted by political influ-
ences than STJ.

Garoupa et al. (2013) try to understand these
influences at the Spanish Constitutional Court.
They conclude that, due to the limitations
imposed by civil law systems, impacts in this
Court do not strictly follow the patterns predicted
by the attitudinal model, specifically on the
dichotomy liberal x conservative, or left x right.

As of the relations between courts (especially
the Supreme Court) and Congress, Epstein and
Kobylka pose that “[they] are hardly random.
The political composition of the legislature
vis-à-vis that of the Court plays a major role in
determining the course of those relations, be they
antagonistic or amiable” (p. 24). The fact that
Supreme Court Justices must be approved by
the Senate also poses a constraint to the first.
Yet, since policies created by the Congress, if
questioned by unsatisfied litigant groups and indi-
viduals from society, may be overruled by the
Court, the power factor and impact is not a one-
way path. Again, due to the limitations of this
chapter, we will leave detailed discussions apart.
(Further references may be found on Epstein et al.
2013, chapter 2).

Another interesting type of external pressure
may affect judicial behavior, specifically at
the context of international courts. Under such
regimes, in which no strict hierarchy exists
between international and local courts, the prob-
lem of compliance by these ones is intensified.
Dyevre (2016) designs a theoretical model in
which he predicts the circumstances under which
domestic judges have incentives to accommodate
with the European Court of Justice (ECJ). For this
purpose, the author employs the concept of crisis
costs, or costs for domestic noncompliance. The
level of these costs is the determinants of the
behavior by local judges. His model shows that,
in legal regimes as integrated as the EU, non-
compliance (or defiance) makes local courts
worse off. Because of the magnitude of such
costs, there are incentives for the ECJ and these
courts, even strong ones – such as the German
Federal Constitutional Court – to seek accommo-
dation through dialogue. For smaller domestic
courts, there is no substantial benefit to defy the
ECJ generating conflicts. Thus, the extent to
which pressure may be exerted upon judicial deci-
sion may go beyond national borders.

Indeed, the analysis of international courts, such
as the ECJ, renders several possibilities to test
hypotheses on judicial behavior. (Other insightful
research about judicial decision-making at the ECJ
may be found at: Josselin and Marciano 1997;
Tridimas and Tridimas 2002; Portuese 2012;
among others). In this short chapter, it will not be
possible for us to dwell extensively on the multiple
works on this theme; yet, we close with one another
intriguing work: Vaubel (2009), by analyzing data
from 42 countries, shows that the ECJ is indeed
biased towards political centralization. Further-
more, and most importantly, this bias is a conse-
quence of independent courts (not the contrary),
which are not subordinated to the European Parlia-
ment and the European Commission.

Benefit Maximization (or Satisfaction)
Another set of factors that might significantly
affect judicial decision-making is the desire that
judges have to maximize self-benefits. In Posner’s
terms, this is the so-called economic theory of
judicial behavior. One example of benefit that
judges normally try to maximize is the chances
to succeed in their career. By observing the Italian
Constitutional Court, Melcarne (2017) corrobo-
rates the hypothesis that judges’ career concerns
affect their behavior; the reason is the reputational
impacts of their conduct. Furthermore, these con-
cerns are independent to judges’ personal charac-
teristics. In line with the discussion in the previous
item, Melcarne also observed that judges are sen-
sitive to external pressures, especially interests of
the Executive Power.

Schneider (2005) also confirms career incen-
tives in judges’ behavior; yet, his observations of
the German Labor Courts go further, by analyzing
theories of internal labor markets (or tournaments)
in the judicial structure. As a combination
of career concerns and external pressures



Empirical Analysis of Judicial Decisions 725

E

(as discussed in the previous item), the author
shows that “[j]udges are likely to decide in a
way that conforms to the policies or opinions of
those agencies who influence their appointment.
These agencies can be higher-level courts, parlia-
ments, and governments” (p. 140). He also claims
that these results might be generalized to other
jurisdictions, due to the similarity of the structure
of German labor courts and that found in many
other civil-law countries.

However, some researchers are cautious about
viewing judges as benefits maximizers, whatever
benefits might be translated to. As Christmann
(2014) poses “[m]odels that treat judges as ratio-
nal maximizing men commonly find a stronger
distortion in the resolution of disputes” (p. 411).
Because of this skepticism, and with the influen-
tial developments of behavioral economics, a new
derivation of the benefit-maximization theory on
judicial decision-making is emerging. Authors
following this line see judges not as benefit-
maximizers, but as Tsaoussi and Zervogianni
(2010) pose, “satisficers” “who make decisions
within real-world constraints, such as imperfect
information and uncertainty, cognitive limitations
and erroneous information” (p. 333). The concept
of “satisficer” comes fromHerbert Simon’s notion
of “bounded rationality”: instead of fully rational
maximizers – who seek the “best” outcome,
satisfices make decisions based merely on the
choice of “good enough” outcomes. Under this
view, judges’ goal “is not optimize but to render
opinions that are merely satisfactory” (p. 333),
and because of that, they often engage in
“improper” behavior, especially under nasty envi-
ronmental conditions, such as overloaded court
dockets and increasingly complex lawsuits.

The theory of judges as satisficers is a promis-
ing one, however, still needs to be corroborated by
empirical analysis. Hopefully, the ever growing
literature on behavioral law and economics will,
very soon, bring promising results in this
direction.

Above, we have shown several factors that,
according to a rich empirical literature, may
impact judicial behavior. Due to the limitations
of this chapter, the discussion was brief and non-
exhaustive. However, some authors argue that
there is still a long way to go, in the study of the
factor impacting judicial decision. They claim that
several qualitative factors have been entirely left
out the discussion up to now. For instances,
Richards (2017) points to “background variables,
such as [judges’] education, prior experience,
training, socio-economic background, personal-
ity,” which could “contribute to a more universal
understanding of judicial behavior, crossing the
boundaries of both space and time” (p. 558).
Indeed, much still needs to be done.
Future Directions

What can one infer from this brief discussion and
review of the empirical studies on judicial deci-
sions? What have the studies so far evidenced?

At the beginning, the studies had a more pos-
itive approach: attempts to capture trends in judi-
cial decisions, sources of personal ideology, and
other factors that might impact court outcomes.

Throughout the time, as theories and method-
ologies developed (although, as seen above, there
is still much to be pursued), authors of judicial
decisions had increasingly (although sometimes
not explicitly) adopted a normative perspective.
Resulting evidence shows that judges are
influenced by factors such as panel composition,
material and nonmaterial benefits, pressure
groups. Based on that, one might ask how institu-
tions should be better designed to provide the
“right” incentives for judges to behave in the
“desired” manner, by making decisions that are
more democratic, more inclusive, more efficient,
. . .? (And each one has his/her own desired out-
come for judicial decisions.)

Empirical analysis of judicial decisions has
helped to answer these questions, too.
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Abstract
A vast body of experimental studies in psy-
chology and economics finds that individuals
tend to value goods more and demand higher
prices when they own the goods than they
would be willing to pay for the good when
they do not already own it. Although research
on the endowment effect has been done for
more than three decades, it’s theory, empirical
methodology, results, and implications con-
tinue to be topics of intense discussion among
economists, lawyers and psychologists. In this
entry, we review the theoretical framework and
empirical evidence on the endowment effect
and highlight some implications for law and
economics research.
Definition

The term “endowment effect” describes obser-
vations of a gap between the willingness-to-pay
for a good not owned already and the
willingness-to-sell a good in one’s possession.
In other words, the term describes the tendency
that people value things higher merely because
they own them.
Introduction

A major tenet of rational choice theory is that
individual preferences are endogenous: although
individuals may value things differently, prefer-
ences exist independently of situational circum-
stances. This principle, most commonly referred
to as “preference exogeneity” (Korobkin 1998a,
p. 611), “source independence” (Issacharoff 1998,
p. 1735), and “status irrelevance” (Korobkin
2003, p. 1228), plays a crucial role in the eco-
nomic analysis of law. For instance, when econo-
mists analyze how the legal system should
distribute entitlements among competing claim-
ants or how to regulate consensual exchanges of
entitlements after their initial allocation, it is gen-
erally assumed that legal rules do not influence the
value of the entitlement itself.

Behavioral research demonstrates however
that the assumption of preference exogeneity
does not hold in many circumstances. A vast
body of experimental studies in psychology and
economics finds that individuals tend to value
goods more and demand higher prices when they
own the goods than they would be willing to pay
for the good when they do not already own it
(compare literature reviews and extensive refer-
ences in: Horowitz and McConnell 2002;
Korobkin 2003; Morewedge et al. 2009). The
observed gap between the willingness-to-pay
(WTP) for a good not owned already, on the one
hand, and the willingness-to-sell (WTS) a good in
one’s possession, on the other hand, was termed

https://doi.org/10.1007/978-1-4614-7753-2_161
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“the endowment effect” in a seminal paper by
Richard Thaler (1980, p. 44).

Although research on the endowment effect has
been done for more than three decades, its theory,
empirical methodology, results, and implications
continue to be the topics of intense discussion
among economists, lawyers, and psychologists
(cf. Plott and Zeiler 2005, 2007, 2011; Arlen and
Talley 2008; Isoni et al. 2011; Klass and Zeiler
2013). This entry briefly reviews the theoretical
framework and empirical evidence on the endow-
ment effect. Moreover, it highlights a few implica-
tions for the economic analysis of law.
Empirical Evidence on the Endowment
Effect

Early demonstrations of the endowment effect at
work led to most striking results. In their
pioneering study, Knetsch and Sinden (1984) ran-
domly divided experimental participants into two
groups. One group received a lottery ticket for a
$50 cash prize. Participants in the other group
received $3 in cash. Then the researchers offered
to sell or buy the lottery tickets for $3. A striking
majority of the ticket holders, specifically 82%,
kept their lottery tickets. This suggests that the
WTA of these subjects was greater than $3. More-
over, only 38% of the cash owners chose to buy
tickets, which suggests a WTP of less than $3.

In another early study that received much
attention, Knetsch (1989) endowed some partici-
pants with coffee mugs and later offered each of
these participants to trade a large Swiss chocolate
bar for a mug. Other participants received a large
Swiss chocolate bar and later had the chance to
trade the chocolate for one of the same mugs.
Surprisingly, not only did merely 11% of the
mug owners choose to trade them for the choco-
late bar. This would be intuitive if the mugs had a
higher value. However, also merely 10% of the
other participants, who were endowed with the
chocolate bar, were willing to trade it in for a
mug. In fact, Knetsch (1989) used a third group
to provide a baseline measure. Participants in this
group had a choice between amug and a chocolate
bar without any initial endowment. The results
suggest that participants perceived the two goods
as roughly equivalent on average: 56% chose the
mug and 44% opted for the chocolate bar.

While the endowment effect appears to be
robust across ages – at least across ages 5 (children
in kindergarten) to 20 (college students)
(Harbaugh et al. 2001) – the endowment effect
varies across different types of entitlements. Due
to the constraints of the experimental method,
endowment effects are mostly observed for small
and tangible consumer items [see, however, a
study by Dubourg et al. (1994) on endowment
effects for small changes in safety features in the
purchase of cars]. Meanwhile, no endowment
effects appear to occur when involving tokens
with a certain value (van Dijk and van
Knippenberg 1996). Conversely, this study
observed a significant WTA/WTP disparity
when the value of the token was uncertain. In
line with this finding, the endowment effect is
observed to be more pronounced when it is diffi-
cult for individuals to compare the two commod-
ities involved (Bar-Hillel and Neter 1996; van
Dijk and van Knippenberg 1998). In a similar
vein, Shogren et al. (1994) found that the endow-
ment effect is stronger for endowments for which
no close substitutes are available. Curiously,
endowment effects were absent in experiments
involving items with close substitutes (candy
bars), although endowment effects appear robust
when concerning many other fungible items
(coffee mugs, ballpoint pens). A meta-study on
the endowment effect finds that endowment effect
is strongest for nonmarket goods, next highest for
ordinary private goods, and lowest for experi-
ments involving forms of certain value tokens
such as money (Horowitz and McConnell 2002).
Similarly, the strength of the endowment effect
has also been found to vary across various
circumstances. Findings in an experiment by
Loewenstein and Issacharoff (1994) suggest that
the endowment effect is stronger when the com-
modity is obtained as a result of skill or perfor-
mance as opposed to chance or random luck.

The endowment has also been linked to status
quo bias (Samuelson and Zeckhauser 1988), i.e., a
preference for the current state that biases people
against both selling and buying goods. This
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explanation finds some support in a series of field
experiments by Hartman et al. (1991).

Critics have challenged endowment effect
findings as resulting from flawed experimental
designs and “strategic heuristics” (i.e., subcon-
scious applications of usually sensible bargaining
habits). Plott and Zeiler (2005) claim that the
observed WTA/WTP gap disappears when
implementing experimental procedures that con-
trol for subjects’ misconceptions about the value
of the traded commodity, for instance, by pre-
venting that participants receive a signal that
increases the value of the endowment when it is
presented to them as a gift by the experimenter.
The underlying generalization that the endow-
ment effect is merely an artifact of experimental
methodology is a hotly debated issue. As a
response to generalizations from Plott and Zeiler’s
(2005) study, Isoni et al. (2011) find that the
WTA/WTP gap is reduced for mugs, but remains
for lotteries even when employing Plott and
Zeiler’s (2005) method. To date, no credible con-
clusion can be drawn from the debate (see also
Plott and Zeiler 2011; Klass and Zeiler 2013).

It has also been remarked that the observed gap
between willingness-to-pay and willingness-to-sell
might not occur in market settings that involve
experienced traders and learning opportunities
(cf. Knez et al. 1985; Coursey et al. 1987; List
2003). For instance, Coursey et al. (1987) reported
results that indeed suggest that the WTA/WTP gap
may diminish in such settings. [For a critical dis-
cussion of these findings, see Knetsch and Sinden
1987.] Kahneman et al. (1991) ran a set of exper-
iments comparing endowment effects with regard
to tokens and consumer goods traded in market
setting with repeated interactions that provided
learning opportunities. While there was no signif-
icant endowment effect on the token market, as
soon as the commodity was changed to coffee
mugs or ballpoint pens, the market did not clear
even in repeated trials. On the one hand, the results
indicate that there is no similar effect for money of
other value tokens as long as the embodied value is
certain (similarly van Dijk and van Knippenberg
1996). On the other hand, strong endowment
effects emerged when the traded commodity
consisted of consumer goods. In both the market
for ballpoint pens and the market for coffee mugs,
selling prices were about twice as high as buying
prices. Specifically for the mugs, the median mug
holder was unwilling to sell below $5.25, while the
median buyer was unwilling to pay more than
$2.25–$2.75. Experiments involving repetition
(cf. Shogren et al. 1994) and studies that employed
a subject pool of very experienced traders (List
2004) did not reliably reduce the endowment effect
and, therefore, further dispel the notion that the
WTA/WTP gap merely results from inexperience.

Recent research has further expanded the psy-
chological foundation of the endowment effect
and, in general, retains the central idea that poten-
tial sellers contemplate a large loss, whereas
potential buyers contemplate a small gain
(Nayakankuppam and Mishra 2005; Zhang and
Fishbach 2005; Johnson et al. 2007).
Explaining the Endowment Effect

To date, the cause of the endowment effect
remains a topic of contention. Experiments have
ruled out many of the potential explanations
derived from traditional consumer theory, includ-
ing income effects, transaction costs, information
problems, and market mechanisms (cf. Brown
2005; also compare, Knetsch and Wong 2009).

Richard Thaler (1980) initially proposed that
the endowment effect results from the different
mental treatment of out-of-pocket costs and oppor-
tunity costs, which he argued to be mentally coded
as loss and foregone gains, respectively. Through
this underweighting of opportunity costs, he linked
the endowment effect to the asymmetry in value
that Kahneman and Tversky (1979) describe as
loss aversion: the observation that the negative
value of giving up an object is greater than the
value associated with acquiring it. The fact that
losses are weighted more strongly than objectively
commensurate gains might help explain endow-
ment effect observations since “if a good is evalu-
ated as a losswhen it is given up and as a gainwhen
it is acquired, loss aversion will, on average, induce
a higher dollar value for owners than for potential
buyers, reducing the set of mutually accepted
trades” (Kahneman et al. 1990, p. 1328).
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To clarify the impact of loss aversion, one
study specifically investigated whether the gap
and low trading volume resulted from a reluctance
to sell or a reluctance to buy. The experiment
involved three groups. Only the “sellers” received
a coffee mug and were asked whether they would
be willing to sell the mug at each of a series of
prices between $0.25 and $9.25. The “buyers”
were asked whether they would be willing to
buy a mug at the same prices. Finally, the
“choosers” were asked to choose at each of the
prices between receiving a mug or the money.
Recognizing that the “sellers” and “choosers”
are in objectively identical situations – deciding
at each price between the mug and the
money – reveals a surprising pattern: the median
reservation prices were $7.12 for the “sellers,”
$3.12 for the “choosers,” and $2.87 for the
“buyers.” The results suggest that the observed
patterns are “produced mainly by owner’s reluc-
tance to part with their endowment, rather than
buyers’ unwillingness to part with their cash”
(Kahneman et al. 1991, p. 196).

Loss aversion, however, is merely a descriptive
construct employed by Kahneman and Tversky
(1979) to explain the asymmetry in prospect
theory’s value function. It begs the further ques-
tion as to why individuals experience it. Psychol-
ogists have stated that loss aversion may stem
from a preference to avoid regret and/or to remain
consistent in decision-making. Since giving up an
endowment has a higher potential of causing
future regret than not obtaining the endowment,
loss aversion may be the result of a regret-
avoidance strategy (cf. Gilovich and Medvec
1995; Landman 1987). The desire for consistency
(cf. Cialdini et al. 1995) comes into play after the
endowment is assigned and a sense of entitlement
is established. Being confronted with the contra-
dictory idea to sell the endowment might cause
cognitive dissonance, i.e., excessive mental stress
or discomfort (Festinger 1957). In this regard,
when a seller increases the reservation price
(lower WTA), this can be regarded as an attempt
to reduce the dissonance created by selling some-
thing that had just been acquired and associated
with oneself.

Martinez et al. (2011), Lin et al. (2006), and
Zhang and Fishbach (2005) have identified
emotions as a moderating variable on the magni-
tude of the endowment effect. In their studies,
when people are induced to positive emotional
states rather than negative emotional states, the
WTA/WTP disparity is bigger.

Finally, there is some discussion to what extent
ownership itself may account for the disparity
between the WTP and the WTA or, alternatively,
whether tangent explanations such as loss aver-
sion are involved. On the basis of their analysis
and experiments, Plott and Zeiler (2005, 2007)
argue that ownership in and of itself does not
induce a gap between WTA and WTP. However,
Morewedge et al. (2009) disentangle ownership
from loss aversion in a series of experiments
where brokers buy and sell mugs that they do
not own. The endowment effect was observed to
disappear when buyers were owners and when
sellers were not, suggesting that ownership played
a role in causing the WTA/WTP difference. One
interpretation is that ownership, by way of asso-
ciation and self-identification with the object in
possession, may induce endowment effects.
Implications for the Economic Analysis
of Law

It has been noted that the endowment effect is “the
most significant single finding from behavioral
economics for legal analysis to date” (Korobkin
2003, p. 1227). Although the endowment effect is
relevant in many areas of law (for a review of the
various legal applications of the endowment effect
in the law review literature to date, see Klass and
Zeiler 2013), the implications for the economic
analysis of property law and contract law are
especially noteworthy.

Economic Analysis of Property Law: Initial
Allocation of Property Rights, Coasian
Bargaining, and Remedies
The endowment effect and the associated behav-
ior anomalies of loss aversion and status quo bias
have implications for the Coase Theorem. In the
presence of endowment effects, the initial assign-
ment of property rights may affect the final out-
come, even if transaction costs are insignificant
(Korobkin and Ulen 2000). By making a right
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holder more reluctant to trade away the item in an
efficient transaction, the endowment effect com-
plicates the efficient reallocation of property
rights through bargaining. This alters some of
the traditional normative implications in the eco-
nomic analysis of property rights. First, policy-
makers might consider allocating property rights
to the highest-valuing user – even if transaction
costs are low. Second, the endowment effect
increases the appeal of damage remedies as com-
pared to property rule protection. If parties who
litigate contested entitlements and who are
awarded injunctive relief by a court are prone to
exhibit endowment effects, they may be particu-
larly unlikely to bargain away their court-
approved entitlement, even when the opposing
party places a higher value on it (cf. Jolls
et al. 1998). Indeed, a series of survey experi-
ments by Rachlinsky and Jourden (1998) indi-
cates that injunctive remedies induce an
endowment effect by way of ownership. For
instance, when considering the protection of an
environmental resource, participants were more
insistent on protecting the conservation of the
resource than was the case when the same envi-
ronmental resource had liability rule protection. In
contrast to injunctive relief, damage remedies
allow higher-valuing individuals to take the enti-
tlement and then pay the market price via the
remedy (Korobkin and Ulen 2000). Thus damage
remedies may circumvent endowment effects that
would otherwise complicate an efficient alloca-
tion of rights.

Economic Analysis of Contract Law: Default
Versus Mandatory Rules, Explicit and Implicit
Opt-in and Opt-out Mechanisms, Standard
Form Contracts, and Remedies
First and foremost, the status quo bias interpreta-
tion of the endowment effect has implications for
the regulation of contract default rules. The endow-
ment effect helps explain the observed “stickiness”
of legal default. Even if parties would not likely
select an undesirable contract provision, they often
neglect to remove this provision when it is assigned
to them by default rule. Contracting around unde-
sirable defaults appears to be difficult even when
transaction costs are low enough to make it effi-
cient to do so (cf. Korobkin 1998a).
Likewise, the legal endowment effect helps
explain why individuals find it hard to opt out of
defaults (Johnson et al. 1993). In an experiment,
two groups of participants had to choose between
alternative automobile insurance policies. One
group was presented with a default involving a
cheaper policy that restricted the right to sue for
pain and suffering resulting from a car accident.
Participants in this group were offered the option
to instead acquire the full right to sue at an 11%
increase of the premium (opt-in). Another group
was given a default insurance policy that
contained no initial restriction on the right to
sue. At the same time, however, participants in
this group had the option to forego the right to sue
in exchange for a reduction of their insurance
premium equivalent to the increase of premiums
presented to group one (opt-out). Although stan-
dard economic reasoning would predict that the
choice between the two options should be the
same, the applicable default affected the selection
of the policy by participants. While only 23% of
participants of the first group elected to opt in to
acquire the full right to sue, 53% of the second
group elected to retain the full right to sue. More-
over, participants with the restricted right default
were willing to pay an 8% average increase of the
premium to acquire the full right. When the full
right was already the default, however, partici-
pants indicated an average willingness to pay
32% more for full coverage than for limited
coverage. Overall then, the applicable default
affected the preferences of participants in both
groups. Note in this regard that also mandatory
rules – like withdrawal rights in contract law – can
lead to implicit opt-in or opt-out scenarios
(Hoeppner 2012). Based on these findings, the
endowment effect deserves consideration when-
ever rule-makers contemplate making use of
default rules and opt-out or opt-in mechanisms.

Second, terms and provisions embodied in
standard form contracts may likewise serve as
reference points for contracting parties in negoti-
ating and drafting contracts. If standard contract
form an expectation baseline, they may trigger
loss aversion. As a result, even when provided
the opportunity to bargain for more efficient
terms, contract terms may be biased toward the
provided standard forms (cf. Kahan and Klausner
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1996). A study by Korobkin (1998b) confirms
that when default terms and preexisting form
terms offered potential conflicting reference
points, negotiation outcomes were biased toward
the terms provided in the standard form contracts.

Third, endowment effects have been found to
affect contract breach and enforcement decision
by way of the applicable remedy. In a laboratory
experiment, Depoorter and Tontrup (2012)
observed that participants were more likely to
reject efficient contract breaches and enforce
contracts – even if it is against their financial
interests – when the legal default is specific per-
formance, as opposed to damages. In other words,
possession of one remedy over the other framed
the moral intuition such that the performance of
the original contract was experienced more
severely to contract promises.

Overall, endowment effects suggest that the
statutory framework of contract law is likely to
affect the substantive content of contracts even if
contract law is based on the notion of private
autonomy (freedom of contract).
Conclusion

The endowment effect has been heralded as one of
the most important findings of behavioral research
(Korobkin 2003). As the empirical findings, meth-
odology and theoretical explanation remain a
topic of intense discussion among economists
and psychologists, the concept has already been
widely applied in both law and economics and
mainstream legal scholarship (cf. Klass and Zeiler
2013). As the premises and foundations of the
endowment effect continue to be explored, the
concept will likely find its way in both theoretical
and empirical economic analysis of law.
Cross-References

▶Behavioral Law and Economics
▶Bounded Rationality
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Definition

Strong and lasting interdependencies exist
between EU and Russia concerning natural gas
exchanges. They imply some questions about
energy security from both parties. One could
have expected the setting up of more or less
institutionalized governance structures – as an
institutional system of rules – allowing the man-
agement of risks and externalities linked to this
interdependence.
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On both sides there is a willingness to coop-
erate. However, to date, the institutional gap
between the supply and demand of the coopera-
tion is a constraint to define a governance struc-
ture. The question is to know if international
standards based on rules generated by the EU
are consistent with Russia’s institutional envi-
ronment. The competitive logic and the regula-
tion on which the EU energy policy is founded
conflict with the institutional specificities of the
Russian economy. This contradiction explains
the failure in the European strategy of external
governance with Russia. The “gas conflicts”
between the EU and Russia can be viewed as
the result of the confrontation of different models
that structure the natural gas industries of these
two countries.

Through this study case, the question of the
internationalization of the rules, norms, and more
generally an institutional system of regulation is
clearly posed.
Introduction

The determinant factors of the relation between
Russia and the EU concerning natural gas
exchanges are the subject of an impressive litera-
ture. The strong and lasting interdependencies that
exist between the two zones imply some questions
about energy security from both parties. One
could have expected the setting up of more or
less institutionalized governance structures allo-
wing the management of risks and externalities
linked to this interdependence (Escribano 2015).
This was the aim of the energy partnership and its
prolongation in a strategic partnership, the Energy
Charter – the first constraining multilateral treatise
in the field of energy, notably in the matter of
investments (Wälde 2008; Kustova 2016). It was
an attempt to institutionalize a cooperative zone at
the level of EU-Russia to respond to the stakes of
energy security. However, their painful imple-
mentation bears witness to the constraints that
weigh on the definition of this zone of coopera-
tion, notably because of strong divergences
concerning the preferences of those involved in
this relation. The failures in this domain are an
illustration of the problems linked to all attempts
to internationalize the norms, rules, and regula-
tions defined in agreement with the national insti-
tutional framework.
Interdependences in the Natural Gas
Exchanges Between Russia and the EU:
Different Preferences and Interests

The interdependences in the natural gas
exchanges between the EU and Russia are not
questionable. The Russian gas company,
Gazprom, is the sole Russian gas exporter to
Europe because of its monopoly on exportations
by pipelines. It supplies 30% of the EU imports.
Since the 1990s, this represents more than
100 Gm3/year of natural gas exported. At
the same time, the characteristics of the gas net-
works (specific assets, non-re-deployable assets
according to Williamson’s transaction cost theory
1985) founded the interdependence. Thus, Europe
(70.8% of total Russian gas exports) is the first
and foremost export market for Russia. Because
of the infrastructures in place, in the short term,
Russia is dependent on this market and cannot
reorient its exports toward other destinations.
This dependency is especially important for the
State since the revenue linked to hydrocarbon
exports (oil and gas) is an essential factor of the
budget equilibrium and of economic growth.

In this relation of interdependence, the position
of the Russian state (interests and preferences) is
defined by its role as a hydrocarbon supplier
(Romanova 2014). Its main aim is to have stable
markets in terms of the quantities exported and the
levels of prices. Therefore, it is to secure access to
its main export market, the EU (Kratochvil and
Tichy 2013). A double aim is imposed on
Gazprom: to maintain its market share in the
European gas market (the strategic aim of the
State, its principal shareholder) and to maximize
its income from exports (Boussena and Locatelli
2016; Yang et al. 2016). The result is a concept of
demand security. For the EU, given its position as
a major importer (the largest at the worldwide
level), the question is one of securing its supply
in terms of both price and volume. This defines a
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concept of supply security in a specific context, a
competitive natural gas market.
E

Perception of Risks Linked to
Interdependence

Since the beginning of the 2000s, the perception
of a natural gas security problem has emerged
both in the EU and in Russia. It is linked to
interdependence between the two zones.
According to the analysis proposed by Cherp
and Jewell (2014), problems of energy security
derive from a price risk and a volume risk.

EU: The Risks Linked to the Gazprom Market
Power
In the process of liberalization, taking into
account the oligopolistic structure of the gas sup-
ply, competitive markets are an important condi-
tion of the supply security. One of the primary
aims of the EU Energy Policy is to limit the
market power of all dominant companies, i.e.,
those capable of distorting competition. From
this point of view, Gazprom, which supplies
more than 30% of the external requirement of
the EU or over 60% in central Europe and in the
Balkan countries, represents a specific risk in the
eyes of the EU. This is especially important as
more than 50% of Gazprom’s shareholding is in
the hands of the State. Furthermore, the different
gas crises between Russia and Ukraine, and the
current conflict, pose the question of reliable tran-
sit for Russian gas exports to Europe.

Russia: Uncertainties of the European Gas
Market
Since the end of the 2000s, the EU gas market has
become more volatile and uncertain, notably for
its traditional suppliers. The process of liberaliza-
tion of the gas industries, the surplus supply, and
the weakness of the demand linked to the eco-
nomic crisis, but also to European policies in
favor of renewable energies and the drastic drop
in the price of oil, have had serious effects. Firstly
these factors all led to the emergence of more
competitive gas markets, and secondly they
resulted in a drop in the price of natural gas of
more than 50% since 2012. These factors are
susceptible to put Gazprom’s market share in
Europe into question. This tendency will con-
tinue. In the medium-short term, new LNG sup-
pliers (like the USA, Australia) and uncertainties
concerning demand (economic growth, climate
policy) mean that the EU is a risky market for
Russia and for Gazprom.

These evolutions have led Gazprom to signif-
icantly modify its export policy and to adopt strat-
egies that will be different from its traditional
contractual framework. Its attachment to long-
term take-or-pay (TOP) contracts is known.
These contracts have organized its sales to
Europe. They have allowed a share in the risks
of the price and volumes between the buyer and
the seller, notably by guaranteeing the quantities
sold annually (removal clause), and guaranteed
the development of the gas fields and gas pipe-
lines to Europe. But in the current phase of vola-
tile and uncertain gas markets, Gazprom found
itself obliged to reassess this contractual
logic. To answer competitive pressures, it had to
proceed with more or less major modifications of
certain clauses of its long-term TOP contracts
(Boussena and Locatelli 2016).
Stakes and Failures of the Governance
Structure for Gas Exchanges Between
the EU and Russia

The risks linked to this interdependence asked
questions about the definition of a governance
structure as an institutional system of rules
(Lavenex and Schimmelfenning 2009). The pri-
mary aim should be the possibility, through coop-
eration, to limit the extent of conflicts and to
stabilize the relations of exchanges between the
two zones. On both sides there is a willingness to
cooperate. The different attempts to build partner-
ships, the Energy Charter proposed by the EU or
the “Conceptual Approach to the New Legal
Framework for Energy Cooperation” developed
by A. Medvedev in response to the Charter are
some examples. Nevertheless, the cooperation
implies some convergence of the actors’ prefer-
ences. However, to date, the institutional gap
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between the supply and demand of the coopera-
tion is a constraint to define a governance struc-
ture as demonstrated by the withdrawal of Russia
from the process of the ratification of the Energy
Charter treaty.

The EU Offer of Cooperation: Building the
Markets by the Exporting the Competitive
Model
The EU has attempted to manage its relation
of dependence with the gas suppliers by the export
of its liberal organizational model: governance by
competition and EU energy regulation and norms.
This form of external governance is an answer
to the stakes of security and interdependence
through the setting up of a system of common
rules and of a high level of institutionalization
(Lavenex and Schimmelfenning 2009). In partic-
ular, the objective is to overcome the incomplete
nature of the competitive reforms concerning the
European gas industries. In this way, it is a means
to increase the efficiency and the problem-solving
capacity of internal liberalization policy (Lavenex
2004). The process of liberalization necessitates
opening up upstream of the gas producers and
exporting the competitive rules of the EU gas
markets. Particularly, the emergence of several
gas companies in Russia following the disintegra-
tion of Gazprom, potential exporters and therefore
in competition on the EU market, would be sus-
ceptible to increase the liquidity of the spot mar-
kets and render them credible. Next, the aim is to
answer the market failures that stem notably from
an imperfect competition, from the dominant
position of certain companies and asymmetric
information.

This is the philosophy of the Energy Charter. It
is an attempt to build a supranational economic
and political integration, to institutionalize an
international market system (Andersen and Sitter
2016). Furthermore, it offers guarantees for inter-
national investments and allows a competitive
principle of nondiscrimination for access to
hydrocarbon resources (Haghighi 2007). This
access represents a key stake for the “EU gas
security” (Boussena and Locatelli 2013). Addi-
tionally, the transformation of energy governance
of its main suppliers is the essential aim of the EU
energy security strategy (Keating 2012). Finally,
on the EU market, the gas supply companies
behave in compliance with the EU regulation. In
this framework, the EU is capable of “normaliz-
ing” their behavior. This defines a power of the
EU market according to the terminology of
Damro (2012) and Goldthau and Siter (2015).

The Institutional Hiatus: Coherence and
Complementarities of the EU Rules with the
Russian Institutional Environment
The competitive logic and the regulation on which
the EU energy policy is founded conflict with the
institutional specificities of the Russian economy.
This contradiction explains the failure in the
European strategy of external governance with
Russia. The questions of coherences and comple-
mentarities (Aoki 2001; Amable 2016) of organi-
zational models issued from the economic
practices of Western markets with the Russian
institutional environment and of their transfer as
such remains at the heart of analyses of Russian
economic reforms (Hausner 1995; Stiglitz 1999;
Murell 2001; Roland 2000; Locatelli and Finon
2003). According to this neo-institutionalist
approach EU rules must be coherent or comple-
mentary with the Russian institutional and eco-
nomic environment. It is not the case in the gas
sector.

The Russian gas market is characterized
firstly by the presence of a State company that
is vertically integrated with a monopoly of trans-
port and exports (Gazprom). Some competitive
fringes exist on larger and larger segments of the
Russian market. This dual market depends on
dual prices (administrated and free) and on a
strict control by the State of the access to hydro-
carbon resources. This reform is that which is
compatible with the Russian institutional envi-
ronment. This latter, marked by the weakness of
the market institutions (weakness of the Rule of
Law, ownership rights that remain poorly
defined, regressive fiscal system etc.), seems
incompatible with the competitive model and
de-integrated organization of the EU gas indus-
tries (Locatelli 2014).

This path of reform, and the contestation by the
Russian state of the EU nominative power
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(Godzimirski 2015; Newmann and Posner 2015),
results in increasing divergences in the prefer-
ences and interests of these two actors. Their
divergent approach to the organization of the gas
industries is at the origin of major regulation con-
flicts. In this context, it is increasingly hard to
define and to put in place a governance structure
that will be susceptible to manage the gas security
problem. Through this study case, the question of
the internationalization of the rules, norms, and
more generally an institutional system of regula-
tion is clearly posed.
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Definition

Energy is a fundamental input in modern econ-
omies. Its regulation is probably one of the
most complex since it is related not only to
economic and development issues but also to
environmental, geopolitical, and social ones.
This entry is using law and economics to
inquire into energy regulation, to show the ratio-
nale of its regulation and the contemporary chal-
lenges it has to face.
Introduction

Man is probably the only animal which is using
energy not only to maintain his bodily functions
at work but, and by far, for his own comfort. At
the end of the eighteenth century and before the
industrial revolution, the world was consuming
around 250 million tons of oil equivalent (toe);
nowadays this figure is reaching 13 giga toe; this
dramatic increase also occurred through the
development of new energy sources which led
to great transitions in energy mix from renew-
able energy which dominated the eighteenth and
nineteenth century to the raise of fossil fuels,
especially coal at the end of the nineteenth and
oil since the mid-twentieth century. Energy is
now a fundamental – not to say a central –
input in all production, it is necessary to provide
most services, and it is required by both con-
sumers and producers for heating, cooling,
cooking, lighting, and using machines and
household appliances and of course transporta-
tion. Modern life – as we know it – is dependent
on energy consumption; so is economic growth
and development.

Energy regulation is probably one of the most
complex to design, implement, and assess. It is of
course a sensitive political issue since it will not
merely have local consequences (for the energy
sector) but also powerful systemic ones (e.g., for
the economy or for the environment). Moreover,
its scope is broader than most other regulation: it
not only focuses on production but also addresses
questions regarding transportation, distribution,
storage, zoning, and use. It can also be addressed
indirectly through regulations concerning mines,
buildings, cars, safety standards, working condi-
tions, and, of course, the environment. The body
of rules is typically huge, poorly systematized, and
often cryptic for outsiders. It is probably where law
and economics could help to cut some underbrush:
the framework it is providing to understand regu-
lations is especially powerful regarding energy
regulation (1). Moreover, the economic approach
could also help to address some contemporary
issues in energy regulation (2).

Before exploring these two topics, it is note-
worthy to mention that the idea of energy regu-
lation in the European Union context is not as
broad as what the word refers to in the “common
language.” Indeed, only natural gas and electric-
ity are concerned, oil benefiting from a special
treatment. This could easily be explained using
an economic approach of these regulations
(infra; 1.1; see also Viscusi et al. 2001), but this
restrictive understanding is not helping to stress
the fact that energy regulation cannot be
addressed energy by energy; it would be better
to conceptualize it as an ecosystem in which
energy are interlinked.
Why Regulate?

Economic analysis is providing a traditional ratio-
nale for regulating: market failures. In the case of
energy regulation, it allows for a unifying
approach of all regulations which is often missing.
The economic rationale is of course not the only
one. Political rationales are also powerful consid-
ering the central function of energy in modern life.

The Economic Rationale
From an economic point of view, regulations are
required if markets are revealing “market failures”
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(externalities, market power, imperfect informa-
tion). This market failure approach to energy reg-
ulation reveals itself quite powerful to systematize
existing regulations and could explain the “special
treatment” reserved to electricity and natural
gas. Imperfect information regulation being not
fundamental to energy regulation will not be
considered here.

Externalities
Producing and consuming energy entail external
costs which are not fully considered by rational
economic agents either because transaction
costs are too high to internalize them through a
market or because property rights are not well
defined (which of course complexify the analy-
sis to pinpoint “real” externalities). Burning
coal, gas, or oil to produce electricity leads to
the production of carbon dioxide, sulfur dioxide,
and other pollutants; using uranium to fuel a
nuclear plant creates radioactive waste. If
discharging pollutants (or emitting waste) in
the atmosphere is not perceived as a cost, over-
production is to be expected. Even worse, in
such system, producers will not have the right
incentive to substitute one source of production
for another because they will only consider their
private costs and not the social cost of their
activity.

These externalities are probably the most
famous, but many other sources exist:

1. Storage safety (e.g., of oil or gas)
2. Location (e.g., of plants, pipelines, transformer

substations)
3. Transmission (because of the physical charac-

teristics of electricity, a coordination is
required between producers to power the grid;
interconnection of networks also required
some coordination)

4. Transportation (because energy fuels are haz-
ardous materials)

Externalities in the energy sector are often
addressed through environmental, safety, and
zoning regulation. The label should not confuse
the lawyer or the economists; these are ways to
regulate energy.
Market Power
It is at this level that a “labeled” energy regulation
exists. If it is true that market power could also
be – and is – addressed ex post through competi-
tion law (e.g., through the doctrine of essential
facilities), some specific characteristics of gas and
electricity were considered to require specific
forms of regulations.

First, because of their network structure
requiring substantial physical infrastructure,
this sector often exhibits the characteristic of
“natural monopolies” at least for part of these
infrastructures (inefficient to duplicate) and not
necessarily for production or distribution. How-
ever, and before restructuring policies introduced
in the 1990s in Europe, it was quite common to
face a fully vertically integrated entity responsi-
ble for production, transmission, and distribu-
tion. Since the market discipline is not effective
for natural monopoly, nothing is incentivizing
the monopoly to improve its performance or ser-
vices (for an alternative view and more develop-
ment on the traditional approach, see Posner
1999). Because of this situation, nationalization
and price regulation were often used with all their
practical difficulties (for a detail of price regula-
tion technics, see Decker 2015; see also Viscusi
et al. 2001).

Second, with the restructuring policies of the
1990s (directives nos 96/92/CE and 98/30/CE for
gas and electricity in Europe), allowed by technol-
ogy improvements, an independent system operator
in charge of maintaining and operating the network
typically appeared. This operator, quite often a non-
profit entity, was and still is often supervised by an
independent regulatory agency. These policies were
supposed to introduce market discipline with the
expected benefits of lowering prices, controlling
costs of construction and stimulate innovation
(Decker 2015). Their success is mixed (for electric-
ity, see Pollitt 2007).

The Political Rationale
From a political point of view, two main rationales
are often mentioned. First, it is required to insure
some form of energy independence. Second, terri-
torial cohesion and social justice consideration are
also playing a key role in energy regulation.
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Energy Independence and Security of Energy
Supply
Since energy is the lifeblood of economic systems
and especially crucial for defense matter
(especially transport of troops and dissuasion),
geopolitical consideration often entered in energy
regulation. Being, like Ukraine, at the mercy of an
energy supplier is perceived as a real geopolitical
risk; moreover, limiting risks of an economic
paralysis due to a price shock or preventing sup-
ply disruption are also considered by energy reg-
ulations. The development of the nuclear industry
in France proceeds from this logic; the General De
Gaulle wanted to insure an energy independence
of France. This logic also exists at the level of the
European Union. Article 194 TFEU especially
mentioned the “security of energy supply” (see
also Helm 2002). Council directive 2009/119/EC
is “imposing an obligation on Member States to
maintain minimum stocks of crude oil and/or
petroleum products” (typically 90 days of the
average daily consumption of a country).

This security of energy supply could lead to
specific regulation in hospital and other public
services to make sure that the service will not be
interrupted.

Territorial Cohesion and Social Justice
Energy being central to modern life, its provision
is often considered a matter of public interest.
Reliable access to energy in all parts of the terri-
tory is considered as an aim in itself, and the
regulators could impose some obligations net-
work operator to make sure that basic provision
of energy (electricity especially) is ensure and all
parts of the country or a regional zone (typically
eastern countries in Europe) are connected. In
general, these obligations are leading to compen-
sation (which should not provide an advantage or
a disadvantage to the addressee of these obliga-
tions). This type of regulation typically does not
exist for oil because of its physical characteristics
(it can be transported and stored) and relatively
secondary importance for basic energy needs.

As a basic need, social fares are also quite
common for part of the consumption of energy
(the one considered as a “need”). Since these
social fares result from a political will, providers
are compensated for the difference between the
social fare and the regular one. Moreover, some
regulations are introduced to limit the possibility
of suppliers to withdraw access to “poor” families
unable to pay their bills. Once again, a compen-
sation should then be provided.
Contemporary Issues in Energy
Regulation

Energy regulations are still facing numerous chal-
lenges from pushing toward a new energy mix to
conciliating development and climate change and
adapting infrastructures to new needs. It would
also have been possible to mention the difficulties
of achieving efficient regulations in a domain
where lobbying and rent-seeking are considered
as a norm. In this section, it will not be possible to
address all these issues. Two important challenges
will only be quickly considered: first, insuring a
real competition between energy producers, so
that energy will be supplied by efficient methods,
and second, regulations are now trying to promote
energy efficiency and are more and more
addressing not only suppliers but also consumers.

The Challenge of Insuring Real Competition
Between Energy Producers: A Way to Develop
Green Energies?
The challenge of insuring an effective competition
does not only exist between producers but also
among producers of a certain type of energy. We
already noted that, in the domain of electricity (for
both retail and generation, Decker 2015),
restructuring policies achieved mix results. Ensur-
ing the effectivity of competition law would
already be a first step, and regulated prices in
this domain should probably be removed follow-
ing this logic.

However, the most significant challenge is to
ensure an effective competition between energy
suppliers, a competition based not on private costs
but on social costs. Typically, when regulations
are not trying to handle negative externalities
resulting from some producers and are also not
compensating some others for the positive exter-
nalities they are generating, prices are no longer
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playing their coordination function. Some costlier
energies appear cheaper for consumers which will
then not adopt optimal behavior. The energy mix
transition (from fossil fuel to renewable energies)
which is required by climate change is then stifled
(OECD 2012). Even worse, according to OECD,
support for the production and consumption of
fossil fuel amounted to about USD 55–90 billion
every year during the period 2005–2011 for
OECD countries (OECD 2013). If such a policy
could be easily explained through public choice, it
appears clearly inefficient from a macroeconomic
point of view. Removing these support measure
would certainly spur innovation in and consump-
tion of green energy by lowering incentives to
produce and use fossil fuels. It would also allow
to reduce and improve the efficiency of subsidies
to green energy and green technologies (Harris
2006). Note that it would also be required to
compute the environmental cost of each and
every technology to assess the “real” price
which, considering valuation methodology (see
Markandya et al. 2002), will lead to lots of
contention.

Because of some form of path dependency, it is
nevertheless not certain that such radical evolu-
tion of regulation is to be expected in the near
future or will happen smoothly (Unruh 2002).

Energy Efficiency and Regulation of Its Use
If consumers and producers were entirely rational,
they would switch to energy-efficient technology
when this technology is also cost effective. If it is
not the case, they will not necessarily invest in
energy-efficient machinery, appliances, cars, or
even buildings. This situation could arise because
of implicit discount rate. The consumer will
choose an appliance or a car or consider some
improvement of his house if and only if she is
perceiving it as a good investment. Nevertheless,
energy-efficient technologies are often costlier
than other technologies, and integrating the pri-
vate future benefits on energy costs is not suffi-
cient to lead consumer to make such a choice.
Indeed, these benefits should be discounted at
their present value, and if the implicit discount
rate is too high compared to a “normal” discount
rate, consumers will not adopt an optimal
behavior. Imperfect information could also
explain this situation. From this point of view,
building codes and fuel efficiency standards
could make sense if and only if they are designed
adequately. A less paternalist approach would
lead to efficiency labeling which is not without
its own side effects.

This type of regulation has only indirect effects
on energy generation or distribution but could
lower the demand for energy and hence the exter-
nalities generated (see Mitchell and Woodman
2010). Considering the difficulties to achieve an
optimal regulation relative to energy production,
this option should not be disregarded.
Conclusion

From a law and economics point of view, energy
regulation should be addressed with the idea that
what is to be regulated is a full ecosystem and not
some sector-specific problems. The market failure
approach of regulation provides an interesting
starting point to describe and criticize energy reg-
ulations. It also enlightens the fact that in this
domain of essential complexity, information
requirement for an efficient regulation is
gigantic. It is nevertheless well accepted that
direct subsidies to fossil fuel should be avoided.
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Definition

While one could search in vain for a definition of
entrepreneurship acceptable to all entrepreneur-
ship scholars, dominant approaches share a
number of characteristics. Typically, an entrepre-
neur is portrayed as an agent of change who
operates in a world of incomplete and dispersed
knowledge while facing uncertainty about the
future. What differs in the various conceptualiza-
tions is the mechanism of overcoming uncertainty
and knowledge problems. The three leading
approaches portray entrepreneurs as dealing with
these challenges through either alertness, creativ-
ity, or judgment, with new streams of literature
adding hypothesis testing and effectuation to the
list. While disagreements on the particulars of
what entrepreneurship is and what role it plays
in economic theory continue, economists now
agree on the strong relationship between entrepre-
neurship and institutions. In particular, it is now
well accepted that whether entrepreneurship pro-
duces economic growth depends on the institu-
tional context. The other side of this relationship –
impact of entrepreneurship on institutions – only
begins to receive attention, as does the role of
entrepreneurship outside of the conventional mar-
ket setting.
Introduction

Economists have yet to agree on a single defini-
tion of entrepreneurship. Thinkers interested in
entrepreneurship originate from diverse perspec-
tives and evoke entrepreneurship to solve distinc-
tive theoretical puzzles. As a result, there is no
agreement in the literature on what entrepreneur-
ship is and what role it should play in economic
theory. This being the case, anyone interested in
entrepreneurship theory should not feel discour-
aged. The different conceptualizations of entre-
preneurship share a number of characteristics.
For example, in all cases, entrepreneur is
portrayed as an agent of change who operates in
a world of incomplete and dispersed knowledge
while facing uncertainty about future. It is the
mechanism of dealing with uncertainty and
knowledge problems that differs in the different
conceptualizations of entrepreneurship. The lead-
ing approaches portray entrepreneurs as being
able to overcome these challenges due to
(1) being equipped with alertness to previously
unnoticed profit opportunities (Kirzner 1973),
(2) being creative and having leadership skills
(Schumpeter (1911) 2008, (1943) 2013; Shackle
1972), (3) exercising entrepreneurial judgment
(Knight (1921) 2012; Casson 1982; Foss and
Klein 2012), (4) experimentation akin to scientific
hypothesis testing (Harper 1996), and (5) effectu-
ation (Sarasvathy 2008).

Interest in entrepreneurship theory has been on
the rise for the last three decades (Elkjaer 1991;
Venkataraman 1997). This is true not only in
economics but also in management. For example,
in 1987, Entrepreneurship Division was added
to the Academy of Management, and now

https://www.repository.cam.ac.uk/handle/1810/194737
https://www.repository.cam.ac.uk/handle/1810/194737


Entrepreneurship 743

E

entrepreneurship has its own code (L26) in the
Journal of Economic Literature classification
(Foss and Klein 2012, 23). As can be learned
from the numerous sources offering an in-depth
survey of the history of entrepreneurship thought
(Blaug 1998; Praag 1999; Brouwer 2002), the
tradition is not new; its origins can be traced
all the way back to Richard Cantillon’s 1755
distinction between entrepreneur, employee,
and landowner with entrepreneur being character-
ized as carrying the risk (Cantillon (1755)
2015). Cantillon treated the economy as an
interconnected whole where coordination and
adjustment were secured through competition
and entrepreneurship. Even though other thinkers,
for example, Jean-Baptiste Say and John Stewart
Mill, followed Cantillon’s footsteps and also con-
tributed to the theory of entrepreneurship, the
concept disappeared from economic theory
almost completely by 1870 (Blaug 1998). Unde-
niably, while the interest in entrepreneurship is
now growing, it is yet to be incorporated into
mainstream economic theory, and the disagree-
ments on its relevance continue (Foss and Klein
2012, 24).

Despite their status as idiosyncratic outsiders,
two twentieth-century thinkers are associated with
entrepreneurship in economics and management
literatures: Joseph Schumpeter and Israel Kirzner.
Equally well known is the difference in their por-
trayals of entrepreneurship: while Schumpeter sees
entrepreneurship as a disruptive force that pulls the
economy away from equilibrium, Kirzner views it
as a coordinating, equilibrating force. Partially
because neither of these theories made significant
in ways into mainstream economics, Casson
(1982) and Klein and Foss (2012) suggest a third
approach, that of Frank Knight. To understand key
aspects of each approach, and how they differ, a
closer look is warranted.
Entrepreneurship as Creativity and
Leadership

Schumpeter’s entrepreneur is an innovator, an
agent of change, and a disrupter. Entrepreneurship
is the force that breaks away from the routine and
drives economic change. Schumpeter first intro-
duced the concept of an entrepreneur as an inno-
vator in his groundbreaking Theory of Economic
Development (Schumpeter (1911) 2008). While
Schumpeter was fascinated by Walras and by the
general equilibrium theory, he found the static
analysis of neoclassical economics to be incapa-
ble of explaining economic change. In response,
he aspired to offer a process theory akin to that of
Marx. Schumpeter described the tendency toward
the equilibrium – the key concept in neoclassical
economics – as “the circular flow of economic
life” where nothing new ever happened. He rea-
soned that in a theoretical apparatus of general
equilibrium, where the circular flow of production
and distribution was in balance, there is no room
for novelty. Only when entrepreneur is intro-
duced, novelty enters the model. Entrepreneurs
break away from the circular flow by making
nonroutine choices, by arranging resources into
“new combinations.” Without entrepreneurship,
economy remains in a state of circular flow. So
entrepreneurship is necessary in order to give an
endogenous account of economic change; it is the
driving force of economic development.

In explaining how entrepreneurs innovate,
Schumpeter listed five distinct categories of
“new combinations”: (1) introduction of a new
good, this encompasses introducing a good to
unfamiliar customers or creating a higher-quality
good, (2) creation of a new method of production,
(3) the opening of a new market, (4) the capture of
new sources of supply, and (5) a new organization
of industry (Schumpeter (1911) 2008, 66). Time is
the essence in Schumpeter’s conceptualization
because time turns innovation into routine. The
distinction between innovation and routine,
between new and old, is the distinguishing factor
between entrepreneurs and other economic
agents. Once entrepreneurs build up their business
and stop carrying out new combinations, they stop
being entrepreneurs and turn into managers. In
creating new combinations, entrepreneurs per-
form a function that is separate from that of cap-
italist, landowner, laborer, manager, or even an
inventor. Amanager could also be an entrepreneur
but not every manager is an entrepreneur and vice
versa. In addition, as can be implied from the five
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categories of new combinations, Schumpeter rec-
ognized that innovation and invention differ: the
former requires leadership and will, the latter
requires intellect. For economic analysis the one
that matters is innovation because “as long as they
are not carried into practice, inventions are econom-
ically irrelevant” (Schumpeter (1911) 2008, 88).

Leadership, which manifests itself as the
willingness to break away from the routine, is a
key characteristic of Schumpeter’s entrepreneur.
It is the entrepreneurial leadership that in
Schumpeter’s framework provides the creative
energy that propels societies in new directions
and breaks existing structures. Therefore, to
Schumpeter, entrepreneurship is the locus of lead-
ership in a free society. As later developed in
“capitalism, socialism, and democracy,” leader-
ship and entrepreneurship are the forces behind
creative destruction – a force that creates and
destroy the structures of the economy in an
ongoing process of innovation and change, mak-
ing it the essence of economic development
(Schumpeter (1943) 2013).
Entrepreneurship as Coordination

While Schumpeter’s entrepreneur is usually con-
sidered a creative and disruptive force, Kirzner’s
entrepreneur is a middleman, an arbitrager. Entre-
preneurship to Kirzner is a force that drives the
market toward equilibrium, not away from it
(Kirzner 1973). The entrepreneurial function is
first and foremost that of securing coordination
among market participants. In his most cited
book,Competition and Entrepreneurship, Kirzner
offers a simple definition of the “pure” entrepre-
neur as observing “the opportunity to sell some-
thing at a price higher than that at which he can
buy it” (Kirzner 1973, 16).

Kirzner’s entrepreneur operates in a Hayekian
world of dispersed knowledge, knowledge that is
specific to time and place. In such a world, coor-
dination is a puzzle: how is it possible that despite
being equipped with different knowledge, indi-
viduals are able to find opportunities for mutually
beneficial transactions? (Hayek 1937, 1945).
Clearly, in the world of perfect knowledge, people
would be aware of the full spectrum of options that
might be available to them, and there would be no
errors for entrepreneurs to capture. Only in the
world of incomplete knowledge, some buyers pay
prices that are too high, and some sellers accept
prices that are too low. By remaining alert to these
errors, the entrepreneur observes the differences in
prices and profits from reconciling them.

Just like Schumpeter, Kirzner too is critical of
mainstream economics and offers a critique of
contemporary price theory, in particular the
Robinson-Chamberlin model of monopolistic
competition (1973). He argues that neoclassical
economists are overly committed to the equilib-
rium framework and pay no attention to the mar-
ket process, the process through which
equilibrium and coordination are generated.
While the neoclassical price theory pays no atten-
tion to entrepreneurship, Kirzner argues that
entrepreneurship is the driving force of the market
economy. Along with other economists of the
Austrian tradition, Kirzner maintains that the neo-
classical approach relies on overly restrictive
assumptions. In their view, prices encountered
in a market economy are not equilibrium prices,
but rather they should be considered emergent
exchange ratios that evolve as entrepreneurs seek
to discover arbitrage opportunities. Through the
process of discovering arbitrage opportunities,
entrepreneurs capture profits, and the economy
moves toward the equilibrium. In contrast, if the
process of adjustment is viewed as automatic,
there is no role for the entrepreneur in the model.
What is puzzling and interesting to Kirzner is
assumed to happen automatically in the price the-
ory framework.

I will thus argue that the dominant theory, by
emphasizing certain features of the market to the
exclusion of others, has constructed a mental picture
of the market that has virtually left out a number of
elements that are of critical importance to a full
understanding of its operation. (Kirzner 1973, 4)

While on the surface Kirzner’s approach might
appear to be completely different from that
of Schumpeter, a number of authors view them
as complementary (Hébert and Link 1988;
Boudreaux 1994; Choi 1995). For example,
Boudreaux argues that the two approaches are
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complementary in that they both capture the dis-
tinct aspects of the competitive market process.
According to Boudreaux, if economists adopted a
broader notion of equilibrium – one that include
quality adjustments and technological and organi-
zational improvements in addition to price
adjustments – then Schumpeter’s entrepreneur-
ship could also be viewed as an equilibrating
mechanism (Boudreaux 1994). In his own recon-
sideration of the two approaches, Kirzner argues
that entrepreneurs are both alert and creative but
that only alertness is relevant to the analysis of the
market process (Kirzner 1999). Alertness renders
entrepreneurship the driving force of the market
process. In contrast, boldness, creativity, and self-
confidence are psychological traits. While being
bold and creative might contribute to entrepre-
neur’s success, these characteristics are not rele-
vant to entrepreneurship’s equilibrating function.
It is alertness that coordinates market activities,
not boldness or creativity. According to Kirzner,
Schumpeter’s psychological portrayal of the
entrepreneur might be an accurate reflection of
real-world entrepreneurs. However, these are sec-
ondary features that simply give entrepreneurs an
edge, whereas alertness is foundational. More-
over, Kirzner reasserts that entrepreneurship
must be viewed primarily as coordinating, not
disruptive. Without entrepreneurship, it is impos-
sible to explain market coordination.

While disagreement between Schumpeter and
Kirzner received significant attention in the liter-
ature, Manne notes that a more prominent and far-
reaching disagreement occurred between Kirzner
and Demsetz (Manne 2014). Demsetz defended
price theory and that entrepreneurship is not a
separate category of market activity (Demsetz
1970). Subsequently, Tyler Cowen notes that the
discussion of entrepreneurship versus optimiza-
tion is alike to that between philosophy and poetry
(Cowen 2003).
Entrepreneurship as Judgment

Foss and Klein abandon the discussion of creativ-
ity versus alertness and instead suggest that
Knight’s conception of entrepreneurship, as
judgmental decision-making under uncertainty,
provides a better explanation of the entrepreneur-
ial function and can be most smoothly integrated
with the economic literature on the firm (Foss and
Klein 2012). The authors define judgment as
“decisive action about the deployment of eco-
nomic resources when outcomes cannot be pre-
dicted according to known probabilities” (Foss
and Klein 2012, 38). They view judgment as
different from alertness because alertness tends
to be passive, whereas judgment is active. As the
authors explain, alertness is the ability to react to
existing opportunities, while judgment refers to
the creation of new opportunities (Foss and Klein
2012, 39).

They focus on the conceptualization of entre-
preneurship as judgment because they see it as a
natural complement to the theory of the firm. To
capture this relationship, they turn to Knight who
linked profit and the firm to the existence of
uncertainty (Knight [1921] 2012). Entrepreneur-
ship requires making a judgment about the most
uncertain events, and due to this utmost uncer-
tainty, entrepreneurial judgment cannot be sold on
the market, but rather becoming an entrepreneur
requires starting a firm. Judgment, as considered
by Foss and Klein, pertains employment of
resources; therefore, entrepreneurial decision-
making is ultimately a decision-making about
the employment of resources. Interestingly, and
to further separate themselves from Kirzner, the
authors argue that opportunities for profit do not
exist independently, they are not out there, waiting
to be discovered. Rather, they need to be created
and manifested in action.
Entrepreneurship in Action

Numerous authors have expanded on Knight,
Kirzner, and Schumpeter in a manner that allows
us to better understand the mechanism of how
entrepreneurs actually deal with uncertainty. One
of these authors is David Harper, who adopted the
Popperian growth of knowledge approach to illu-
minate entrepreneurial learning (Harper 1996).
Harper postulates that market entrepreneurship is
akin to scientific hypothesis testing. Similarly to
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Foss and Klein, Harper is not persuaded by the
notion of passive alertness and believes entrepre-
neurial opportunities are not discovered but must
be created. Due to uncertainty and human fallibil-
ity, there is no way of knowing whether the new
opportunity is going to be a success or a failure.
Therefore, each time entrepreneurs launch a
new product or venture, they are testing a hypoth-
esis. If businesses succeed, the hypothesis is
unfalsified, and it remains unfalsified as long as
there is sufficient interest to sustain the venture.
As in science, rejected hypothesis are valuable:
they contribute to the growth of knowledge.

Accordingly, Harper defines entrepreneurship
“as profit-seeking activity aimed at identifying
and solving ill-specified problems in structurally
uncertain and complex situations. It involves the
discovery and creation of new ends–means frame-
works, rather than the allocation of given means in
the pursuit of given ends” (Harper 1996, 3). By
exploiting similarities between the market process
and the process of scientific knowledge formation,
Harper sheds light on how entrepreneurs acquire,
use, and disseminate new, often tentative and con-
jectural, knowledge. Following Loasby, Harper
notes that the relationship between market process
and scientific progress is not a coincidental meta-
phor but both describe the same process: the
growth of knowledge (Loasby 1989).

Harper argues that since scientists and entre-
preneurs are problem-solvers, their activities
must be described in terms of human ends and
purposes. This systematic approach to uncertainty
makes Harper’s entrepreneur significantly
different from Schumpeter’s and Kirzner’s con-
ceptualizations. While Schumpeter and Kirzner
highlighted the nonrational and intuitive aspects
of entrepreneurial behavior, Harper argues that
rationality and critical methods of error elimina-
tion are crucial for acquiring new knowledge.

Saras Sarasvathy offers parallel insights into
how entrepreneurs deal with uncertainty.
Sarasvathy contributes to the entrepreneurship
scholarship a notion of effectuation, which she
defines as an inverse of causation. Causal thinking
involves selecting means most suitable for the
achievement of predetermined ends. Effectuation,
in contrast, starts with given means and seeks to
create new ends. While economic agents are
typically portrayed as employing only causal
thinking, Sarasvathy’s entrepreneurs combine
causal and effectual thinking. They act based on
what they know about themselves and others,
focus on the control of resources at hand, and
on what kind of effects are within their reach.
As they generate the alternatives, they simulta-
neously assess the qualities of different ends. To
Sarasvathy, entrepreneurship and effectuation
are crucial in opening economics to imagination
and novelty, which in turn has significant analyt-
ical implications. For example, Sarasvathy
argues that while economists have traditionally
assumed existence of such artifacts as firms,
organizations, or markets, the creation of these
facts cannot be explained without effectuation
(Sarasvathy 2001, 2008).
Entrepreneurship and Institutions

Given the interest in the relationship between
entrepreneurship and economic growth (Aghion
and Howitt 1990; Wennekers and Thurik 1999;
Blanchflower 2000), impact of institutions on
entrepreneurship begun to attract increasing atten-
tion. In his now classic paper, Baumol considers
the impact of institutional environment on the
relative payoffs to different forms of entrepreneur-
ship (Baumol 1990). According to Baumol, not all
forms of entrepreneurship are productive. For
example, rent seeking, litigation, and warfare are
entrepreneurial in nature but have a negative
impact on economic growth. When institutional
environments renders payoffs to unproductive or
destructive activities higher than payoffs to pro-
ductive entrepreneurial activities, entrepreneur-
ship does not translate into economic growth. In
other words, Baumol argues that changes in the
extent of productive entrepreneurial spirits are not
random but depend on the rules within which
entrepreneurial activity takes place. In a similar
spirit, Sautet notes that “what is generally missing
in countries with lackluster economic performance
is not entrepreneurship as such but the right insti-
tutional context for entrepreneurship to take place
and to be socially beneficial” (Sautet 2005).
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It is now well accepted that institutions deter-
mine whether entrepreneurship contributes to eco-
nomic growth. However, as noted by Boettke and
Coyne, to simply point out the set of institutions
most conducive to productive entrepreneurship is
not the same as actually implementing these insti-
tutions (Boettke and Coyne 2003). This opens the
question of what drives institutional change.
While various theories of institutional change
can be found in the literature, Wagner places insti-
tutions along with market phenomena as an out-
come of entrepreneurial action and suggests
bidirectional, entangled relationship between
entrepreneurship and institutions (Wagner 2009,
2010). In a similar vein, and building upon the
examination of institutional entrepreneurship
through the lenses of institutional theory and insti-
tutional economics (Pacheco et al. 2010), Kuchař
uses the emergence of surrogate motherhood mar-
ket to illustrate how entrepreneurs drive institu-
tional change by challenging existing institutional
legal ordering and common interpretations of
social phenomena (Kuchař 2016).
Directions for Future Research

If Sarasvathy and Venkataraman are correct in
suggesting that we might have miscategorized
entrepreneurship as a subfield of management
and economics when it is a social force akin to
democracy or scientific method (Sarasvathy and
Venkataraman 2011), then scholars interested in
pursuing entrepreneurship research need not
worry about a shortage of research streams.
Sarasvathy and Venkataraman go as far as to
argue that entrepreneurship is not a subject of
social inquiry but a method of human action.
There are reasons to believe that they might be
correct in anticipating an entrepreneurship-
centered revolution, as evidenced by the growing
interest in entrepreneurship and the emerging lit-
erature on entrepreneurship in unconventional
institutional setting, i.e., social, political, institu-
tional, and cultural entrepreneurship (Dacin et al.
2010). Another approach to considering entrepre-
neurship’s role beyond the market setting is that of
Podemska-Mikluch and Wagner: entrepreneurial
coordination across divergent institutional frame-
works, not only within them (Podemska-Mikluch
and Wagner 2017). If this broader understanding
of entrepreneurship were to take off, one area of
economic theory prone to rethinking would be
market failure literature because its conclusion
relies on the absence of entrepreneurship in any
form, be it conventional, institutional, political, or
cross-institutional.
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Abstract
To study environmental crime in a perspective
of law and economics, it is necessary to identify
the protected species from an economic point of
view and at the same time to give a legal defi-
nition of this kind of criminal behavior. The list
of sanctions and their effective deterrence
effects in cases of environmental crime are
addressed in the final part of this entry.
Definition

Environmental crime is a behavior harmful for the
natural environment and its population that is
punished with criminal sanctions, according to
the nature of the protected species and the type
and magnitude of present and future damage.
Environmental Crime

Interdisciplinary issues are hard to approach
because they involve different kinds of knowl-
edge with the use of specific terminology; this is
particularly true in the case of environmental
crime. The analysis moves from the concept
of environment as the object of legislative protec-
tion and then follows with the definition of
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environmental crime. This is not an easy task
because even within the legal doctrine there is
no unanimous view of the concept of environmen-
tal crime, and technical language is not the same
for lawyers and economists. The analysis follows
with a list of the criminal sanctions that may be
applied as a consequence of public enforcement of
criminal environmental law against the violators
of such rules. In conclusion, the deterrence effects
of criminal sanctions are studied in practice,
considering the results of empirical studies
performed. (See Gray and Shimshack (2011) for
a recent survey of the literature on empirical anal-
ysis on enforcement of criminal sanctions.)
Environment

From the economic point of view, we should
define the interest protected by the law and the
reasons why the policy maker (or legislator)
chooses to punish illegal behavior against the
environment by applying criminal sanctions.

The problem of an optimal use of the environ-
ment and its protection originates from its nature
of public good (Siebert 1992) and its characteris-
tics of non-excludability and non-rivalry. The
inability of the market to determine an equilibrium
price may be due to the social costs associated
with the private use of the good (as in the case of
pollution emissions), or the collective nature of
the benefits, that make the excludability cost
extremely high and the price market equal to
zero (e.g., the case of biodiversity preservation).
In the first case, the self-interest of individuals
determines an exploitation of the environment,
while in the second hypothesis, the indivisibility
of the benefits makes the individuals unwilling to
pay for this kind of good. Whenever the existence
of a source of market failure is present, the market
produces an inefficient allocation of resources
(Bator 1958), thus rendering necessary the adop-
tion of some economic and legal policy, to bring
the system as close as possible to a situation of
Pareto-optimal market allocation. A wide spec-
trum exists of possible measures that it is possible
to implement in order to correct the inefficiencies
of the market, such as Pigouvian taxes, standards,
tradable permits, Coasian solution, and creation of
an institution (Faure 2012; Tietenberg and Lewis
2012). This study considers only the cases where
the inefficient allocation of environmental assets
is punished by means of criminal sanctions.

The main reason for committing a crime
against the environment is the saving gained by
avoiding a costly compliance to the regulation
implemented, adopted with the aim of preserving
the environment. The individuals who follow
their self-interest, thereby breaking the environ-
mental law, worsen social welfare, overexploiting
the environment with irreversible harm for future
generations. The economic benefits for violators
increase according to the degree of stringency of
the legislation (Almer and Goeschl 2015).

From the legislative and court point of view,
the kind of remedy is commensurate with the
gravity of the behavior to the environment
(Rousseau 2009). So the private remedies of
repayment for damage or injunction are confined
to the less important cases where the conse-
quences of illegal behavior are limited to the
parties involved (e.g., the noise in a private apart-
ment). The sources of market failures render the
use of standard civil remedies difficult (like using
the strict liability regimes, see Sigman 2010) and
the administrative fines inadequate.

In the case of private goods, it is sufficient to
design the property rights properly in order to bring
the system to the optimal path, allowing the victim
of damage to file the case in the court and to be
reimbursed for the damage, thus indirectly promot-
ing the private enforcement of environmental law.
This efficient mechanism cannot be used in the
case of public goods because of the incomplete
appropriability of the benefits and the multiple
offensive environmental damages that go beyond
the individual dimension and involve collective
values and the welfare of future generations.

To protect environmental goods like air, soil,
and water, it is necessary to adopt policies pro-
moting the use of devices to abate the level of
pollution and/or to implement more environmen-
tally friendly technologies together with other
measures to preserve biodiversity and to avoid
climate changes, domestic and trans-boundary
pollution, illegal waste disposal in landfill,
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pollution emissions, and so on. Often, such kinds
of good cannot be efficiently protected by using
the standard private law remedies (like injunction
to avoid future damages and the condemnation of
the author of the offense to pay past damages), in
consideration of their characteristic as public
good, requiring stronger measures from the
policy maker, like a public enforcement of the
law, that may only indirectly protect the private
rights involved. (About the “civil enforcement
tools” of environmental law, see Glicksman and
Earnhart 2007.)
Environmental Crime

The “enforcement pyramid” (Ayres and
Braithwaite 1995), i.e., the graduation of penalties
for illegal behavior that could be applied to protect
the environment, is made up of civil sanctions,
administrative fines, and criminal sanctions.
Although all the kinds of sanctions have as com-
mon denominator the protection of the environ-
ment by means of punishment of the violator and
reimbursement of the damage, the first two kinds
of enforcement of environmental law have as their
principal aim to deter the violator and compensate
the offended individuals, in contrast with the
criminal sanctions that have as their main goal to
punish the violator.

Among the civil sanctions to implement envi-
ronmental law, the “citizen’s suit” deserves a spe-
cial mention; it may be defined thus “. . . Citizen
suits are court proceedings brought by citizens
who seek to enforce public rights. In the environ-
mental arena they are cases brought to enforce the
rights or obligations created by environmental
laws. They are civil as opposed to criminal
cases. While citizens’ suits are often brought
against government authorities this is not a defin-
itive feature . . .” (Mossop 1993). This measure
to implement environmental law has been
extensively used in wealthy (Naysnerski and
Tietenberg 1992) and less developed countries,
precisely since 1958 in the Czech Republic
(Earnhart 2000). This kind of law enforcement is
based on the citizens’ cooperation to protect the
environment and may be useful in minor cases of
law infringement. (Regarding the effects of alter-
native policies increasing reliance of self-
reporting by polluters, see Farmer 2007.)

The step immediately next to the first in the
enforcement pyramid consists of the administra-
tive fines that may be applied without any judge’s
intervention; their implementation is devoted to
public bodies of the state. The problem is that the
dissuasive capability of administrative sanctions
could be inefficient to punish and deter the more
dangerous behavior to the environment. (See on
the optimal level of environmental fines the inter-
esting paper by Rousseau and Kjetil 2010.)

In general, it is possible to note that criminal
proceedings are, in contrast to civil proceedings,
initiated by the government or by public authori-
ties rather than offended individuals. This kind of
public enforcement of environmental law requires
a high standard of proof, involving fundamental
individual rights constitutionally protected (like
individual freedom) and moral-social stigma con-
sequent to an application of a criminal sanction.

The environmental crime may be defined from
the legal point of view as a crime against the
environment or the violation of an environmental
law (Clifford and Edwards 1998). (Clifford and
Edwards (1998) moreover propose a broad philo-
sophical definition of an “environmental crime”
as an act committed with the intent to harm or with
a potential to cause harm to ecological and/or
biological system and for the purpose of securing
business or personal advantage. See Eman
et al. (2013) for an updated survey of the defini-
tion of “environmental crimes” in general and
within the European Union. For a criminological
analysis of environmental crime, see Huisman and
Van Erp 2013 and Lynch and Stretesky 2014).

Although from the legislative point of view it is
simple to say what is an environmental crime,
among the international community of law
scholars, there is no unanimous definition of this
concept; nevertheless, the phrase “environmental
crime” is used in several international agreements
and national legislation.

Here, we may underline the increasing
relevance of the trans-boundary dimension of
environmental protection (e.g., air, waste, water,
global warming; green crimes include air
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pollution, water pollution, deforestation, species
decline, the dumping of hazardous waste, etc.).
This indicates the need for the international com-
munity to define this concept univocally. The
main obstacle to this aim is that the identification
of environmental goods protected by criminal
sanctions depends on the socioeconomic condi-
tion of each single country. So you may expect
countries at the same stage of development to be
more prone to adopt similar or identical legislation
and enforcement systems, because their relation-
ship between per capita income and pollution is
the same. (About the relationship between per
capita income and polluting emissions and the
relevance of legal family in explaining the envi-
ronmental quality levels at different stages of
growth, see Di Vita (2008).) Developing countries
are not able to use their scarce resources to protect
the environment fully. These considerations could
be of help in explaining why the delimitation of
environmental crime differs among countries.

Criminal sanctions for violation of environ-
mental law constitute a novelty introduced in the
1980s of the last century, with an increasing inci-
dence in recent years (Billiet and Rousseau 2014;
Goeschl and Jürgens 2014). Since the 1970s crim-
inal sanctions to protect the environment have
become a measure extensively used in the United
States and later on in the European Community
(Almer and Goeschl 2010). (For an updated sur-
vey of “environmental crime” within the Euro-
pean Union, see Öberg (2013).) In the European
Union, the criminalization of environmental law
enforcement has been strengthened by the Euro-
pean Directive 2008/99/EC (Billiet and Rousseau
2014). More recently, since the mid-1990s, some
European countries have introduced administra-
tive sanctions as a complement of criminal fines
(Faure and Svatikova 2012; Faure 2012). Admin-
istrative measures have the advantage of being
more flexible than criminal proceedings so that
the enforcement of environmental law may be
pursued at lower cost. Even in the former Eastern
European countries, the environmental laws are
beginning to be protected by the introduction of
criminal sanctions (Eman et al. 2013).

Australia is a country where the protection of
the environment by means of criminal sanctions
has a long tradition and since 1979 has played a
leading role in criminal justice processing of envi-
ronmental offenses through the New South Wales
Land and Environment, being probably the first
nation to introduce environmental courts (Walters
and Westerhuis 2013). Among the so-called
BRICS countries, Russia seems to have experi-
enced a reduction of crimes against the environ-
ment (according to domestic statistics), although
some people suggest that together with a decrease
in ecological crimes and offenses, there is some
increase of latency within the field of ecological
crime. Recent research suggests that one of the
major profiles of environmental crime counterac-
tion could be the nongovernmental ecological
control system development adopted in Russia
that is devolved to both municipal and social
ecological control. This raises some doubt about
the degree of enforcement necessary to achieve
the optimal level of environmental protection
(Anisimov et al. 2013).

Even China, one of the most dynamic econo-
mies among the developing countries, has
recently levied criminal sanctions to punish vio-
lators and deter future infringements of environ-
mental law (Zong and Liao 2012). In the African
continent, protection of the environment from
criminals is not so widespread for the economic
considerations discussed previously. Neverthe-
less, this may represent a missed opportunity to
preserve one of the largest green lungs of the
world and an inexhaustible source of biodiversity.

The key point of view to consider the impor-
tance of environmental crime is the dynamic
effects of this kind of sanction in bringing the
economic systems toward a more sustainable
path to preserve the environment and render
the stock of environment useful for future
generations.
Criminal Sanctions To Punish and
Prevent Behavior Harmful to the
Environment

Based on the previous considerations, it is clear
that the state has to choose whether to punish
some illegal behavior with a criminal sanction in
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consideration of the interest protected and the
offensive magnitude of present and future dam-
ages. In the case of civil remedies to enforce the
environmental law, the costs burden the citizens,
with limited expenses for the public sector of the
economy (state administration and its ramifica-
tions). The criminal sanctions are applied
because it is assumed that they raise the level of
environmental protection, with high costs to the
public sector of economy in terms of investiga-
tion and imposition of penalties. The enforce-
ment costs are relevant under binding budget
constraint.

Shavell (1985, 1987) has indentified five con-
ditions that should be fulfilled to justify the appli-
cation of nonmonetary sanctions for efficient
criminal deterrence. Such conditions are (i) the
probability of insolvency of the violator, (ii) the
possibility that the criminal is able to avoid paying
the monetary sanction, (iii) the illicit earnings for
the private agent in infringing the environmental
criminal law, (iv) the potential future damage to
the environment, and (v) the magnitude of the
damage. His conclusion is that the criminal sanc-
tions are worth applying only when these five
conditions are strong enough to outweigh the
social costs to deter, punish, and hold in jail the
authors of environmental crimes (Billiet and
Rousseau 2014).

In a general theoretical framework, Emons
(2003, 2007) found evidence that criminal sanc-
tions should be applied in the case of repeat
offenders, punishing the less harmful violation
of the law with monetary penalties; escalating
penalties are used not to make the criminal career
less attractive but to make being honest more
attractive. Despite these theoretical findings, the
empirical question is whether the use of escalating
sanctions based on offense history is valid when
the benefit of crime and the probability of appre-
hension are high.

The recent guidelines of US sentences suggest
inflicting a short period of imprisonment when
the environmental crime leads to severe damage
(e.g., an illegal dump of waste, river pollution,
etc.). In accordance with previous theoretical
findings, O’Hear (2004) reports that in Australia,
the prison sentences for environmental crime
have been limited to the most serious offenses
to the environment.

The sanction for a criminal defendant varies
according to the crime and includes such mea-
sures as the sanction of death, not applicable in
cases of environmental law infringement. Incar-
ceration is a period of time that the violator spends
in jail, as a consequence of a criminal sentence.
Probation is the period during which a person,
“the probationer,” is subject to critical examina-
tion and evaluation. It is a trial period that must be
completed before a person receives greater bene-
fits or freedom. (The probationer criminal sanc-
tion could be considered quite similar to the
suspended sentences that have a lower immediate
effect but tend to deter future criminal behavior
(Billiet and Rousseau 2014).) Community service
is the period of time that the convicted spends
doing civil services instead of jail or at the end
of the period of imprisonment. Finally, monetary
fines are monetary sanctions applied by the courts
as a conclusion of a criminal proceeding (for a
more complete explanation of the characteristics
of criminal sanctions, see Öberg 2013).
Deterrence Effects of Criminal Sanctions

In the introduction we assume that the criminal
sanctions are applied in cases of extremely offen-
sive behavior toward the environment. The under-
ground message is that criminal sanctions possess
the greatest deterrence capacity to dissuade
further environmental damage. The axiom that
criminalization raises the level of environmental
quality has been questioned several times (Stigler
1970; Polinsky 1980; Andreoni 1991; Heyes
1996), in consideration of greater costs for the
use of criminal sanctions and the negative substi-
tute effects on civil and administrative fines.

Recently, Goeschl and Jürgens (2014), moving
from the initiatives of the European Commission
to prevent environmental crimes, have shown that
an increase in the criminalization level does not
necessarily lead to higher environmental quality.
The greater the area of criminal responsibility for
environmental law violation, the lower will be the
enforcement by using alternative measures.
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Based on these considerations, the debate is
shifted into the arena of applied studies.

Cherry’s (2001) empirical analysis found
strong empirical evidence that financial penalties
have a deterrence effect stronger than prison
sentences and that monetary sanctions imply a
lower social cost to punish those responsible for
crimes and to prevent future damages. The limi-
tation of Cherry’s study is that crimes against the
environment are not considered but illegal behav-
ior in general.

Faure and Heine (2005), in their research on
the enforcement of environmental crimes in
Europe, find that monetary sanctions are more
widespread than criminal sanctions in the Old
Continent. Almer and Goeschl (2010) found a
positive relationship between environmental
crime prosecution and the deterrence effect. This
result is reinforced by the outcomes of another
empirical study conducted, using microeconomic
data, in Germany regarding in particular waste
crimes, where persecutors faced inelasticity of
4% of resources devoted to environmental offices
in response to a unitary increase in environmental
crimes (Almer and Goeschl 2011).

Faure and Svatikova (2012) performed an
empirical analysis on the effects of criminal
sanction deterrence of illegal behavior against
the environment when the penalty is used
together with the administrative process to
enforce environmental law. Their analysis is
based on the theoretical assumption that to
enforce environmental law, having a budget con-
straint, it is more efficient to use administrative
fines, instead of criminal sanctions, because they
are more flexible and cheaper than criminal
proceedings.

Their evidence, based on a dataset available for
four Western Europe nations (the Flemish Region,
Germany, the Netherlands, and the United King-
dom), shows that administrative fines are a
cheaper complement of criminal sanctions.

Billiet and Rousseau (2014) suggest that the
relationship between monetary and nonmonetary
sanctions is in complementary and not alterna-
tive terms. (For an empirical analysis performed
on microdata regarding penalties applied by
courts in Europe, see Billiet et al. 2014.) In
their empirical research, they found that the
fines are usually applied together with other
criminal sanctions, thus confirming the comple-
mentary nature of the different kinds of criminal
sanctions.

Billiet and Rousseau (2014) investigated how
prison sentences for environmental crime effects
are used in fact and their deterrence effects to
violators in Flanders, using statistics of seven
courts of first instance and the Court of Appeal
of Ghent, regarding the complete case law from
2003 to 2007. This empirical analysis confirms
that in the EU, countries like Belgium, in 87.49%
of criminal proceedings, only a fine sanction was
applied to individual violators. These scholars in
their interesting study found that the kind of envi-
ronmental problem does not matter (Billiet and
Rousseau 2014) and that prison sentences are
not always executed. (Rousseau (2009) performed
an interesting empirical analysis of the court
sentences in proceedings regarding environmental
crime, finding that judges protect the private
assets and calculate the sanctions in consideration
of the magnitude of the harm).

Almer and Goeschl (2015) performed an
empirical analysis on a special kind of environ-
mental crime regarding waste, considering a panel
dataset of 44 counties from the German state of
Baden-Württemberg between 1995 and 2005.
Their outcomes support the theoretical assump-
tion that criminal sanctions have a greater deter-
rence effect, although the magnitude of this effect
depends on the intensity of enforcement. More-
over, the economic conditions and policy mea-
sures adopted at jurisdiction level play a
significant role to explain why similar law
infringements seem to be evaluated and punished
in different ways.

The deterrence effect of criminal sanctions to
punish the violators of environmental law seems
to be a promising field of future research to draw
guidelines for further legislative measures.
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Abstract
The choice between environmental policies is
traditionally considered in terms of ex ante
versus ex post interventions on the behavior
of (potential) injurers that (can) cause an envi-
ronmental accident with a consequent environ-
mental damage. Moreover, market-based
policies can be implemented as an indirect
form of incentive for correct behavior. The
two market-based policies, taxes and tradable
permits system, are compared on the basis of
the difference between price and quantity
instruments. And finally, the real situation of
the presence of an environmental policy mix is
considered as a research challenging topic.
Definition

An environmental policy, on an economic analy-
sis of law point of view, is an instrument to correct
malfunctions and subsequent inefficiencies that
originate from the presence of market failures:
the environment appears as a “public good” that
may not be appropriated by anyone and has no
market price; the damage to the environment is a
case of “externality,” in that it is, fully or partly, a
social cost that is not internalized into the
accounts of the parties causing it (Cropper and
Oates 1992).
Introduction

Different policies can be implemented to reach a
given set of environmental protection objectives.
But nearly all environmental policies consist of
two components: the identification of an overall
goal (such as a certain level of air quality or an
upper limit on emission rates) and the choice of
instruments to achieve that goal. In practice, these
two components are often linked within the polit-
ical process, because both the selection of a goal
and the mechanism for achieving that goal have
important political implications.

“But looking at this problem from a law and
economics perspective, we can move from the
theoretical definition of the efficiency of different
instruments to their practical, and so direct, poten-
tial to achieve concrete objectives. In particular,
three objectives emerge as relevant in judging the
practical efficiency of environmental policies: the
first is paying accident compensation to the vic-
tims; the second is prevention, in the sense of
providing incentives for firms to improve safety
standards; and the third is connected with techno-
logical change in the sense of encouraging firms to
adopt lower-risk technologies” (Porrini 2005,
pp. 350, 351).

Hereafter, the choice between environmental
policies is considered in terms of ex ante versus
ex post interventions on the behavior of
(potential) injurers that (can) cause an environ-
mental accident with a consequent environmental
damage. Moreover, market-based policies can be
implemented as an indirect form of incentive for
correct behavior. The two market-based policies,
taxes and tradable permits system, are compared
on the basis of the difference between price and
quantity instruments. And finally, the real situa-
tion of the presence of an environmental policy
mix is considered as a research challenging topic.
Ex Ante Command-and-Control Policy

Generally, an ex ante policy focuses on the poten-
tial injurer’s activity from which the damage orig-
inates, with effects that precede the occurrence of
the same. In the environmental sector, in particu-
lar, the standard-setting instrument is most com-
mon and consists in the enforcement, by an
agency, of a given prevention level in any way
that may be quantitatively defined. Practically,
this ex ante policy is founded on a centralized
structure in charge of setting standards and then
ensuring their compliance, according to the
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so-called classical “command-and-control”
process.

As to the US experience with ex ante policy,
the activity of the EPA (Environmental Protection
Agency) provides a clear example of policy of this
kind implemented by an independent environ-
mental authority. This agency performs its tasks
through the enforcement of polluting emission
thresholds and the performance of inspections
and, possibly, of actions brought to the federal
courts.

The choice to develop this ex ante policy pro-
vides the advantage of centralized agencies to
assure a cost-effective calculation on the basis of
the expected damage and of the marginal cost of
the different technical preventive instruments. So,
following the traditional economic analysis of law
approach, well-defined standards generate the
correct incentive for the firm to act with caution
and take the best production and prevention deci-
sions (Calabresi 1970).

Moreover, in its application, the centralized
search facilities, the continual oversight of prob-
lems, and a range of regulatory tools make this
kind of policy capable of systematically assessing
environmental risks and implementing a compre-
hensive set of instruments. But, on the other hand,
as disadvantages, the agencies may not be very
flexible in adapting to changing conditions, and a
centralized command structure, relying on expert
advice, may be subject to political pressure as well
as to collusion and capture by the regulated firms.

Summarizing, the choice to implement an ex
ante command-and-control kind of policy
responds to the need of “uniformity versus flexi-
bility.” “To be efficient, such regulations, require
information on alternative techniques and a
balancing between the profit to the industry and
the environmental impacts of various production
techniques and processes. Specific production
standards may, therefore, rapidly become obso-
lete” (Faure and Skogh 2003, p. 198).
Ex Post Liability Policy

The most common ex post policy consists in a
liability system that provides for a legal authority
to identify a party responsible for the damage
caused by an environmental accident.

Again, the experience in USA can be consid-
ered as an example given that the problem of
environmental liability in that country has
emerged more than 30 years ago. In fact, in 1980
the Congress issued the Comprehensive Environ-
mental Response, Compensation, and Liability
Act (CERCLA) with the main purpose to bring
quick relief and remedy action after an accident, to
cope with the “decontamination” of polluted sites,
and to recover the cleanup and compensation
costs from the liable parties.

The ex post policy is based on the system of
liability assignment to the polluting company
according to the so-called polluter pays principle.
Such principle has been defined as “economic” in
that it provides for the economic option of charg-
ing the cost of the environmental damage to a
specific party that is liable for the accident, rather
than generally to the society.

A system of liability satisfies the need to com-
pensate affected parties for physical and economic
damage originated from a real event loss and to
stimulate preventive measures against future
accident.

On an economic analysis of law point of view,
in a world of perfect (complete) information, this
ex post policy is an efficient method to solve the
problem of internalizing the economic effects of
environmental accident. In fact, the firms face the
proper incentive to take the optimal level of pre-
caution, and the individuals, harmed by pollution,
receive the proper compensation, possibly
through an insurance provider.

But in practice, the assignment of individual
responsibility shows relevant problems that we
can summarize in:

(i) a specific polluter could in many cases be
difficult to identify because some conse-
quences (i.e., a disease or a reduction in
health) may be attributed to a number of
different factors besides the pollution and,
even if a link between a pollutant and the
consequences may be established, it could
turn out to be difficult to determine the firm
responsible for the damage;
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(ii) compulsory insurance contracts that the
firms are induced or forced to buy could be
incomplete or insufficient because of the dif-
ficulty to determine the probability of acci-
dent and the distribution of the loss caused
by environmental damage, hence making the
pricing of the contracts complex;

(iii) the polluter can in some cases be insolvent
and unable to pay for cleanup or compensa-
tion costs because of the (small) size of the
firms operating in dangerous activities in
comparison with the (high) costs and penal-
ties of environmental damage.

A liability system can be applied using either a
negligence or a strict liability regime. The law and
economic literature compares the two regimes con-
sidering how they provide a potential polluter with
incentives to take adequate preventive measures
(Cooter and Ulen 1988). And, generally, strict lia-
bility is preferred in the presence of informational
issues (Epstein 1973). This could be the case of
environmental accidents, where it is particularly
difficult to determine the standard to assign liability
on the basis of negligence: in reality, pollution has
many sources and (potentially) many victims, and it
is a hard task to prescribe efficient pollution stan-
dards based on a calculus of the abatement cost and
the external harm of every source of pollution.
Ex Ante Versus Ex Post Policies

The traditional economic analysis of law
approach compares ex ante and ex post policies
on the basis of their role in achieving the effi-
ciency goal to stimulate the socially optimal
level of preventive care and in so doing control-
ling the environmental risk.

The authorities responsible for meeting these
objectives are the regulatory agencies, which
fix standards and check their compliance, and
the courts, which assign liability. “Statutory
regulation, unlike tort law, uses agency officials
to decide individual cases instead of judges
and juries; resolves some generic issues in
rulemakings not linked to individual cases, uses
nonjudicialized procedures to evaluate techno-
cratic information, affects behavior ex ante
without waiting for harm to occur, and minimizes
the inconsistent and unequal coverage arising
from individual adjudication. In short, the differ-
ences involve who decides, at what time, with
what information, under what procedures, and
with what scope” (Rose-Ackerman 1991).

A seminal contribution by Shavell (1984) pre-
sents four determinants on the basis of which
comparing the two different policy systems.

The first determinant is the difference in infor-
mation between private parties and the regulatory
authority. It clearly could happen that the nature of
the activities carried out by the firms is such that
the private parties have better knowledge about
the cost of preventive care and of the risks
involved. In such a case, a liability system is
more efficient because it makes the private parties
the residual claimants of the control of risks. But it
may also happen that the regulator has better
knowledge because of the possibility of centraliz-
ing information and decisions, in particular when
knowledge of risks requires special replicable and
reusable expertise. In such a case, direct regula-
tion is likely to be more efficient.

A second determinant is the limited capacity of
private parties to pay the full costs of an accident,
either because of limited liability or of insufficient
assets; this is the case called “judgment proof”
(Shavell 1986). An ex post liability policy allows
to reach a social optimal solution, only if the
private parties can finally cover the damage in
the dimension decided by the court. In all the
cases in which the damage is superior to the
resources of the private parties, a liability system
does not provide private parties with proper incen-
tives for preventive care. So the greater the prob-
ability or the severity of an accident are and the
smaller the assets of the firm are (relative to the
potential damages), then the greater the efficiency
of ex ante regulation.

The third determinant is the probability with
which the responsible parties would face a legal
suit for harm caused. This problem is particularly
present in environmental risks: in many cases the
victims are widely dispersed with none of them
motivated to initiate a legal action, harm may
appear only after a long delay, and specifically
responsible polluters may be difficult to identify.
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In the comparison with ex ante policy, ex post
liability is more uncertain and so less efficient.

The fourth determinant is connected with the
general level of administrative expenses incurred
by the private parties and the public. The cost of a
liability system includes the cost of legal proce-
dure and the public spending for maintaining legal
institutions. The cost of an ex ante policy includes
the private costs of compliance and the public
spending for maintaining the regulatory agencies.
In this case the advantage of the liability system is
that legal costs are sustained only if a suit occurs,
and, if the system works well, stimulating the
efficient level of prevention, the number of suits
will decrease, and therefore the costs are becom-
ing lower in time. On the other hand, under an ex
ante policy, the administrative costs are sustained
whether or not the accident occurs because the
process of regulation is costly by itself, and the
regulator needs in any case to collect continually
information about the parties, their activities, and
the risks.

Summarizing, ex ante policy is better when
harm is large, is spread among many victims or,
takes a long time to show up, when accidents are
not very rare events, and when standards or
requirements are easy to find and control.

In another contribution, Kolstad et al. (1990)
support the hypothesis of the complementarity
between ex ante and ex post policies because,
even if the economic literature has mainly studied
separately the two systems, characterizing each of
them by different inefficiencies, the phenomenon
of joint use of ex ante and ex post systems is
widespread.

Among the determinants presented by Shavell
(1984) and above analyzed on the basis of which
comparing the two different regulatory systems,
the authors concentrate on the fact that potential
injurer is in many circumstances uncertain about
whether a court will hold him liable in the event of
accident and subsequent suit. But an ex ante reg-
ulatory system can correct this inefficiency, at
least in part.

The development in the contributions within
the economic analysis of law literature shows an
increasing attention to the relationship between
ex ante and ex post policies characterized by
imperfections in their implementation, as comple-
ments or substitutes, both in providing the incen-
tives to the optimal level of preventive care. So the
debate about policy choice mainly focuses on the
achievement of a given target in terms of effi-
ciency in a framework where imperfections are
considered as reasons to prefer one policy to the
other.
Market-Based Policies: Taxes and
Tradable Permits

Within the category of market-based instruments,
there are policies that encourage behavior through
market signals rather than through explicit direc-
tives to firms. So, in practice, rather than imposing
uniform emission standards, market-based instru-
ments introduce a cost for the firm in the form of a
tax or of the price for a permit, leaving then the
firms to deal with the problem to control and limit
the pollution level on the base of their marginal
costs.

So stressing an efficiency kind of argument, in
the case of the implementation of market-based
instruments, each firm determines until which
level it is more convenient to reduce pollution
given the possibility to pay a tax or to buy a
polluting permit.

The two most important features of market-
based instruments with regard to traditional
command-and-control approach are cost-
effectiveness and dynamic incentives for technol-
ogy innovation and diffusion. On one hand,
command-and-control policies, to set standards,
require that policy makers obtain detailed infor-
mation about the compliance costs, each firm
faces the problem that such information may be
not available to government; by contrast, market-
based instruments provide for a cost-effective
allocation of the environment control burden
without the need for this information.

Asmarket-based policies, the most common are
tradable permits system and environmental taxes.

A system of tradable permits is based on the
allocation of a number of permits to the firms,
each of them allowing the emission of a given
amount of a pollutant; if the facility is able to
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reduce its emissions (preferably through the use of
less polluting technologies), it can sell its
remaining emission permits to other firms that
are unable to meet their quotas.

It is clear that the advantage of this policy is the
possibility to fix the level of pollution control and
in the case of technological change, without addi-
tional government intervention, to freeze this level.

On the other hand, a policy based on taxation
attributes a price on polluting activities that will be
incorporated by the firm in the price of the prod-
ucts. In this case the incentive for the adoption of
abatement techniques relies on the market mech-
anism because if a firm does not apply the optimal
techniques, it will pay more taxes and sell its
products at a higher price than other firms with
negative effects in terms of competition.

Market-based instruments, as regulatory
devices that shape behavior through market sig-
nals rather than explicit instructions on pollution
control levels or methods, are often described as
“harnessing market forces” because they can
encourage firms and individuals to undertake
actions that serve both their own financial interest
and public policy goals (Stavins 1998).

Environmental taxes and tradable permits sys-
tem are both market-based policy instruments, but
their implementation is different: taxes fix the
marginal cost for carbon emissions and allow
quantities emitted to adjust, whereas tradable per-
mits fix the total amount of carbon emissions and
allow price level to change according to market
forces. Because of these differences, the former
are defined as “price” instruments for the corre-
lated effect to increase the price of certain goods
and services, thereby decreasing the quantity
demanded, while tradable permits are defined as
“quantity” instruments for the feature to directly
fix the quantity trough the number of permits.

The literature on environmental policy choice
describes alternative instrument taxes as price
control instruments and tradable permits as quan-
tity control ones, and many contributions compare
their relative performance in terms of efficiency
under uncertainty.

The starting seminal article of Weitzman
(1974) analyzed the optimal instrument choice
under a static partial equilibrium framework,
consisting of a reduced form specification of
costs and benefits from abatement. In the setup,
an agency issues either a single price order (fixed
price) or a single quantity order (fixed quantity),
and these fixed policies result in different
expected social welfare outcomes under uncer-
tainty. Specifically, Weitzman shows that, with
imperfect information about the abatement costs,
the relative slopes of the marginal benefit
(damage) function and the marginal cost function
determine whether one instrument is preferred to
another. If the expected marginal benefit function
from reducing emissions is flatter than the mar-
ginal cost of abatement, then a price control is
preferred. If, however, the marginal benefit func-
tion is steeper, then a quantity control is preferred.

In the law and economic literature, Kaplow and
Shavell (2002) deal with the standard context of a
single firm producing externality; moreover, they
consider the case of nonlinear corrective tax, and
multiple firms jointly create an externality, dem-
onstrating the superiority of taxes to permits.

Despite the results of the majority of contribu-
tions that a taxation system is preferable to trad-
able permits system in terms of economic
efficiency, this policy obviously faces political
opposition. On the supply side of the market,
companies oppose taxes, as a cost that implies a
revenue transfer to the government and also as a
factor that can imply negative effect on competi-
tion in an international context; on the demand
side, consumers are typically not happy and pay at
the end a higher price on the products, and envi-
ronmental groups oppose taxes because, unlike
tradable permits system, these fail to guarantee a
particular reduction in the emission level.
Conclusive Remarks About the Mix of
Policy Instruments

We have analyzed the different policies as alter-
native instruments that can be implemented to
reach given environmental objectives consider-
ing, on a law and economic perspective, their
different degree of efficiency.

But environmental policy instruments usually
operate as part of a “mix” of instruments, and in
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practice several different policies are applied to
address a given environmental problem as broadly
as possible with the target to cover all sources of
pollution in every relevant sector of the economy.

The efficiency of these mixes can be enhanced
by adhering to many of the same principles that
guide the use of individual instruments and by
explicitly considering the way in which different
instruments interact.

For example, one possible mix could be trad-
able permits together with tax system.

On an efficiency point of view, while a policy
based on “quantity,” such as a tradable permits
system, can provide a degree of certainty as to the
environmental outcome, the compliance costs that
will eventually be faced by polluters are likely to
be quite uncertain under these systems. But this
uncertainty can be reduced by introducing a tax
system as a “safety valve” in the permit price. In
effect, this allows polluters to emit whatever
amount they like, in return for paying a fixed
price, the “tax,” for any emissions for which
they do not hold an allowance, should the permit
price exceed a predefined level.

This mix between environmental policies pre-
sents some economic advantages that are key moti-
vating forces to try to develop research on this topic.

First of all, policy mix allows for exchanges
across different systems and thereby facilitates
cost-effectiveness, that is, achievement of the
lowest-cost emission reductions across the set of
linked systems, minimizing the overall cost of
meeting the collective cap.

Mixed systems may also provide regulatory
stability as an advantage for affected firms, in
the sense that it may be more difficult to introduce
changes in an emission-reduction scheme when
those changes require some sort of coordination
with other policies (Johnstone 2003).

There are also administrative benefits from the
mix that come from sharing knowledge about the
design and operation of different policies to find
the best practice, but also from the reduction of
administrative costs through the sharing of such
costs and the avoidance of duplicative services.

Despite the just mentioned economic advan-
tages, we cannot find in the law and economic
literature until now so many researches that
develop theoretical models based on the mixed
use of different environmental policy instruments
that are still considered mainly as alternative.
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Abstract
Equilibrium is a key concept of modern sci-
ence, from classical mechanics to biology, so



Equilibrium Theory 761

E

that its importance for economics should not be
a surprise. More surprising is perhaps its cen-
tral role in the tentative transition of economics
from an essentially institutional set of disci-
plines to a unified branch of modern science,
based on a rigorously axiomatic system. The
main attempt for such a transition, which has as
protagonists several Nobel prizes, was con-
sumed in the 1950s, in an atmosphere first of
elation and then of disillusion that appears very
similar to that experienced 20 years earlier by
mathematicians because of the failure of the
Hilbert unification program. In spite of the
somewhat spectacular nature of both successes
and failures of its mathematical theory, how-
ever, general equilibrium has a central role in
the history of modern economics that goes
much beyond its formal treatment. This role
is inextricably related to the notion of the mar-
ket and is perhaps the primary constituents of
the eclectic nature and vitality of contemporary
economics.
General Equilibrium as a Property of the
Market

Perhaps because of its increasing importance to
the modern economy, the concept of market equi-
librium has been evolving over the course of the
story, so as to embrace different categories, in
some cases more inclusive and in others more
specific, which extend over the entire arc of
economic phenomena. This extension of
a concept originally defined in a very simple fash-
ion has led to considerable confusion, especially
since the theory and practice of modern economic
systems are, in fact, completely dependent on
market equilibrium as a category of the spirit,
even more than as a theoretical model.

What then is a market equilibrium and in what
sense can it be defined as a “general equilibrium”?
The word market was born as the past participle of
the Latin verb mercari, which means trading, and
designates the beginning of its use of a physical
place where the goods available for exchange
were exposed and where, therefore, negotiations
and exchanges were carried out. The designation
of the place, still widely used in everyday lan-
guage, came to denote at the same time the
space, the exchange, and the agents engaged in
trade of specific goods. As a result, the place
evoked by the term became increasingly virtual,
the transition between the material and the virtual
occurring through the discovery of the properties
of the markets that extend well beyond their
apparent spatial limits and culminate in the con-
cept of market equilibrium. Equilibrium, on the
other hand, was a concept that only gradually
came to characterize the market, as its assertion
went hand in hand with the increasing virtuality of
the exchange and the agents involved in making it
happen.

The process by which the market became
dematerialized, in fact, can be seen as an increas-
ing perception of its role as a mechanism to bal-
ance the exchange, by ensuring that agents meet
and act appropriately to achieve a balance of
actions and desires. For example, one of the pre-
cursors of economic liberalism Richard Cantillon
(1755) offers a description of the market and its
reasons to demonstrate how the activity originat-
ing from the establishment of a periodical fair
creates broader consequences:

There are some villages where markets have been
established by the interest of some proprietor or
gentleman at court. These markets, held once or
twice a week, encourage several little undertakers
and merchants to set themselves up there. They buy
in the market the products brought from the sur-
rounding villages in order to carry them to the large
towns for sale. In the large towns they exchange
them for iron, salt, sugar and other merchandise
which they sell on market days to the villagers.
Many small artisans also, like locksmiths, cabinet
makers and others, settle down for the service of the
villagers who have none in their villages, and at
length these villages become market towns.
A market town being placed in the centre of the
villages, and at length these villages become market
towns. A market town being placed in the centre of
the villages whose people come to market, it is more
natural and easy that the villagers should bring their
products thither for sale on market days and buy the
articles they need, than that the merchants and fac-
tors should transport them to the villages in
exchange for their products. (1) For the merchants
to go round the villages would unnecessarily
increase the cost of carriage. (2) The merchants
would perhaps be obliged to go to several villages
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before finding the quality and quantity of produce
which they wished to buy. (3) The villagers would
generally be in their fields when the merchants
arrived and not knowing what produce these needed
would have nothing prepared and fit for sale. (4) It
would be almost impossible to fix the price of the
produce and the merchandise in the villages,
between the merchants and the villagers. In one
village the merchant would refuse the price asked
for produce, hoping to find it cheaper in another
village, and the villager would refuse the price
offered for his merchandise in the hope that another
merchant would come along and take it on better
terms. (Cantillon 1755)

For Adam Smith, one of the founders of the
notion of equilibrium, the market was also origi-
nally identified in a physical space, such as a place
dedicated to trade in the city or even the entire city
(as a market town) with respect to the surrounding
countryside. For him, however, the essential fea-
ture of the market was its ability to feed and be fed
by the division of labor. In this sense, the market
becomes a place dedicated to the determination of
value by a threefold change: (a) from primitive
societies to modern societies, (b) from the family
to the firm, and (c) from the countryside to the
cities. Smith’s conception of the market is there-
fore first and foremost ideological, as pointed out
by Joan Robinson (1962). It identifies the transi-
tion between two ideal states “the economy of
barter” and “the market economy,” as a form of
substantial progress that is the basis of value cre-
ation and prosperity of modern societies. In this
sense, Smith sees the market as an anthropological
construct, which explains the redemption of man
from the “rough state” where the assets and
exchanges are both limited by the absence of the
division of labor.

Ricardo, who starts from the paradigm of the
Smithian division of labor to develop his funda-
mental theory of comparative advantage, seems to
show a total nonchalance towards the concept of
the market as compared to that of equilibrium. The
market as such is evoked only from time to time,
as a place dedicated to trade, in which the goods
produced are carried. However, in the great debate
on international trade, it remains a kind of constit-
uency space, which distinguishes the “foreign”
from the “home” market, both defined almost as
a side effect of trade between countries. In fact,
both Smith and Ricardo did not seem to attach
much importance to the market, in the sense that
they take its presence for granted within a system
that they characterize more than as a “market
economy,” as an economy of capital. Yet the fun-
damental problem, in this system, is not to explain
the nature and behavior of economic entities, but
rather to solve the problem of achieving equilib-
rium through the formation of value and the dis-
tribution of wealth.

[. . .] On the contrary, as the rise in the real value of
silver, in consequence of lowering the money price
of corn, lowers somewhat the money price of all
other commodities, it gives the industry of the
country where it takes place, some advantage in
all foreign markets, and thereby tends to encourage
and increase that industry. But the extent of the
home market for corn must be in proportion to the
general industry of the country where it grows, or to
the number of those who produce something else, to
give in exchange for corn. But in every country the
home market, as it is the nearest and most conve-
nient, so is it likewise the greatest and most impor-
tant market for corn. That rise in the real value of
silver, therefore, which is the effect of lowering the
average money price of corn, tends to enlarge the
greatest and most important market for corn, and
thereby to encourage, instead of discouraging, its
growth. (Ricardo 1821, Chapter 24, p. 42)

Walras was to argue, with the esprit de finesse
of his national tradition, that the market was not
a single place, but a system of interdependent
markets, and therefore, interdependence was its
constitutive principle which also linked the par-
ticipants. From the subjective point of view, the
market consisted then of entrepreneurs, brokers,
and owners of factors of production (workers,
capitalists, and rentiers) connected with each
other and with the goods exchanged by
a mechanism (the tâtonnement) search of equilib-
rium prices. Walras does propose a unique identi-
fication of entrepreneurs, not so much because,
according to his theory, they maximize their utility
through the pursuit of maximum profit, but
because they are characterized as intermediaries
between the markets for factors of production and
that of the goods. Under equilibrium conditions of
production, the entrepreneur does not get either
profits or losses (Walras 1877b, p. 232, 1954,
p. 225). But equilibrium, for Walras, is actually
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a theoretical notion that characterizes the market:
it constitutes the normal state to which all vari-
ables tend perpetually and automatically in
a competitive free economy (Walras 1954,
p. 224). Since it contains implicitly the equilib-
rium of exchange, the market owns the further
property of equality between the supply and
demand for final and intermediate goods, as well
as factors of production.

After Walras, it was Marshall who addressed
more explicitly the problem of equilibrium, by
characterizing the market as a meeting place of
supply and demand. Although based on the com-
parison of “needs” or “desires” (wants), rather
than the incipient neoclassical paradigms
(demand, supply, perfect competition), this con-
cept was somewhat overshadowed by the theories
of trade in Smith and Ricardo. It needed, however,
to be made explicit and descriptive, to accommo-
date the concept of price formation, bargaining
power, and competition. In Book Vof his Princi-
ples of Economics, Marshall begins by tracing
a continuum of markets, wider or narrower
depending on the position between the two
extremes of easily transferable products from
open markets and relatively immobile products
captured by closed markets:

Thus at the one extreme are world markets in which
competition acts directly from all parts of the globe;
and at the other those secluded markets in which all
direct competition from afar is shut out, though
indirect and transmitted competition may make
itself felt even in these; and about midway between
these extremes lie the great majority of the markets
which the economist and the business man have to
study. (Marshall, Principia, Libro V, Cap. I)

In this continuum, the unique characteristic of
markets is that they allow economic agents to find
a balance between desires and efforts. The easiest
way to find this balance, says Marshall, tracing in
this way the classical phylogeny, is to a person
who gets what she wants directly from her work.
A second tool is the barter, but both of these mean
being primitive and limited in their practical con-
sequences; in the end, the emergence of the mar-
ket appears to be a sheer necessity.

In the market two quantities are compared,
subject to variation: the supply price, given by
the minimum price that the agent who proposes
the sale is willing to accept for the goods offered,
and the bid price, which is the maximum price that
the agent who contemplates the purchase is will-
ing to pay. Generally, if the goods are divisible,
there are no particular problems in finding the
equilibrium point, i.e., the quantity of goods
exchanged for which the bid price and the supply
price match. There are, however, particular mar-
kets where the achievement of this point is not
trivial: the labor market, for example, is charac-
terized by the fact that for anyone who offers the
sale, only one unit has to be put on the market and
may be in need, so that the worker may be willing
to accept a very low salary. Her supply price,
determined on the basis of the cost of her effort,
may not coincide with the price for which she is
forced to sell her work to survive.

Marshall’s treatment is striking for its clarity
but also, as in the case of the classics, for the
essentially passive nature attributed to the market.
The latter, in addition to be configured as the
virtual space of the exchanges, i.e., as a locus
operandi with desirable characters of full informa-
tion, competitiveness, and so on, does not appear
to have in any way a coordinating role. The coor-
dination of trade is in fact an automatic conse-
quence of the comparison between supply and
demand (or, through the supply price and the bid
price, the comparison between effort and desire)
and does not even need to resort to the Walrasian
auctioneer. In fact, the very concepts of demand
and supply prices appear as abstractions, raising
the question of balance in an essential way, and
can be considered the disembodied protagonists
that allow to bypass a theory of the functioning of
the market. This is perhaps also due to the fact
that, as noted by Colander (1995), Marshall was
aware of a higher complexity of the general equi-
librium problem and that his conception was more
subtle and pervasive than Walras, combining the
ideas of multimarket coordination and equilib-
rium “generality” with those of dynamic adjust-
ment and coordination from a plurality of
institutions. While the Walras model is addressed
to the solution of a multiple matching problem
between goods supplied and goods demanded
in an interdependent perspective, Marshall
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conceives general equilibrium as a process with
“chaotic” characteristics. This process arises from
the fact that preferences are constantly updated
and economic agents strive to find the equilibrium
again and again by moving along “corridors” of
coordination which are contingent on the exis-
tence and operability of institutions.

A little less than a century later, in a text char-
acterized by the almost total absence of the word
“market,” Thorstein Veblen constructs a theory of
the entrepreneur, based on the idea that general
equilibrium is a dynamic process, depending on
the figure of the “captain of industry,” motivated
by the opportunities provided by the market to
acquire a monopoly position in a economy dom-
inated by machines and processes of product
standardization.

Veblen’s model of the “captain of industry,”
dear to the frontier capitalism, has the reference
specimen of big businessmen, such as the railway
investors, whose fortunes, however, consisted not
only in the vision and passion for the gains but
also in the ability to fight with success against
other entrepreneurs and, on the side of consumers,
seize the best opportunities for emerging markets.
To indicate the wisdom of this opportunistic atti-
tude, Veblen cites, in particular, the saying “charg-
ing what the traffic can bear” (Veblen 1904,
Chapter 3), which refers to the nascent industry
of American Railroads – a service rather than an
industry – but characterized by the use of power-
ful machines.

The market and with it the very notion of equi-
librium thus tend to disappear in a heroic perspec-
tive of entrepreneurship. Veblen anticipates what
will be the central observation of Coase and the
starting point of the neo-institutional economics,
which identifies the company as an alternative to
the market and its command and control structure
as an alternative to the impersonal balance between
demand and supply. Physiocrats, classical and neo-
classical economists, and, in their specificity, even
the members of the Austrian school, from Mengel
to Böhm-Bawerk, in fact, consider the entrepreneur
and the enterprise an integral part of the market, as
opposed to the family economy and the model of
consumption. In Veblen, however, the idea of
a self-governing equilibrium reappears in the role
of the captains of industry as of those who, fighting
with other entrepreneurs, to eliminate them from
the market, achieve equilibrium by freeing the
economy from an excess of management, because
“[. . .] it appears that the greater the amount of
pecuniarymanagement, the smaller are the services
provided to the community.”

The heroic function of the entrepreneur for
Veblen coincides with a form of competition that
seeks the disequilibrium and is therefore
completely different from that of Walras and Mar-
shall. The experience of American capitalism will
inspire 20 years later Max Weber, in attributing
a role equally dynamic and heroically ascetic to
the moral entrepreneur created by the Protestant
Reformation. It is interesting to contrast the points
of view of these two authors, Veblen, an econo-
mist with sociological propensities, and Weber,
a sociologist with inclinations as an economist,
because they derive a heroic role for the entrepre-
neur from completely different views of his moral
and creative features. For Veblen, the entrepreneur
is spurred by the profit motive and the desire to
amass a fortune. The drive towards these goals has
its social utility, but to pursue them effectively, the
entrepreneur must be substantially amoral and
essentially disruptive. For Weber, on the contrary,
the success of the capitalist entrepreneur embeds,
through the Protestant ethic, moral character and
a social quality dramatically higher for the market
before birth and consolidation of the reformed
religion.

More recently, Kirzner, the most influential
living economist of the Austrian school, takes up
the theme of the Socratic role of the entrepreneur,
making him, however, the principal agent of the
search for market equilibrium. According to
Kirzner (1973), the function of the entrepreneur
as an innovator gives impetus, through her tireless
spirit of initiative, to the entire economy. In doing
so, the entrepreneur plays a crucial role in
correcting market failures, through the activities
of arbitrage and speculation. In the process of
finding and reaching, the entrepreneur achieves
general equilibrium in a far broader sense, as
balance, dynamics, and completeness of the mar-
kets. In addition, speculative activities, often
held to blame, cause substantial benefits for
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consumers, because they eliminate the rents due to
disequilibrium and push the market towards more
efficient conditions. For the entrepreneur to be
able to fully release her energy in a beneficial
way, it is necessary that the institutional environ-
ment is suitable, and entrepreneurial initiative is
not mortified by the “traps and snares” of bureau-
cracy and regulation.

The entrepreneur is therefore the keystone of
the economic system because she keeps alive the
work, as in the heroic vision of Veblen andWeber,
and at the same time, through her constant pursuit
of profit, ensures that market activity goes to
fruition. As an innovator, Kirzner (1989) argues
that the entrepreneur also operates ethically even
when she captures high incomes and excess
profits. These are in fact the result of the fact that
she has discovered the use of resources, thus mak-
ing to come to life (economic) economic goods
that did not exist before. As a beneficiary of dis-
tributive justice that rewards merit, the entrepre-
neur is therefore a fully consistent moral subject.

In the face of these attempts to explain the
historical and institutional market, the long wave
of the neoclassical school, which is rooted in the
principle of specialization and cooperation,
reemerges with great force. Wicksteed is perhaps
the economist who argues more persuasively,
without the use of mathematics, the paradigm
and the marginalist theory of equilibrium which
will become the core of the so-called neoclassical
synthesis. His Presidential Address (1914) con-
tains a concise summary of the marginalist theory
of value and distribution and, at the same time,
offers an incisive way in the implications of this
theory for the nature of the institutions. First of all,
the economy is based on a principle of coopera-
tion: “The economic body [. . .] of an industrial
society is an instrumentality for which each man,
doing what he can for some of his peers, he gets
what he wants from others”. Secondly, the princi-
ple of maximization does not imply global
complex calculations, but only a comparison
algorithm of local differences:

[. . .] which means, in common parlance, that what
an individual will be willing to give something in
return, but be rather lacking, is determined by com-
parison of the difference that he thinks that its
possession would do for him except that he would
give anything in return would cause [. . .].

Moreover, it is this principle of equality of
differences that explains both the balance of the
individual and that of the market, i.e., between
individuals, in the sense that as long as someone
believes that an act of exchange may reduce the
gap between two opposing differences, he will
attempt to make the exchange [. . .].
What Is General Equilibrium?

Because of its intrinsic complexity and its very
diverse history and in spite of its centrality in
economic theory, the notion of general equilib-
rium that has gradually achieved consensus is
both subtle and controversial and still subject to
alternative interpretations by different scholars.
The point of departure concerns the more general
notion of “equilibrium,” where, since the physio-
crats, the main governing idea is the objective
property of a material “balance” between demand
and supply of both goods and services. It is this
balance, which is surprisingly attained by
exchange through unknown and somewhat mys-
terious means (e.g., Smith’s “invisible hand”),
that ensures that the economy is not clogged
with unwanted stocks of commodities or plagued
by involuntary unemployment or lack of goods or
services needed or desired. Material balance gen-
erates the further idea that a second, essential
property of equilibrium has a subjective nature:
in equilibrium agents are content in the sense they
feel themselves in a desirable state of balance,
because they sell what they want to sell and buy
what they want to buy at mutually agreeable rates
of exchange. This subjective condition in turn
leads to stipulate that in equilibrium agents realize
their plans and are satisfied because they behave
according to what they believe is right to pursue
their objectives and have no need or desire to
change.

So far the notion of equilibrium described does
not have any special connotation as partial or
general, but simply characterizes a condition
where things are at rest, in the sense that there is
no incentive to change the position of any agent,
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either to reduce objective costs or to increase
subjective satisfaction, unless underlying exoge-
nous conditions change. In this context, the “par-
tial” equilibrium model emerges from a desire to
simplify the analysis of price formation, limiting
the interaction between demand and supply and
the role of prices to one market or to a subset
of interdependent markets. Partial equilibrium,
therefore, does not mean that the multiplicity of
markets is necessarily ignored nor that any of the
properties of equilibrium (material balance, sub-
jective self-fulfilling plans) are discarded but only
that one part of the economy is considered
exogenous. More specifically, partial equilibrium
generally ignores the linkage between price deter-
mination and income formation, as well as the
wealth effect caused by the fact that the increase
or decrease in prices changes the value of agents’
endowment of economic resources.

A further, often tacit, characterization of mar-
ket equilibrium is that it is “competitive,” i.e., it
arises in a market where there is a plurality of
agents, each too small to determine, through her
individual behavior, the outcomes of the
exchange. Of course, monopolistic equilibrium
has been cultivated as a theoretical field by several
scholars, but it is typically the solution of
a noncooperative game and does not possess the
combination of objective (material balance) and
subjective characteristics of competitive equilib-
ria. As John Nash (1950, 1951) demonstrated, in
fact, the notion of subjective equilibrium does not
go hand in hand with the accomplishment of
material balance. In the theory of noncooperative
games, a Nash equilibrium is reached if each
player maximizes her objective function under
the full knowledge of the strategies of the other
players. In such an equilibrium, a higher level of
mutual rest is reached in that no player may ben-
efit by changing her strategy if no other player
does so. This does not mean, however, that
players would not like to change the allocation
of goods or services characterizing the equilib-
rium. In most cases they would, but they cannot,
because such an allocation is determined by a -
higher-level equilibrium among the strategies
leading to the allocation. A Nash equilibrium is
thus a meta-equilibrium, and while a competitive
market equilibrium qualifies as a Nash equilib-
rium, a Nash equilibrium is not necessarily
a competitive equilibrium and does not necessar-
ily require material balances between demand and
supply or agents’ contentment about the alloca-
tions realized by the enactment of their strategies.

What is then “general equilibrium”? One is
tempted to reply that general equilibrium
describes a condition where all markets are in
equilibrium, both in the sense that all markets
are cleared (demand equals supply) and all agents
fulfill their plans. However, while this definition
certainly appears simple and direct, it is not com-
plete, since general equilibrium, unlike partial
equilibrium, in addition to material balances and
subjective fulfillment requires that the distribution
of wealth is consistent with resource allocation.
General equilibrium theory, in fact, concerns three
different circles of causation: (i) between demand
and supply of goods and services on one hand and
prices and incomes on the other, (ii) between the
formation of incomes from demand and supply of
factors of production and their prices, and (iii)
between the initial resource endowment and the
redistribution caused by productive choices and
institutional transfers. The precise way in which
these three circles interact was not clear until in
relatively late times, R. Stone and A. Brown
(1962) formalized it in the so-called social
accounting matrix (SAM). The focus on the
proof of the existence by the celebrated Nobel
Prize-winning economists Kenneth Arrow and
Gerald Debreu, furthermore, while in itself
a benchmark of economic theory, for a long time
diverted the attention of the scientific community
from more practical features of general equilib-
rium, such as its computability under alternative
scenarios of competition and information and its
use for planning and project evaluation. Comput-
able general equilibrium (CGE) models, mainly
developed as a result of research efforts at the
World Bank in the 1970s, were thus mainly
a spin-off of the application of SAM and
even in their advanced, present-day form, they
tend to evoke the initial dualism between a core
set of social accounts and a complementary and
highly variable set of behavioral and technical
equations.
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While at first it may not even be seen as the
same subject, since the beginning of its being
theorized, the outcome of general equilibrium
has been identified with efficiency, in the sense
that a fully competitive price system brings about
more efficient outcomes than any other practical
arrangement or planning mechanism. The linkage
between competitive equilibrium and efficiency
was formalized by Pareto (1909) and Bergson
(1938) and, in its most advanced form, by
Arrow (1951) and Debreu (1951) in the form of
a full equivalence theorem. Pareto’s definition –
exemplar in its efficacy – characterizes efficiency
as a feasible allocation, i.e., the choice of feasible
sets of goods to consume and to produce on the
part of the economic agents, that cannot be
changed without making at least one agent
worse off. Efficiency thus simply implies that it
is not possible to modify an efficient allocation
without damaging someone. It is the expression of
the social trade-off that arises once all possible
improvements with no impact on distribution
have been made.

Two basic theorems of welfare economics link
Pareto efficiency to the notion of general
(Walrasian) equilibrium. The first says simply
that any general equilibrium is Pareto efficient
(Arrow 1951; Debreu 1951), while the second
theorem states that under certain, rather general,
conditions, given a Pareto-efficient allocation, it is
possible to find a corresponding general equilib-
rium and, in particular, a supporting price
vector. These two theorems have important policy
implications, because they suggest that Pareto
effecirncy may be obtained either through a
decentralized market system (as in the Walrasian
model), by letting prices be freely determined by
the exchange mechanism, or as a planned alloca-
tion, by imposing a system of prices that will
support it.

The relationship between Pareto efficiency and
general equilibrium foreshadows the question of
its existence, which was taken up by Arrow and
Debreu (1954), as well as McKenzie (1959) in
a series of celebrated contributions. Their work,
although focused on a rather narrow subproblem,
essentially proved that under certain conditions
aggregate demand and supply could be equated
by a set of nonnegative prices. This was
a nontrivial result that was contingent on a series
of rather restrictive assumptions but was obtained
through a mathematical powerful and unifying
instrument (the fixed-point theorem) that was in
itself shining for originality and simplicity. The
result had two drawbacks, however. First, it did
not cover nor it proved to be a feasible base for
finding circumstances under which the equilib-
rium was unique. Second, as proved in a series
of important and somewhat astounding later con-
tributions by Sonnenschein (1972, 1973), Debreu
(1974) himself, and Mantel (1974), the base of the
existence proof was a construct, named “the
aggregate excess demand function,” which,
although resulting from the aggregation of individ-
ual demand and supply, was not bound by the
limitations deriving from the postulates of rational-
ity. In what has been called “the everything goes”
conclusion, in fact, it was proved that such
a function, even though the result of individual
rational behavior, is not characterized by any spe-
cial mathematical property. Thus, the existence of
general equilibrium seemed to be quite indepen-
dent of its “micro-foundations,” as a consequence
of an essential weakness of the microeconomic
“rationality” assumptions, which were proved
to be not sufficiently discriminating to impose any-
thing resembling rationality on aggregate behavior.

General equilibrium theory, however, was not
devoid of consequences for applied economics. In
a series of important research attempts, in large
part conducted at the World Bank, several gener-
ations of computable general equilibrium (CGE)
models were developed and gradually became an
important and useful tool for policy analysis. In
these models, social accounting matrices (SAM)
became the core of the representation of general
equilibrium as a circular flow of production, con-
sumption, and incomes, with prices in all markets
as the equilibrating variables. Solving algorithm
started with fixed-point (Scarf and Hansen 1973)
and mathematical programming procedures
(Norton and Scandizzo 1981; Walbroeck and
Ginsburg, 1981) and gradually developed into
nonlinear equation systems and local or global
search solution methods (Devarajan et al. 1997).
At present, while the macroeconometric models
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prevailing in the 1970s have all but disappeared
from the economic practice, CGE models are
increasingly used around the world, in both their
static and dynamic versions, as tools to analyze
economic policy options.
Conclusions

General equilibrium has accompanied the devel-
opment of economic theory both as a founding
concept and as a scientific challenge. Its classical
version interprets the market as being character-
ized by a search for coherence, fulfillment, and
balance, from the point of view of both the agents
and the goods and services traded. In this inter-
pretation, the historical notion of the market as
a place in space and time is progressively changed
into that of a virtual space, whose prevalent fea-
ture is to harbor the dynamism rather than the
locus of exchange. The neoclassical view con-
tinues this process of dematerialization of the
market and pushes it further by focusing on the
abstract nature of equilibrium as a mathematical
construct and on its existence and uniqueness
properties. The ambition of this second approach,
which permeates the founding phase of mathe-
matical economics, is to unify economic theory
by providing a general and rigorous connection
between microeconomic and aggregate behavior.

While successful in imposing a method of the-
oretical investigation that remains one of the
assets of modern economic theory, the neoclassi-
cal program did not go beyond proving a theorem
of existence of general equilibrium and of seem-
ingly important but somewhat rarified properties
of socially efficient allocations. Embarrassingly,
the program also proved the micro-foundation
illusory, as a consequence of an intrinsic incapac-
ity of the rationality assumptions to characterize
aggregate behavior. Surprisingly, general equilib-
rium theorizing has been instead more successful
in applied economics, by providing, through the
social accounting matrix (SAM) and computable
general equilibrium (CGE) models, an apparatus
of sufficient rigor and sophistication to systema-
tize data collection and frame the analysis of com-
plex economic policies.
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Definition

The essential facility doctrine is a disputed con-
cept in the field of competition law enforcement.
According to this doctrine while a dominant
operator controls an asset that its competitors
cannot bypass to access the market because of
its natural monopoly situation or because the
unreasonableness of its replication in financial
or in technical terms, it may be bound to provide
them an access in fair, reasonable, and non-
discriminatory terms. This approach may lead
to far reaching remedies and is all the more
challenged that it is also implemented to intangi-
ble assets.
Introduction

The essential facilities doctrine (hereafter the
EFD) stems from the notion of market failure
and, even more specifically, from the concept
of natural monopoly. The EFD may be used in a
situation in which an economic operator access to
the market exclusively depends on the decision of
a facility owner without any available alternative.
The facility owner may be one of its competitors
in the downstream market or a market player
who controls an infrastructure which plays as a
bottleneck to enter the market. The facility at
stake can be an infrastructure, an upstream prod-
uct or service, or an intangible asset. In other
words, the facility owner can be a network oper-
ator, an upstream monopolist, or a patent holder.
The EFD may be activated within the scope of
competition law if this upstream monopolist’s
refusal to grant an access can be qualified as
an exclusionary or an exploitative abuse. It can
also be used within the scope of antitrust law, at
least in principle, if this refusal participates to a
strategy aiming at monopolizing a downstream
market.

The denial of access may be an absolute one –
it is a clear cut refusal to deal – or a “relative” one.
In such a case, the access is still possible but the
facility owner imposes unfair or discriminatory
conditions in terms of access charges or provides
to its downstream competitors an access charac-
terized by deteriorated technical conditions
that impair the quality of the service provided
to the final user. Such an altered access distorts
competition.

The first situation may be commonly observed
in deregulated industries. A former State-owned
vertically integrated firm, controlling a natural
monopoly segment (as the local loop in a
telecommunication network, the transportation
infrastructure in gas or electricity sector. . .) may
impose excessive access charges to its new
competitors in the downstream market. Margin
squeeze strategies may be at stake in such situa-
tions. They may consist in imposing an excessive
price for the upstream service and in charging an
exclusionary price for the downstream one. Cases
as Deutsche Telekom (case 37.451, European
Commission, 21 May 2003) illustrate this type
of strategy, implemented in this instance to impair
the access to the market of new competitors
(ADSL Internet access providers). The incumbent
leverages its dominant position to downstream
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competitive markets thought cross subsidizations
or by raising its rival costs. Imposing excessive
access prices may also be a way to accumulate
profit margins to finance exclusionary prices in an
associated market in a diversification strategy.

The second situation, characterized by volun-
tary and artificially degraded technical conditions
of access, may be embodied by the Trinko
v. Verizon decision of the US Supreme Court
(540 U.S. 398, 2004). In this case, the incumbent,
who controls the essential facility, artificially dete-
riorated the quality of the service provided to final
users by its downstream competitor (here AT&T).
In other words, its competitor cannot guarantee to
its users the same quality service than the one the
incumbent provides to its own customers on the
downstream market. The access was not denied
but the competition on the merits was structurally
distorted.

We first consider the implementation of the
EFD to network infrastructures in the USA, before
analyzing in a second part its use in the EU con-
text, both for tangible and intangible assets. Our
third part opens a discussion.

No Man Is a Prophet in His Own Country: The
EFDUnder Intense Criticisms fromUS Scholars
The EFD was initially implemented while a
“natural monopoly” infrastructure is at stake.
Firstly, we assess to what extent this doctrine
may be activated in network industries to impose
a mandatory access in fair, reasonable, and not
discriminatory conditions to the benefit of the
downstream competitors of a vertically integrated
former monopoly. Secondly, we consider the dis-
tinction between the cases of competition laws
and of sector-specific regulations. Its implemen-
tation as a regulatory tool in the United States
contrasts with the situation in the field of antitrust
laws. While the concept was crafted within the
scope of the Sherman Act enforcement, its activa-
tion within the scope of antitrust laws is increas-
ingly challenged.

Reluctances to Implement the Concept in the
Legal Sphere
The EFD was crafted in the field of network
industries in the USA in the early twentieth
century. Its first use was related to the natural
monopoly issue. As a competition through
the infrastructures is technically impossible
(or collectively suboptimal in terms of welfare),
it is necessary to make possible a competition
through the services. It supposes to guarantee a
fair, undistorted, and equal access to the natural
monopoly to any competitor wanting proposing
its services to the final consumers, in the down-
stream market, in which the competition is possi-
ble. The most archetypal implementation of this
approach was performed in the 1980s in the tele-
communications sector with the AT&T decision.

Promoting a downstream services-based
competition despite the existence of an upstream
monopolistic bottleneck both implies network
open access architecture and a regulation
that ensures the effectiveness of a level playing
field. The 1982 US Department of Justice
consent decree in the AT&T case embodied
such a logic (United States District Court of
the District of Columbia, US v AT&T Co.,
552 F. Supp. 131, August 1982). If this case
led to the incumbent break up, the key stone of
the remedies consisted in a mandatory and
undistorted access to the network guaranteed for
all the baby bells, e.g., for all the downstream
competitors in the telecommunication services
markets. In the case at hand, the EFD was
implemented in the framework of a market build-
ing strategy in the context of the sector liberaliza-
tion. Such a strategy is also at stake through the
EU directives promoting a structural unbundling
of vertically integrated State owned monopolies
in field of utilities. However, the EFD was not
crafted in the field of network industries deregu-
lation but as a competition tool 70 years before.

Indeed, the first occurrence of this concept
can be found in the US Supreme Court case
law in Terminal Railroad Association
(224 U.S. 383, 1912). The Supreme Court
admitted that while the unification of railroad
facilities in Saint Louis, Mississippi, was permis-
sible, considering the efficiency gains it produces,
it remains that a refusal to grant access to a com-
petitor to these ones may be analyzed as an
antitrust law infringement as it discriminatorily
impairs its capacities to access to the market.
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Thereupon the agreement among competitors can
be analyzed as a combination in the purpose to
restraint interstates trade. Throughout the twenti-
eth century several US courts decisions
implemented this concept to unilateral and coor-
dinated practices. According to this case law, an
access to a bottleneck may be compelled as
soon as a competitor has no alternative to
enter the market. It was for instance the case in
Associated Press (326 U.S. 1, 1945), Lorrain
Journal (42 U.S. 143, 1951), Otter Tail
(410 U.S. 366, 1973), Hecht Football (570 F.2d
982, D.C. Cir., 1977), or in Aspen Skiing
(427 U.S. 585,1985).

However, the concept of essential facility, and
more precisely its implementation within the
scope of Antitrust laws, was formally rejected
in harsh terms by the US Supreme Court in
2004 in its Trinko ruling. Quite surprisingly,
according to the Supreme Court, the essential
facilities doctrine was never endorsed by its
own case law. Insofar as it is not an antitrust
concept, it may be used, at best, in the field of
sector specific regulation. . . If the US Supreme
Court overturned its own long-standing jurispru-
dence (from 1912 to 1985), it may be related both
to the specific conditions of this case (a class-
action brought by a law-firm searching for dam-
ages) and to the evolution of the academic liter-
ature regarding this issue since the 1960s.
Indeed, legal scholars have increasingly seen in
the implementation of EFD a violation of funda-
mental rights as property rights or freedom to
contract (Areeda 1990).

Such a mistrust is not so surprising considering
other courts decisions both from the Lochner era
(the conservative US Supreme Court case law
before the progressive turn of the late 1930s’ and
the post warWarren era) and from the Chicagoan
turn of the late 1970s. The Supreme Court stated
in Colgate (250 U.S. 300, 1919) that a company
has the power to choose with whom to contract
and to set its conditions. Since the market power
does not result from a monopolization strategy,
antitrust laws have not to impose to contract
with any other undertaking. In 1980, the Berkey
Photo v. Eastman Kodak decision (444 U.S. 1093,
1980), confirms that a monopoly, since its
position results from its own the merits, can
charge the price it decides.

These two judgments have to be placed into in
their respective proper contexts. The first one is
representative of the classical legal thought.
Neither antitrust laws nor public regulations
have to impair fundamental rights. The second
one is typical from the Chicagoan approach of
antitrust laws enforcement. The GTE Sylvania
decision (Continental Television v. GTE
Sylvania, 433 U.S. 36, 1977) widened the scope
of the rule of reason at the detriment to per se
prohibitions. The Reiter Sonotone decision
(Reiter v. Sonotone Corp., 442 U.S. 330, 1979)
endorsed the consumer welfare approach.
The Eastman Kodak decision confirmed the
Chicagoan view according to which a monopoly
can lawfully extracts the competitive rents it had
created. In this framework, Antitrust laws only
have to sanction the extension of a market power
on other basis than the merits. Extracting the
surplus created is considered both as legitimate
and as desirable in terms of market dynamic
(Carlton and Heyer 2008).

Indeed, the Sherman Act, promulgated in
1890, does not prohibit the mere possession of a
monopoly power. A monopoly position is not an
antitrust issue in and of itself while its acquisition
and its maintenance stem from the undertaking’s
own merits. As the Supreme Court stated in
Grinnell Corp (384 US 563, 1966) “The offense
of monopoly under § 2 of the Sherman Act has
two elements: (1) the possession of monopoly
power in the relevant market and (2) the willful
acquisition or maintenance of that power as dis-
tinguished from growth or development as a con-
sequence of a superior product, business acumen,
or historic accident.” As a consequence, the
notion of merits goes far beyond the scope of
considerations narrowly related to past invest-
ments or to the risks initially taken by the
incumbent.

Such a view contrasts with the underlying logic
of the Judge Learned Hand’s ruling in Alcoa
(148 F.2d 416, 2d Cir. 1945). According to the
current dominant conception of antitrust laws
enforcement, a monopolist is not bound to adjust
its market behavior in order to guarantee a living
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profit to its competitors. On the contrary, Learned
Hand considered that a vertically integrated
undertaking that enjoys a monopoly position on
the upstream market must set its prices in a man-
ner that allows its downstream competitors to
remain on the market, whatever their efficiency.
This position is at odds with US current case law
according to which a legitimate monopolist has
no duty towards its downstream competitors.
However, the situation may be different in regu-
lated industries for which the market positions are
not only related to the merits. This is precisely the
point stressed by the Supreme Court in Trinko: the
EFD is no longer seen as an antitrust-related con-
cept but only as remedy available to a sector
specific regulator to organize the third party
access to a natural monopoly network.

A Risk in Terms of Incentives According to the
Economic Literature
Economic scholars have also harshly criticized the
implementation of the EFD in the competition law
field. Its broad implementation may lead to bind a
successful firm to make its competitors benefit
from its past investments, e.g., to free-ride them.
Such a mandatory access may pertain to an asym-
metric regulation of competition and it may have a
deterring effect on its incentives to invest. Ex post,
imposing an access to the incumbent’s assets can
be seen as an expropriation. The undertaking con-
trolling the essential facility is deprived of the
right to refuse the access and of its capacity to
set freely its price. The economic gains resulting
from its investment will be partially lost. Ex ante,
anticipating such a risk might deter to invest in
this type of asset. Depending on the level of
the access charge, it may also impair its incentives
to spend money in its maintenance or in its devel-
opment, as the dominant undertaking cannot
expect to extract all the economic gains resulting
from its investment. In addition, it may even
impair the incentives to invest for nondominant
undertakings. As the new entrants may prefer to
use the incumbent’s assets, it may reduce the
incentives to develop a new (essential) facility.
Indeed, this case law may lead to expect the pos-
sibility to be bound to provide an access benefit-
ing to competitors and in doing so to reduce the
potential pay-offs associated to the initial
investment.

As a consequence, imposing a mandatory
access may be welfare-enhancing only in a static
sense: it effectively increases the competition on
the downstream market. However, in a dynamic
sense, it may be a counterproductive remedy as it
hinders the incentives to invest in the infrastruc-
ture and in strategies aiming at by-passing it. The
consumer welfare gain resulting from the compet-
itive remedymay be only a short-term one. Invest-
ments aiming at producing disruptive innovations
may be discouraged and the asset owner may be
daunted to invest to increase the quality of the
service provided by its infrastructure or its capac-
ities because it will also benefit to its competitors.
In a worst-case scenario, the incumbent might
be incentivized to under-invest to generate
socially counter-productive bottlenecks in order
to have an objective reason to deny the access to
its competitors.

In addition, the very cautious approach of the
economic literature considering the EFD imple-
mentation is even exacerbated for intangible
assets as intellectual property rights (hereafter
IP). For instance, how to characterize an intangi-
ble asset as absolutely necessary to a competitor to
access the market and reasonably impossible to
replicate in technical or in financial terms? Such
preventions echo with the Stigler (1968) views
according to which barriers to entry cannot really
be technical or financial but are more commonly
the product of public regulations. Moreover, pub-
lic intervention through antitrust remedies are
viewed with suspicion. It is particularly the case
since these remedies are implemented within mar-
ket building objectives (or in order to counterbal-
ance individual market power) or since they aim at
correcting the excess of IP rights protection. The
risk of regulatory capture cannot be excluded.

Indeed, we may put into relief the long-
standing mistrust of economic scholars towards
antitrust suits initiated by competitors. The risk is
to protect unduly competitors at the expense of
consumers (Bork 1978). In addition, the incen-
tives produced by competitive threats might be
still possible despite a monopoly situation. The
competitive pressure persists for as long as the
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market remains a constable one. Compelling a
monopoly to renounce to its contractual freedom
and to limit its capacity to extract all the surplus
created can eventually be prejudicial in terms of
consumer welfare. In other words, compulsory
licensing or mandatory access may lead to an
asymmetric regulation of competition. If the
EFD one may be acceptable as a regulatory tool
in the framework of a sector specific liberaliza-
tion, it is by far more debatable since the dominant
undertaking’s position is due to its merits and not
to former exclusive rights.

A Broad Acclimatization in the EU
Competition Law Enforcement
Even through the essential facility doctrine is now
rejected as an antitrust tool in the USA, its imple-
mentation by the EU Commission and by the
Member States’ competition authorities is signif-
icant. The reason of this adherence may be
explained by the EFD theoretical consistency
with some of the EU competition policy underly-
ing principles. Firstly, the EFD tackles the
issues related to deny to access to the market
(exclusionary abuse) or to excessive access prices
(exploitative abuses). Secondly, as soon as the
purpose of the competition law is conceived as
encompassing the building competitive markets
or the guarantee a level playing field, the EFD
appears as an efficient tool to craft remedies to
achieve such ends.

Implementation to Network Industries
The first uses of the EFD in the EU context
naturally took place in the field of the liberaliza-
tion of network industries with the 1992 EU Com-
mission’s decision in the case B&I – Sealink
(Commission, case IV/34.174 – Sealink/B&I
–Holyhead, 11 June 1992). It was also the case,
4 years later in the French case the 1996 compe-
tition authority’s decision related to the
Narbonne’s heliport (French Competition Coun-
cil, decision n�96-D-51, 3 September 1996).
Through the EU Commission led liberalization
process, the EFD was successively applied to
telecommunications, electricity, gas, and railways
sectors. We will see below that one additional
special feature of the EU use of the EFD compared
to the US case has to be taken into account: its
large implementation to intangible assets. For
instance, incumbents are commonly bound to
share their consumer’s data bases with new
entrants in order ensure a level playing field (see
for instance the French Competition Authority
decision, n�17-D-06 related to practices in the
markets of gas natural, electricity, and energy
related services, 21 March 2017).

The EFD was often implemented as a compet-
itive remedy in the sectors concerned by a liber-
alization process. The first step of liberalization
commonly consists in guaranteeing an open (and
regulated) access to the incumbent’s infrastructure
for the new entrants in order to favour the devel-
opment of a services-based competition. The sec-
ond step may be an unbundling (incumbent’s
vertical de-integration) or the implementation of
the so-called ladder of investment approach
(Bourreau et al. 2010).

The vertical unbundling is a drastic way to
guarantee an undistorted access. It consists in the
vertical integrated incumbent break up, as it was
the case in the 1982 AT&T US case. These reme-
dies were implemented in the energy sector exclu-
sively through negotiated procedures (see for
instance the ENI Commission decision 39.315,
29 September 2010).

The ladder of investment approach is a less
intrusive intervention (without mandatory dives-
titures as structural remedies) that can be
implemented since the competition is not poten-
tially limited to the service but can be expanded to
a part of the facilities. This approach consists
in providing a broad access to the incumbent’s
facilities in the first steps of the liberalization
process in order to lower barriers to entry at the
benefits of its new competitors. The expected
effect consists in helping them to acquire a suffi-
cient customer’s portfolio to overcome investors’
risk aversion to finance their own infrastructures.
This broad access will be progressively reduced in
order to promote incentives to invest both for
them and also for the incumbent, since the first
ones cannot durably free ride its own investments.
This approach allows to incentivize the new
entrants to shift from a services-based competition
to a facilities-based one. It does not concern the
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natural monopoly in itself but all the facilities nec-
essary to the connection with this one. Naturally
regulated access to the natural monopoly segment
remains at the end of this period. One of the inter-
ests of such a facilities-based competition is to
favour a service differentiation among the compet-
itors, for instance in terms of quality. It can be seen
as broad way to implement the EFD within the
context of a sector specific liberalization.

Even so, the case of the ladder of investment
approach illustrates some of the common risks
and pitfalls of the EFD implementation in network
industries. On one hand, if the access charge is too
low, the new entrants may free ride incumbent
past investments and can be discouraged to invest
in their own assets. On the other hand, the incum-
bent’s incentives to develop and to maintain its
own infrastructures may be reduced by such a
mandatory access. Setting the access charge raises
several difficulties. A high access charge level
may erect a barrier to entry and unduly preserve
inculbent’s rents. Even if the access charge has to
be oriented to its costs, it remains that information
asymmetries might lead to significant regulatory
costs and to possible suboptimal settings. In the
same time, the access to the incumbent’s facilities
may be counterproductive for the new entrants as
it might perpetuate a situation of dependence
toward their main competitor. This dependence
on the facilities controlled by their main compet-
itor exposes them to the consequences of nonco-
operative behaviors as raising rival costs
strategies (through the pricing of nonregulated
ancillary services) or strategies aiming at artifi-
cially reducing the quality of the service they
provide to final users.

The EU Commissions had faced sharp criti-
cisms about its broad implementation of the EFD
in the field of network industries. The concept of
ladder of investments, presented above, illustrates
that the scope of the essential facility can go far
beyond the natural monopoly segment narrowly
defined. The risk is to excessively extend the
notion of essential facilities to all the specific
and expensive assets that a new entrant needs to
dispose to enter the market. Investing in some
specific assets may actually represent a significant
risk as their amortization can be difficult for a new
entrant who only serves a small segment of the
market. However, it is not so rather clear at the
theoretical point of view that such investments
can be considered as barriers to entry (see for
instance Stigler 1968). The risk is to promote
thought the EFD implementation an asymmetric
regulation of the competition by mandating the
incumbent to provide an access not only to its
essential facilities but also to convenient facilities
for its competitors (Ridyard 2004). The risk is to
favor inefficient entries at the expense on final
consumers.

A striking example of such concerns can be
provided by the EU CommissionGVG decision in
2003 related to an access of a German company to
the Italian railways. The mandatory access covers
all the components of the traction services
encompassing the locomotives and the railway
workers qualified for the Italian network them-
selves (European Commission, case COMP/
37.685, GVG/FS, 27 August 2003). On the con-
trary, in the Bronner decision, the Court of Justice
had decided that a mandatory access to an incum-
bent facility cannot be imposed since the new
entrant can develop its own (Court of Justice,
judgment C-7/97, Oscar Bronner GmbH &
Co. KG v Mediaprint Zeitungs, 26 November
1996). An essential facility should be a non-
replicable one and not only a less expensive one.
The EU case law has been overturned at the ben-
efit of a broader definition of the notion of the
essential facility.

Another spectacular example of the broad
implementation of the EFD in the EU competition
policy applied to the liberalisation of network
industries can be provided by a French competi-
tion authority decision related to the electricity
market in December 2007, Direct Energy
(French Competition Council, decision n�07-D-
43 related to EDF market practices, 10 December
2007). These far reaching remedies can be
explained by the very specific context of the
French liberalization characterized by the coexis-
tence of regulated tariffs at the retail level and
market prices at the wholesale one. The new
entrants were bound to set their retail prices at
this threshold to attract customers. In the same
time, as they did not control their own generation
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capacities, they must buy the electricity on the
wholesale market. Since, the regulated retail
price is set according the generation marginal
cost of the plants, mainly nuclear, operated by
the incumbent, they were potentially squeezed
since the wholesale price might be higher than
this last one. The competitive claim was grounded
on this margin squeeze produced by the combined
effect of the downstream (regulated) price and the
upstream (market) price. The competition law-
based remedy consisted in implementing the
EFD to the energy generated by the nuclear
power plants (de Hauteclocque et al. 2011). The
new entrants benefit from a drawing right on the
incumbent’s nuclear plants originated generation.
The EFD was implemented to energy itself
through this quasi-structural remedy. Such types
of remedies tend to ensure that the new entrants
may be as efficient as the incumbent. The use of
the EFD is not limited to guaranteeing an access to
the market for the competitors of a vertically
integrated incumbent but participates to a regula-
tion of the competition. In other words, the access
does not concern a network infrastructure but the
upstream good. The purpose is to ensure a level
playing field in the downstream market. . . even if
it supposes to “subsidize” potentially less efficient
competitors. The EFD in this context leads to
horizontal wealth transfer among market players.
In this instance, it was used to address a regulatory
imperfection.

Implementation to Intellectual Property Rights
Beyond this broad implementation, the EU imple-
mentation of the EFD is also distinguishable from
the US one, as it also broadly concerns intangible
assets as intellectual property rights. The EFDwas
implemented in the EU case law on TV programs,
data bases, and to interoperability devices
between softwares. While the EFD as competition
remedies may be admitted as the essential facility
at stake resulted from exclusive rights, the case of
intangible assets raises concerns as soon as the
assets are the products of incumbent’s merits. In
the same time, these far reaching remedies can be
analyzed as a mean to counterbalance the exces-
sive protection of the incumbents produced by
intellectual property rights. They can also be
analyzed as a mean to prevent an unchallengeable
monopolization of a given market or to counteract
leveraging strategies. The leverage from the then
near-monopoly Windows operating system was
one of the main concerns 11 years ago
(EU Court of First Instance, case T-201/04,
Microsoft Corp. v. European Commission,
17 September 2007); (EU Commission, 18 July
2018, case 40099) and some online platforms
raise nowadays the same types of competition
issues.

In a historical perspective, the first implemen-
tation to the EFD to intangible assets in the case of
the EU competition law took place in the 1990s
with the Irish TV programs case (EU Court of
Justice, cases C-241/91P and C-242/91P, RTE v
European Commission, 6 April 1995). The dom-
inant broadcasting operator edited its own TV
programs magazine and refused to provide its
TV listings to a new entrant who aimed at propos-
ing a multi-channels TV programs magazine. The
1995 EU Court of Justice rulings imposed to
communicate to this entrant the TV listings by
considering that the refusal impair it to propose a
new product to consumers. A second emblematic
case was the IMSHealth one (EUCourt of Justice,
case C-418/01, IMS Health Gmbh v NDCGmbH,
29 April 2004). An undertaking proposing
software-based reporting tools for pharmaceutical
sales data refused that a new entrant adopts the
same database modular structure than its one,
based on German Zip codes. The EU Court of
Justice dismissed its claims in 2004 and consid-
ered that it must provide a licence for allowing its
competitor to use the same database structure
despite its protection through intellectual property
rights. What is specific in this second case is that
there is no new product at stake as it was the case
in the 1996 ruling.

This point is all the more relevant that the
initial EU case law imposed to fulfil several
criteria to decide of a compulsory licensing rem-
edy under the EFD. The 1995Magill decision was
for instance grounded on the future availability of
a new product for consumers. In the IMS judg-
ment, this condition was not required. The access
may be required even if the new competitor will
provide the same service in the same relevant
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market. In the same way, in theMicrosoft case, the
Commission imposed as a remedy the sharing of
the interface protocols with its OS, considering
that the interoperability will favor the future
development of new products. Such pragmatism
was also at stake concerning another condition to
implement the EFD for intangible assets as for
instance the requirement to implement a balance
of incentives before imposing a licensing. Indeed,
the EU case law initially imposed to perform such
a balance in order to assess the net effect on the
incentives to invest and to innovate both for the
incumbent and for the beneficiary of the compul-
sory licensing. Such an assessment, which echoes
with the more economic approach of the compe-
tition law enforcement – e.g., its effects-based
approach – is seldom, or almost never,
implemented in the EU case law related to the
EFD (Marty and Pillot 2012). In the EU Commis-
sion guidance related to its enforcement priority
regarding the article 82 of the Treaty (now the
article 102), issued in February 2009, only three
criteria remain: the refusal must relate to a product
or a service objectively necessary to effectively
compete on the market; the refusal may lead to an
elimination of the effective competition; and this
refusal is likely to lead to consumer harm).
Discussion

Implementing the EFD for intangible assets
raises specific concerns (Castaldo and Nicita
2007). Setting the licensing fee is one of the more
delicate aspects. Defining the access charge for a
physical network may already be a challengeable
task. Even though the principles are clear (the
access price should be oriented toward the cost),
the influence of accounting choices and the imper-
fections of information may lead to significant
difficulties. Moreover, if we consider the Direct
Energy remedies how to set the real cost of an
electricity generated by nuclear power plants?
The solution applied in this specific case – an
auction procedure – illustrates the difficulties
encountered to implement such remedies. Things
are even worse for intangible assets for which the
cost are by far more difficult to assess. The access
and replication costs are negligible. The initial
investments and the risks taken cannot be easy to
evaluate and may be irrelevant, as testifies the IMS
case, in which the essential facility at stake was an
IP right on the structure of data base in accordance
with Zip codes.

In addition, a broad implementation of the EFD
to intangibles might lead to price regulation and to
some extend to competition regulation. Defining
the terms of a FRAND licence terms (Fair, Rea-
sonable, and Non Discriminatory) or balancing
market powers among competitors impose to
define the concepts of fairness and reasonable-
ness. Furthermore, using the EFD to promote the
liberalization of a network industry, or even worse
to make a dominated market contestable, may lead
the competition authority to act as a sector specific
regulator aiming at favoring the development of
the competitors, possibly at the expense of final
consumers.

Finally, the EFD implementation as a compe-
tition law remedy illustrates the transatlantic
divergences on several topics. First, it stresses
the debates on the respective scopes of competi-
tion law enforcement and sector specific regula-
tion. Second, it illustrates the divergences about
the possibility to use competition remedies to
address issues as the excessive protection granted
by intellectual property laws. Third, it underlines
the disagreements on the use of competition law
remedies as tools to prevent or to correct exces-
sive concentrations of economic powers, even if
these ones mainly result from the merits.

However, a striking point in the analysis of the
implementation of the EFD in the EU competition
law enforcement should be put into relief. It con-
sists in the sharp contrast between the frequency
of its use and the reluctance of the competition
authorities to ground decisions and to justify rem-
edies explicitly on this doctrine. Several reasons
might be highlighted. A first one may be found in
its lack of well-grounded economic theory foun-
dations, especially in the framework of an effects-
based approach (Geradin 2004). A second one
may be related to the relative fuzziness of the
concept at legal point of view and to the possible
risks induced in terms of decision reversal in the
judicial control. As a consequence, the doctrine is
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in the same time significantly used to shape com-
petition law remedies in the EU case and rarely
qualified as a legal basis to ground them.
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Abstract
The investigation and litigation that involved
Microsoft before the EU authorities in the
2000–2012 period is arguably the first case
that put the complex issues of the new econ-
omy to the test of EU competition laws. The
case, which attracted a lot of attention, also
beyond competition law circles, was a com-
plex one, at various levels – technical, eco-
nomic, and legal – and one that eventually
interrogated the ultimate goals of competition
policy in a given legal system. This entry
takes the reader through the various issues
and findings of the European Commission
and the Court of First Instance of the Euro-
pean Union before offering few notes of anal-
ysis and a view on the future implications of
this landmark case.

EL classification K4 Legal Procedure, the
Legal System, and Illegal Behavior.
Background and Significance of the Case

“The Microsoft case was the monopolization case
of the new economy just as Standard Oil had been
the icon of the old” (Peritz 2010). This quote
makes reference to the US case involving Micro-
soft and draws a momentous parallel with the
famous Standard Oil case of 1911 where the US
Supreme Court found Standard Oil guilty of
monopolization of the petroleum industry and
famously divided the company into several differ-
ent and competing companies. This quote gives a
very good idea of the importance of the competi-
tion law tangles that have involved Microsoft, the
American new economy giant, in the USA.
Equally important was the investigation and liti-
gation that involved Microsoft in the EU in the
2000s and which produced some of the most
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controversial decisions of the EU Commission
and of the General Court.

Microsoft, founded by Bill Gates in the 1970s
in California, has fast become one of the most
successful companies of our time. It belongs to
that inner circle of businesses strongly character-
ized by a unique blend of innovation and creativ-
ity and vision and aggressiveness – which can
often be attributed to the leadership of unique
founder individuals. Microsoft operates in some
of the most crucial and innovative markets. Its
products, and notably its operating systems and
software applications, are ubiquitous. Their
importance cannot be understated. They have
influenced, indeed shaped, everyday life of bil-
lions of people around the world. Commercial
success and especially market power attract the
attention of antitrust control. Microsoft has thus
been subject to various investigations and actions,
based on antitrust laws, at both sides of the
Atlantic. Since the beginning of the 1990s, Micro-
soft started to be the subject of the scrutiny of US
authorities (on the US case, see Page and Lopatka
2007; Peritz 2010; Gavil and First 2014). This
culminated in a much-publicized litigation at the
turn of the millennium where it was charged with
the allegedly illegal tying of the Internet Explorer
web browser with the Windows operating system.
Microsoft would have leveraged on the sheer dis-
semination of its PC operating system to extend its
dominance in the web browser market. Following,
among other things, a change in administration
(from Clinton to Bush Jr.) and numerous settle-
ments between the various parties involved, this
litigation finished with no action. The focus
shifted to the other side of the Atlantic. At the
beginning of the 2000, the EU Commission offi-
cially started to investigate two conducts of
Microsoft – the tying of its media player with
Windows and the refusal of certain interoperabil-
ity information to communicate with its server
operating systems – which, in a momentous deci-
sion of 2004, were concluded to be breaches of
EU antitrust law. In 2007, in a long-awaited deci-
sion, the General Court of the EU essentially
confirmed the findings and rulings of the EU
Commission. In 2009, the EU Commission
started a new investigation focused (like the US
case) on the bundling of Windows with Internet
Explorer, which was settled the next year.

After summarizing the arguments and the find-
ings of the EU case (section “The Decisions of the
EU Commission and the General Court”), this
entry provides few notes of analysis of the tech-
nical, economic, and legal aspects of this case
(section “Analysis of the Case”). This analysis
paves the way to the consideration of the broader
implications of the case (section “Implications for
the Future”).
The Decisions of the EU Commission
and the General Court

Article 102 of the Treaty on the Functioning of the
EU (TFEU) (formerly, Article 82 of the EC
Treaty) was the key provision at the center of
both the EU Commission investigation and the
litigation before the General Court. In the parts
relevant to the Microsoft case, this provision,
which dates back to the original Treaty of Rome
of 1957, reads:

Any abuse by one or more undertakings of a dom-
inant position within the internal market or in a
substantial part of it shall be prohibited as incom-
patible with the internal market in so far as it may
affect trade between Member States.

Such abuse may, in particular, consist in:
. . .
(b) limiting production, markets or technical

development to the prejudice of consumers;
. . .
(d) making the conclusion of contracts subject to

acceptance by the other parties of supplementary
obligations which, by their nature or according to
commercial usage, have no connection with the
subject of such contracts.

The reader can find in the literature (Rubini
2010) a uniquely interesting repetition of the EU
investigation and litigation, performed by its very
same actors: the Commission (Banasevic and
Hellström 2010), Microsoft (Forrester 2010;
Bellis and Kasten 2010), and the General Court
(Vesterdorf 2010). The following section summa-
rizes the key arguments and findings of the
case. This overview will introduce the reader to
the various levels of complexity of this
momentous case.
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The Decision of the EU Commission
After a lengthy investigation, the EU Commission
issued its decision on 24 March 2004. It con-
cluded that Microsoft had violated Article 82 of
the EC Treaty by abusing its dominant position in
client PC operating system (OS) in two ways.
Firstly, it had illegally refused to supply interop-
erability information which was indispensable for
rival vendors to compete in the work group server
operating system market. Secondly, it had ille-
gally made the availability of the Windows client
PC operating system conditional on the simulta-
neous acquisition of the Windows Media Player
software. The Commission ordered Microsoft
to disclose interoperability information and
appointed a trustee to monitor the compliance
with this duty. It also orderedMicrosoft to provide
a version of Windows without Windows Media
Player. The Commission finally imposed a fine of
497,196 million euros for what it found to be a
very serious infringement of Article 102 TFEU.

With respect to the licensing part of the case,
the Commission found that Microsoft had
breached Article 102 TFEU by refusing to supply
interoperability information to its competitors. As
noted, letter (b) of the same provision enlists:
“limiting production, markets or technical devel-
opment to the prejudice of consumers.” Two
Microsoft products, and markets, were under
examination in the licensing claim: first, the Win-
dows PC OS and, second, the Windows Server
OS. The Commission found that, with market
shares of, respectively, 93% and 60%, Microsoft
was superdominant and dominant in the relevant
product markets. The servers’market was the one
where there had been, and there still was, some
competition. Some companies were competing
with Microsoft and were concerned by the reduc-
tion in the interoperability information available
for communication between their servers and
Windows PCs. The main issue of contention
concerned the degree of interoperability, and
amount of information, which should be
guaranteed. The Commission opined that Micro-
soft refused information that was indispensable
for external servers to interoperate with Windows,
which limited innovation and risked eliminating
competition to the detriment of consumers. In
economic terms, the scenario was one of leverag-
ing in the server OS market on the basis of the
virtual monopoly held in the PC OS market. The
significant network effects that are typical of these
markets exacerbated the effects of this exclusion-
ary conduct (Gil-Moltó 2010). The Commission
therefore ordered Microsoft to license on reason-
able and nondiscriminatory terms the relevant
interoperability information to its competitors.

With respect to the tying claim, the Commis-
sion found that Microsoft had infringed Article
102 TFEU by bundling its Windows Media
Player with its operating system. This had
enabled Microsoft to expand its market power
and foreclose competition in the media player
market. The Commission based its decision on
four steps: (i) the tying (i.e., Windows) and tied
(i.e., Windows Media Player) products are sepa-
rate products, (ii) Microsoft is dominant in the
market for Windows, (iii) it does not give its
customers a choice to obtain the tying product
without the tied product, and (iv) this practice
forecloses competition (in market of media
players). The Commission thus ordered Micro-
soft to offer a version of Windows without the
Windows Media Player.

The Judgment of the EU General Court
With a decision dated 17 September 2007, the
General Court (at the time Court of First Instance)
of the EU upheld the substance of the Commis-
sion’s decision with respect to both abuses as well
as the fine. The General Court’s decision was not
appealed before the Court of Justice of the EU.

The Duty to Disclose Interoperability Information
Before the General Court, Microsoft put forward
various arguments to discredit the assessment of
the EU Commission of the need for a duty to
disclose interoperability information. Firstly, the
concept of interoperability used by the Commis-
sion was too broad, and to follow it would have
meant to enable Microsoft’s competitors to have
access to highly technologically innovative pro-
tocols and to clone its products. Secondly, the
Commission did not follow the strict conditions
that, according to the case law, need to be present
before antitrust law can impose a duty to license
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intellectual property. In particular, the presence of
five alternative routes for interoperability defeated
the existence of indispensability. In addition, a
high threshold for antitrust intervention should
be followed. The presence of competing servers
in the market proved that competition was not
being eliminated. Moreover, the emergence of
no “new product” was prevented by Microsoft’s
conduct. Finally, Microsoft’s refusal was justified
on the grounds of protecting valuable intellectual
property, and the forced disclosure of information
would encourage copying and reduce incentives
to innovate.

The General Court in turn rejected each of
these arguments.

Firstly, the General Court confirmed the
degree of interoperability the Commission found
to be necessary to remain viable in the market and
in the specific context of a Windows work group
network (paras. 229–230). In particular, the Court
found that the Commission was right in conclud-
ing that “the common ability to be part of [the
Windows domain architecture] is a feature of
compatibility between Windows client PCs and
Windows work group servers” (para. 189). Con-
sequently, the Commission was held to be correct
in considering that the required interoperability
information should cover “the complete and
accurate specifications for all the protocols [that
are] implemented in Windows work group server
operating systems and that are used by Windows
work group servers to deliver file and print ser-
vices and group and user administration services,
including the Windows domain controller ser-
vices, Active Directory services and Group Pol-
icy services, to Windows work group networks”
(para. 195). The Court also noted that this infor-
mation does not extend “to the internal structure
or to the source code of its products” (para. 206).
The Court also rejectedMicrosoft’s argument that
this degree of interoperability would have allo-
wed its competitors to clone its products or cer-
tain features of those products (paras. 234–242).

Secondly, theGeneral Court also found the Com-
mission did not err when it found that the informa-
tion concerning the interoperability with the
Windows domain architecture was indispensable.
The availability of the required information was
necessary in order to be able to compete viably
with Windows work group server OSs on an equal
footing.

On the one hand, the Court rejected that the
five alternatives to disclosure could ensure the
necessary degree of interoperability. Microsoft
had put forward five methods which, though not
ensuring the perfect substitutability that the Com-
mission considers essential, made nonetheless it
possible to achieve the “minimum level of inter-
operability required for effective competition,”
“to work well together” (paras. 345–346). It is
interesting to note here that, in its Decision, the
Commission had already rejected “reverse engi-
neering” as a viable alternative to disclosure of
interoperability information (see para 562 of the
Decision).

On the other hand, on the issue of what level of
elimination of competition is necessary to trigger
antitrust intervention, Microsoft contended that
the Commission had been satisfied with
establishing a mere “risk” of the elimination of
competition in the work group server OS market.
What should have been required was the “likeli-
hood” or, in other words, the “high probability” of
distorting competition. The General Court
responded that Microsoft’s complaint was “purely
one of terminology” and “wholly irrelevant”
(para. 561). The Court went on noting,

The expressions ‘risk of elimination of competition’
and ‘likely to eliminate competition’ are used with-
out distinction by the Community judicature to
reflect the same idea, namely that Article [102
TFEU] does not apply only from the time when
there is no more, or practically no more, competi-
tion on themarket. If the Commission were required
to wait until competitors were eliminated from the
market, or until their elimination was sufficiently
imminent, before being able to take action under
Article [102 TFEU], that would clearly run counter
to the objective of that provision, which is to main-
tain undistorted competition in the common market
and, in particular, to safeguard the competition that
still exists on the relevant market.

In this case, the Commission had all the more
reason to apply Article [102 TFEU] before the
elimination of competition on the work group
server operating systems market had become a
reality because that market is characterized by
significant network effects and because the elimi-
nation of competition would therefore be difficult
to reverse. . . .
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Nor is it necessary to demonstrate that all com-
petition on the market would be eliminated. What
matters, for the purposes of establishing an infringe-
ment of Article [102 TFEU], is that the refusal at
issue is liable to, or is likely to, eliminate all effec-
tive competition on the market. It must be made
clear that the fact that the competitors of the dom-
inant undertaking retain a marginal presence in
certain niches on the market cannot suffice to sub-
stantiate the existence of such competition (paras.
561–563).

Applying this reasoning to the actual market
data, the General Court concluded that “Micro-
soft’s refusal has the consequence that its compet-
itors’ products are confined to marginal positions
or even made unprofitable. The fact that there may
be marginal competition between operators on the
market cannot therefore invalidate the Commis-
sion’s argument that all effective competition was
at risk of being eliminated on that market” (para.
593).

Citing the previous case law, Microsoft argued
that it has not been established that its refusal
prevented the appearance of a “new product” for
which there is unsatisfied consumer demand. The
General Court noted that the appearance of a new
product “cannot be the only parameter which
determines whether a refusal to license an intel-
lectual property right is capable of causing preju-
dice to consumers” (para. 647). Such prejudice
may arise, as the Commission had found, also
when there is a limitation of technical develop-
ment, as provided in Article 102 TFEU, letter (b)
(ibid).

The General Court then endorsed the Commis-
sion’s finding that “the information at issue does
not extend to implementation details or to other
features of Microsoft’s source code,” representing
“only a minimum part of the entire set of protocols
implemented in Windows work group server
operating systems” (paras. 657–658). Nor – the
Court noted – “would Microsoft’s competitors
have any interest in merely reproducing Windows
work group server operating systems.” Once the
necessary interoperability information is made
available, “they will have no other choice, if
they wish to take advantage of a competitive
advantage over Microsoft and maintain a profit-
able presence on the market, than to differentiate
their products from Microsoft’s products” (para.
658).

Finally, the General Court noted that the mere
fact that the relevant technology is covered by
intellectual property protection is not per se a
sufficient objective justification (para. 690).
Microsoft had not sufficiently established that, if
it were required to disclose the information, dis-
closure would have a significant negative impact
on its incentives to innovate (para. 701).

The Bundling of the Windows Media Player
As regards the tying claim, the analysis immedi-
ately focused on whether the Commission intro-
duced new law in the area by examining whether
the dominant undertaking “does not give cus-
tomers a choice to obtain the tying product with-
out the tied product” (para. 845). The General
Court dismissed Microsoft claim that this was
any different from what Article 102 EC
(d) requires, i.e., that bundling assumes that con-
sumers are compelled, directly or indirectly, to
accept supplementary obligations, such as those
referred to in Article 102(d) EC (para. 864). The
Court points out that “coercion is mainly applied
first of all to OEMs [Original Equipment Manu-
facturers], who then pass it on to the end user”
(para. 865). The analysis then shifted to the ques-
tion whether the Commission introduced a new
condition, analyzing whether Microsoft’s conduct
foreclosed competition. Microsoft accused the
Commission of having added a new test, nor
provided for in the law (and in particular Article
102 TFEU, letter d), notably that the tying con-
duct is foreclosing competition (para. 846). The
Court acknowledged that, in light of the specific
circumstances of the case, the Commission did
not “merely assume, as it normally does in cases
of abusive tying, that the tying of a specific dom-
inant product has by its nature a foreclosure
effect” (para. 868). By contrast, it “examined
more closely the actual effects which the bundling
had already had on the streaming media player
market and also the way in which that market was
likely to evolve” (ibid). The Commission was
right in doing this, since the “list of abusive prac-
tices set out in the second paragraph of Article
82 EC is not exhaustive and that the practices



782 EU Microsoft Competition Case
mentioned there are merely examples of abuse of
a dominant position” (para. 860). More specifi-
cally, bundling by an undertaking in a dominant
position may also infringe Article 82 EC where it
does not correspond to the example given in Arti-
cle 82(d) EC. Accordingly, in order to establish
the existence of abusive bundling, the Commis-
sion was correct to rely in the contested decision
on Article 82 EC in its entirety and not exclusively
on Article 82(d) EC (para. 861). The Court, in any
event, concluded that constituent elements of abu-
sive tying identified by the Commission coincide
effectively with the conditions laid down in Arti-
cle 82(d) EC (para. 862).

The second point of contention focused on
whether media functionality is a separate product
from the PC operating system, which is a neces-
sary condition to have tying. Microsoft argued
this was not the case (para. 912). Media function-
ality forms an integral part of the operating system
with the consequence that what is at issue is a
single product. This would have been confirmed
by customers’ expectation that any PC OS have
essential audio and video functionalities. While
recognizing the rapid evolution of the industry,
where products that are initially separate are then
subsequently regarded as forming a single prod-
uct, the Court concluded that the Commission was
correct to find two separate products in the period
of the investigation (paras. 913–914). The Court
noted that there exists a separate consumer
demand for streaming media players (para. 917).
The simple fact that two separate products are
complementary does not exclude their difference
(paras. 921–922). The Court confirmed the Com-
mission’s finding that media functionality is not
linked, by nature or by commercial usage, to PC
OSs (para. 938) Firstly, it does not seem that the
two constitute by nature indissociable products
(para. 939). In any event, the Court importantly
underlines that “it is settled case-law that even
when the tying of two products is consistent with
commercial usage or when there is a natural link
between the two products in question, it may none
the less constitute abuse within the meaning of
Article 82 EC, unless it is objectively justified”
(para. 942). Secondly, “it is difficult to speak of
commercial usage in an industry that is 95%
controlled by Microsoft” (para. 940). Further-
more, the fact that vendors of competing client
PC OSs also bundle those systems with a media
player was not conclusive (para. 941). The Court
crucially noted that “it is settled case-law that even
when the tying of two products is consistent with
commercial usage or when there is a natural link
between the two products in question, it may none
the less constitute abuse within the meaning of
Article [102 TFEU], unless it is objectively justi-
fied” (para. 942). Microsoft’s argument that the
integration of Windows Media Player in the OS
was dictated by technical reasons was found not to
be substantiated (para. 937).

There was no real contention with respect to
Microsoft’s dominance in the PC OS market
(para. 870) or with respect to the inability of
consumers to obtain Windows without Windows
Media Player (para. 961).

The Court then moved to the actual assessment
of how Microsoft’s conduct would have
foreclosed competition; the General Court upheld
the Commission’s analysis.

Microsoft contended that the Commission, rec-
ognizing that it was not dealing with a classical
tying case, had to apply a new and highly specu-
lative theory, relying on a prospective analysis of
the possible reactions of third parties, in order to
reach the conclusion that the tying at issue was
likely to foreclose competition. The General
Court noted that “it is clear that, owing to the
bundling, Windows Media Player enjoyed an
unparalleled presence on clients PCs throughout
the world, because it automatically achieved a
level of market penetration corresponding to that
of the Windows client PC operating system”
(para. 1038). The pre-installation of Windows
Media Player made users less likely to use alter-
native players (para. 1041). The said bundling
created disincentives for OEMs to ship third-
party media players on their client PCs for tech-
nical (e.g., higher usage of hard-disk space, risk of
confusion on the part of users, increase of cus-
tomer support and testing costs) and economic
(e.g., higher price of the PC) reasons (paras.
1043–1045). The Court also found that the
Commission was also correct to find that methods
of distributing media players other than
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pre-installation by OEMs could not offset
Windows Media Player’s ubiquity (paras.
1049–1057). The Court confirmed the Commis-
sion’s finding that the market for streaming media
player was characterized by significant indirect
network effects (paras. 1061–1076). That expres-
sion describes the phenomenon where the greater
the number of users of a given software platform,
the more there will be invested in developing
products compatible with that platform, which,
in turn, reinforces the popularity of that platform
with users (para. 1061).

Finally, Microsoft’s arguments that the integra-
tion of media functionality in Windows was
“indispensable in order for software developers
and internet site creators to be able to continue to
benefit from the significant advantages offered by
the “stable and well-defined”Windows platform”
were rejected (para. 1146). The Court further
noted that, although standardization may be pos-
itive (but not necessarily wanted by third parties),
it cannot be allowed to be imposed unilaterally by
a dominant firm (paras. 1152–1153). Similarly,
the claim that the Commission was interfering
with Microsoft’s business model was not accepted
(paras. 1149–1150). The Commission did not
deny that Microsoft could provide a version of
Windows with Windows Media Player. It
objected to the fact that this is the only available
version and, more specifically, that no version of
the ubiquitous OS is offered without Windows
Media Player.
Analysis of the Case

The summary exposition of section II gives a
good flavor of the complexity of this case. Indeed,
it is various factors of technical, economic, and
legal nature, each adding to the other, that make it
complex. In turn, this complexity explains how
the assessment of both the EU Commission and
the General Court could be so controversial and
generate much debate. Quite probably, the most
interesting remarks in this discussion come from
Bo Vesterdorf, the President of the General Court
in the very same case, who, focusing on the duty
to disclose interoperability information, expressed
concerns about the possible negative impact of the
General Court’s decision on investment and inno-
vation (Vesterdorf 2008).

The first layer of complexity comes from the
highly technical nature of the subject matter.
What clearly comes out from an overview of the
literature is that, without a proper understanding
of the “basic technology” issues, any economic or
legal assessment is doomed to fail (see the excel-
lent primer of Jackson 2010). The “technical
basis” of the EC case “was significantly more
complex than its US counterpart,” but, unfortu-
nately, “many of the articles written about the
Microsoft proceedings fail to convey the technical
complexity of the issues at stake” (Jackson 2010).
It is sometimes (wrongly) assumed that the com-
puting sector is just like any other industry and
that a stylized account of the technical facts would
suffice. It should also be highlighted that it is in
particular the “interoperability” part of the case
that requires an unusually detailed level of tech-
nical understanding, which probably explains
why this claim attracted particular attention. To
name just few of the technical issues of the case
and indeed the most general ones: What is inter-
operability? In particular, what degree of interop-
erability is necessary for computer programs to be
meaningfully interfaced? Consequently, what
type of information is necessary? Apart from dis-
closure, what paths are available to software
developers to obtain this information? What diffi-
culties do they each involve? How effective are
they to ensure interoperability? What does define
a set of instructions as a computer program? Is it
possible to distinguish the latter from a mere func-
tionality? When do separate computer programs
stop being so and become one single program?
Can functionalities be removed from a computer
program without impairing the integrity of the
program? (for a discussion of these questions,
see Walsh 2010; Andreangeli 2010).

The second level of complexity, which is
directly based on the first one, concerns the
economics of this sector and of the behavior of
consumers and competitors. Some unique features
characterize the computer industry, such as its
very fast pace of development and innovation
and the high relevance of network effects (see
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Gil-Moltó 2010; Walsh 2010; Liebowitz and
Margolis 2001; Evans et al. 2000). Thus, on the
one hand, the tendency toward network effects
makes foreclosure more likely. On the other
hand, the fast development of the industry where
today’s winner is tomorrow’s loser (and vice
versa) represents a crucial concern for legal and
regulatory processes, in two respects. First, the
speed and uncertainty of change may make the
assessment of harm and efficiencies difficult.
Second, the time required for investigations may
render legal processes continually and, inherently,
obsolete. Equally, in such a dynamic environ-
ment, remedies are difficult to be tailored and
effective (Economides and Lianos 2010).

The third, and final, level of complexity lies in
the law. After almost 60 years from its entry into
force, the provision at issue, Article 102 TFEU, is
still vague. “Despite a significant volume of case
law expanding, refining, clarifying and apparently
applying the law, there is still considerable uncer-
tainty about the exact conditions amounting to
abuse” (Walsh 2010). The fact is that Article
102 TFEU, with its broad and general language,
is a “standard” (rather than a “rule”), which means
that the regulator or judge has to define its content
on a case-by-case basis (see Kaplow 1992). This
process may lead to more accurate results but is
certainly more costly and uncertain. This uncer-
tainly is particularly acute in technological sectors
like those of the new economy and does signifi-
cantly depend on the ambiguous signals that
come from the first two layers of complexity set
out above.

More deeply, the root of the uncertainty of
Article 102 TFEU depends on the fact that its
meaning changes depending on the different con-
ceptions of what competition and antitrust law
should be about, conceptions that succeed and
prevail one after the other. In 60 years (and quite
probably in many years to come), the language is
(and will be) the same, but the understanding of
competition policy and of the regulation of unilat-
eral behavior by dominant firms has changed (and
will change). What is competition law about? Is it
(only) about efficiency? What do we mean by
efficiency? Is competition law more about
safeguarding a competitive process, characterized
by market access and contestability, or, more sim-
ply, an efficient outcome of the market contest?
What other competition policy objectives play
within the frame of competition law? (For com-
mentary around these questions, see Kerber 2008
and Fox 2008.)

That being said, one has to ask whether the
Commission and the General Court have really
been revolutionary in their legal analysis. We
focus here on the interoperability issue. In partic-
ular, did they really depart so dramatically from
the previous Magill and IMS Health case law and
their formulation of the “exceptional circum-
stances” under which a duty to deal and supply
can be enforced? Fox (2010) rightly observes that
“[t]he Microsoft facts did not fit the factors very
snugly; but they fit the concept of essentiality
much better than the facts of either IMS Health
or Magill”. While the General Court (and the
Commission) may have been essentially right,
Fox goes on noting that it would have been
“much more satisfying” if the General Court had
more openly and directly asked the following
questions:

(1) Are consumers and the market seriously dis-
advantaged by denial of full access to inter-
operability information? If the answer is
“yes”:

(2) Would the respondent and the market be
seriously disadvantaged by a duty to grant
access?

According to the facts on file, it seems that first
answer would indeed have been positive (in the
Court’s decision, it is repeatedly mentioned that
users preferred certain rivals’ products on all qual-
ities except interoperability) and the second
one negative (it should again be remembered
that, according to the facts, before achieving
a significant presence in the market of server
OSs, Microsoft provided complete interoperabil-
ity information).

A similar exercise – but with probably a more
uncertain outcome – could be carried out for bun-
dling (see Andreangeli 2010). In brief, one could
ask whether, through the bundling of the Win-
dows Media Player with Windows, consumers
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were really “coerced” to use Windows Media
Player and, as a result, consumers (and competi-
tors) were harmed by this conduct.

The relativity of competition conceptions, and
the ensuing flexibility of antitrust laws, and in
particular the regulation of unilateral behavior
(the most flexible of them all), becomes especially
apparent if a parallel is made between how the EU
dealt with the conduct of Microsoft and how the
US treated it – or, better, would treat it. This is
particularly apparent with respect to the interop-
erability issue and to the imposition, via antitrust
laws, of the duty to supply. As Fox (2010) again
shows:

Any analyst applying the law and spirit of Trinko
[landmark decision where the US Supreme Court
emphatically underlined that there is no duty to deal
in American antitrust law] would not start the anal-
ysis with the question posed above: Are consumers
seriously disadvantaged by work group suppliers’
lack of seamless access to the standard operating-
system network? Analysis would start with quite
a different question: Why should Microsoft be
ordered to share its property with anyone,
let alone rivals? US courts generally presume that
a duty to deal will seriously impair a monopoly
firm’s incentives – to the harm of the market and
innovation.

A similar conclusion on the EU-US divide can
be taken for the claim of illegal bundling. As
shown by the Court of Appeals of DC in the US
Microsoft case, US Courts do require a rule or
reason assessment and, in so doing, set the thresh-
old pretty high before concluding that bundling is
anticompetitive in a new economy setting (see
Andreangeli 2010).
Implications for the Future

Many have highlighted the true exceptionality of
the facts of the Microsoft case, which would sug-
gest that it is difficult to draw any lessons for the
future. Still, we believe, two main implications
can be detected.

Microsoft was the first in a new string of cases
dealing with the new economy and forcing anti-
trust laws, which in decades had developed with
more traditional industries, to be confronted with
extremely difficult questions. More than ever
economic and technical knowledge are essential.
Current (at the time of writing) investigations like
Google raise important questions on the definition
of the relevant markets and of abuse in highly
complex and interconnected market (see Pollock
2010; Lianos and Motchenkova 2012; Bork and
Sidak 2012).

Secondly, it has been noted above that the EU
has taken a “typically European” approach,
which in the end is definitely more intervention-
ist as compared to the US one. One may
wonder whether this will continue in other new
economy cases or whether a rapprochement
with what happens across the Atlantic can be
expected.
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Abstract
The purpose of this entry is to delineate the
political economy of Walter Eucken. To reach
this goal, a history of economics approach is
harnessed. First, the entry concisely recon-
structs Eucken’s life, intellectual evolution,
and heritage. Second, it presents the specific-
ities of his “theory of orders” and his “order-
based policy” gateway to a rule-based political
economy.
Biography

Walter Eucken (1891–1950) was doubtlessly one
of Germany’s most important twentieth-century
economists, especially in the field of political
economy. The Freiburg School, which he
co-initiated in the 1930s as an interdisciplinary
group of economists and legal scholars, has had a
crucial impact on the evolution of postwar Ger-
man economics and legal scholarship, but also on
the practical trajectory in the economic policies
of the Federal Republic and of European integra-
tion. This introduction aims at embedding
Eucken in his time and at depicting his role in
several contexts in science as well as at the inter-
face between science and society, before subse-
quently turning to his contributions to political
economy.

Eucken was born in Jena into the family of the
philosopher and later Nobel Prize laureate Rudolf
Eucken. He studied a combination of history, eco-
nomics, law, and administrative science at Kiel,
Bonn, and Jena and was heavily influenced in his
socialization in economics by the Younger Histor-
ical School, even though his teachers were not
totally hostile to theorizing (Goldschmidt 2013,
pp. 127–129). Having completed a dissertation
(at Bonn) and a habilitation (at Berlin) on histor-
icist grounds, he received a call to Tübingen in
1925 and subsequently to Freiburg in 1927, where
he remained for the rest of his life. What would
later become famous as the Freiburg School of
Ordoliberalism came into existence in the early
1930s, when Eucken formed a scholarly commu-
nity with the law professors Franz Böhm
(1895–1977) and Hans Großmann-Doerth
(1894–1944), also attracting talented younger
scholars like Friedrich Lutz (1901–1975) and
Leonhard Miksch (1901–1950) to Freiburg
(Goldschmidt and Wohlgemuth 2008a). The
cooperation of Eucken with Böhm and
Großmann-Doerth steadily intensified, with the
book series “Order of the Economy” initiated in
1936 as a milestone – its introduction under the
title “Our Mission” became the programmatic
manifesto of the incipient ordoliberal understand-
ing of the role of law and economics in science
and in society (Böhm et al. 2008; Goldschmidt
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and Wohlgemuth 2008c). In the adverse intellec-
tual climate of the time, Eucken and Böhm
actively rejected National Socialism in theory
and in practice, with Eucken openly opposing
Martin Heidegger’s rectorate policies in the uni-
versity senate in 1933 (Nicholls 1994, pp. 60–67;
Klinckowstroem 2000, pp. 85–88). Eucken was
also among the very few who remained openly
loyal to Edmund Husserl until his death in 1938,
with his own epistemology heavily influenced by
Husserl’s phenomenology. Also, in the late 1930s
and early 1940s, Eucken was an active participant
in intellectual resistance groups, later to become
known as the Freiburg Circles (Glossner 2010,
pp. 31–38). Despite the isolation particularly
during the war, Eucken remained connected to
intellectual allies like F.A. Hayek and Wilhelm
Röpke and in the immediate postwar years
became a seminal figure in the international revi-
talization of liberalism, among others during the
founding years of the Mont Pèlerin Society
(Kolev et al. 2014). Simultaneously, Eucken
was one of the principal policy advisors to
the allies in Germany and also to Ludwig
Erhard’s increasingly influential policy strategy,
later to become famous as the Social Market
Economy (Goldschmidt and Wohlgemuth
2008b, pp. 262–264; White 2012, pp. 233–238).
Eucken passed away in March 1950 while giving
a lecture series at the London School of Econom-
ics upon Hayek’s invitation.

While the relevance of ordoliberalism for post-
war Germany and Europe is discussed in the entry
dedicated to ordoliberalism, the impact of
Eucken’s heritage as a person deserves special
attention. In 1954, the Walter Eucken Institute
was founded by friends, colleagues, and students
in the house of his family in Freiburg and is until
today an influential research institute and think
tank. Eucken’s personality still attracts paramount
attention: in 2014 Federal President Gauck deliv-
ered an address in Freiburg upon the 60th anni-
versary of the Walter Eucken Institut, in 2016
Chancellor Merkel delivered an address in Frei-
burg upon Eucken’s 125th birthday, while today’s
economists argue about “Walter Eucken’s long
shadow” in the German policy responses to the
Euro crisis (Feld et al. 2015; Bofinger 2016) and
his relevance for related rule-based research pro-
grams like Constitutional Political Economy
(Vanberg 1988; Buchanan 2012; Köhler and
Kolev 2013).
Order, Science, and Policy

As described above, Eucken lived in a time as
hostile as possible to liberty – and in a time which
was characterized by extreme degrees of arbitrari-
ness and chaos. This is one of the reasons why
Eucken and his associates focused their political
economy and social philosophy on the concept of
“order” – a term which is among the most complex
and most multifaceted in intellectual history (Anter
2007, pp. 127–158). Eucken’s specific research
program took shape relatively late in his life – it
“matured slowly” (Hayek 1951, p. 337) – and can
be interpreted as concentrating upon two central
goals: first to enable a higher degree of order for
designing economic theory and second to enable a
higher degree of order for conducting economy
policy. These two goals are also the focal points
of two key terms in Eucken’s system and of his two
major books: Ordnungstheorie as his contribution
to economic theory, presented 1940 in The Foun-
dations of Economics (1992), and Ordnungspolitik
as his contribution to economic policy, presented
1952 in his posthumous Principles of Economic
Policy (2004). Important to underscore and to show
below, both Eucken’s theory and his perspective on
economic policy are very much in line with the
“problem of constitutional choice, i.e., as a ques-
tion of how desirable economic order can be gen-
erated by creating an appropriate economic
constitution” (Vanberg 2001, p. 40). The two
domains of theory and policy offer a helpful struc-
ture for continuing this exposition.
Theory of Orders: An Alternative to the
Ruins of Historicism and Pure
Abstraction

German economics has been famous, and at times
notorious, for its inclination toward extensive
methodological and epistemological debates.
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The notoriety stems from periods like the Wei-
mar Republic, when many economists continued
fighting about methods and epistemology with-
out being able (or willing) to tackle the pressing
problems of economic life (Köster 2011,
pp. 41–60). Eucken’s project was targeted at the
very opposite: with his “Foundations” he
attempted to identify a solid methodological
and epistemological basis for theorizing not as
an aim in itself, but rather to enable such kind of
theorizing which can alleviate the immense prob-
lems of the age after National Socialism. This
section focuses on those theoretical concepts that
have direct practical impact and are thus indis-
pensable for understanding Eucken’s political
economy.

First and foremost, the separation between
“order” and “process” is crucial: “economic
order” for Eucken is to be understood as the sum
of market forms and monetary systems which
frame the interactions of the individuals, whereas
“economic process” stands for the interactions
themselves. Synonymous for the framework of
the economic order are “the rules of the game,”
whereas the economic process can be translated as
“the moves of the game” (Eucken 1992,
pp. 223–232, 2004, p. 54). An additional corner-
stone of Eucken’s system is “the interdependence
of orders” – a concept emphasizing the
embeddedness of the economic order within the
other social orders, notably the law and the political
order of the state. This is of special relevance since
it shows that even though the different social orders
have their own individual logics, these orders have
to be thought in their diverse interrelations. Also,
the combinability of economic, legal, and political
orders is not arbitrary, i.e., specific combinations
like a centrally planned economy and rule of law
are hardly stable in the long term. At the same time,
he underscored that having a well-developed rule
of law is not a sufficient condition for a well-
ordered market economy – rather, it is through the
cooperation of economists and legal scholars that
specific principles of the rule of law will be identi-
fied as indispensable preconditions and prerequi-
sites for the market economy (Eucken 1992,
pp. 85–90). Eucken’s theory of orders thus made
it possible to do away with the ruins of atheoretical
or even antitheoretical historicism left by the Youn-
ger and the Youngest Historical Schools well into
the 1930s, but at the same time he warned that
abstract theorizing can be dangerous if its results
are applied to any orders without carefully consid-
ering their specificities of time and space (Eucken
1992, pp. 41–44).
Order-Based Policy: An Alternative to
Laissez-Faire, Central Planning, and
Interventionism

The careful and systematic shaping of the eco-
nomic order (synonymously: of the economic
constitution) is at the core of Eucken’s political
economy. The above theoretical distinction of
“order” and “process” enabled him to coin his
famousOrdnungspolitik. A term difficult to trans-
late precisely into any other language, it has been
translated into English with the general term
“rule-based policy” or with the more specific one
“order-based policy.” Its central target is a clear-
cut conceptual alternative to laissez-faire, to the
centrally planned economy, and to intervention-
ism, using two criteria which Eucken distilled as
essential for judging the merits of economic
orders: the material criterion if an order is produc-
tive (i.e., overcoming scarcity as much as possi-
ble), and the ideal criterion if an order is humane
(i.e., enabling a life in self-determination for the
individuals) (Eucken 1992, pp. 239–241). Neither
a laissez-faire regime nor a centrally planned
economy fulfill these two criteria – a laissez-
faire regime is deficient in terms of the framework
of its economic order (with the implied belief in its
automatic self-generation), while a centrally
planned economy is deficient in terms of the prop-
erties of its economic process (and the impossi-
bility of a self-determined life in it) (Eucken
1948). Eucken’s “order-based policy” aims at
optimally setting the rule-based framework of its
economic order by a strong state envisioned as a
referee impartial vis-à-vis vested interests, a state
which (unlike the arbitrariness of interventionism)
abstains from interventions into the economic
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process except in well-defined exceptions
(Giersch et al. 1992, pp. 28–32). Such a policy is
aimed at fighting the first and foremost evil of
social life: according to the Freiburg School, this
evil is always the phenomenon of power in all
forms of power relations – stemming from the
state, from the market, and from other social
orders (Eucken 2004, pp. 175–179; Foucault
2008, pp. 129–158). As first presented by Böhm
and discussed in the entry covering his work, the
ordoliberal instrument against power is competi-
tion. Eucken’s contribution here is to specify the
kind of principles a “competitive order” – the
order conforming both to the “productive” and
to the “humane” criterion – has to follow (Oliver
1960, pp. 133–140). He devised two sets of prin-
ciples, which are at the core of this “competitive
order”: the “constitutive” and “regulating” princi-
ples. The former comprise a functioning price
system, a sound currency, open markets, private
property, freedom of contract, liability, and con-
stancy of economic policy, while the latter aim at
additionally curbing monopoly power, income
inequalities, externalities, and problems of the
labor market (Sally 1998, pp. 111–114; Kolev
2015, pp. 428–430).

Many of these problems may seem almost
trivial today, but at the time of Eucken’s death,
they were anything but trivial – not in Europe and
not in the United States, as the parallels between
Eucken’s endeavor and the project of the “Old
Chicago” School clearly indicate (Van Horn
2009; Buchanan 2012; Köhler and Kolev 2013).
Other problems, especially the issues of power in
the digital age, the lack of liability in large sec-
tions of the political order and the financial sys-
tem, or the search for maxims how to avoid the
arbitrariness of interventionism and instead to
base economic policy on rules, have lost nothing
of their relevance.
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Abstract
European Community law has evolved over the
last 60 years as a process of European economic
integration. European law has developed along-
side the stages of economic integration in a
reciprocal process, with euro-area Member
States being close to total economic integration.
However, economic integration has not been
unhalted – political and economic realities have
forced the EU to adapt to current developments
and negotiate treaty amendments but sometimes
also to act outside the Treaty framework. Other
influences, such as interest groups, have also
shaped the dynamics of interest groups.
Synonyms

European law; European Union law
Definition

European community law consists of the law that
is found in the Treaty on European Union (TEU)
and the Treaty on the Functioning of the European
Union (TFEU). In addition European community
law comprises regulations, directives, or deci-
sions, as well as the soft-law form of recommen-
dations and opinions.
The Legal Framework of the European
Union

Introduction: The History of Integration and
Main Legal Texts
The European Union (EU) as we know it today is
a result of a process of European integration that
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has lasted for the most part of the last seven
decades. While this might seem like a long time,
it is only a blink of an eye in the overall history of
the European continent.

The European Union has evolved from what
was earlier called the European Community,
which in turn was based on three communities
founded in 1951 (the European Coal and Steel
Community (ECSC)) and more importantly in
1957 (the European Economic Community
(EEC) and the European Atomic Energy Commu-
nity (EURATOM)) by means of the treaties of
Paris and Rome, respectively (Lenaerts and van
Nuffel 2011). While the Treaty on the Coal and
Steel Community was concluded for 50 years
only, the Communities as of 1957 were entered
into for an unlimited period (art. 356 TFEU). Six
Member States, Belgium, France, Germany, Italy,
Luxemburg, and the Netherlands, committed
themselves to the process of economic integration
and gave away sovereign rights to a supranational
order. They agreed to have some policy areas
governed by four principal institutions: The
Council as a representation of Member States,
the Commission (or at that time the High Author-
ity), the Assembly (later to be the European Par-
liament), and the Court. The Council and the
Commission were triplicated for all three commu-
nities but joint for the purposes of efficiency and
convenience by the Merger Treaty in 1965 (Craig
and De Burca 2011; Hartley 2014; Lenaerts and
van Nuffel 2011).

While the ECSC Treaty was very specific as
regards the policy to be pursued by the institu-
tions, the EEC treaty left much more leeway to
the institutions to fill in their objectives. In addi-
tion, the mainly economic aims of the Commu-
nities were complemented by ideas of a political,
social, and cultural union. Probably the greatest
step for the Communities was the establishment
of the European Union by the Maastricht Treaty
in 1992, which also paved the way for the Eco-
nomic and Monetary Union (Hartley 2014). This
treaty was founded on the communities and
introduced two more policy domains to be dealt
with by cooperation: a common foreign and
security policy and cooperation in the field of
justice and home affairs (Craig and de Burca
2011).
However, the process of European integration
did not only concern the deepening of integration
but also the widening. Membership became open
for other States in Europe: Even though the UK
was initially reluctant to join the EU, it ended up
applying for membership, first blocked by Charles
de Gaulle but later realized in a group accession
including Ireland, Denmark, and Norway in 1972.
In the years 1979 and 1981, Greece, Spain, and
Portugal joined, before some of the EFTA coun-
tries, Sweden, Finland, and Austria, acceded to
the Union in 1994. The biggest accession process,
however, concerned a group of former communist
countries in the East of Europe (Lithuania, Latvia,
Estonia, Poland, the Czech Republic, Slovakia,
Hungary, Slovenia) and two Mediterranean
islands, Cyprus and Malta (Nugent 2010). More
recently, Bulgaria and Romania have joined and
the currently last Member to the EU is Croatia,
which acceded in July 2013 (Hartley 2014).

The Treaty of Lisbon, a result of the failed
constitutional treaty for the European Union,
replaced the European Community by the Euro-
pean Union as the sole entity and led to a deepen-
ing of the EU competences and codified
institutional developments in the Union (Craig
and de Burca 2011).

European Union Law as a Body of Law

Status of European Union Law and Main Legal
Texts
The law of the European Union can roughly be
divided into primary and secondary legislation.
Primary law is the law that is found in the treaties,
the Treaty on European Union (TEU) and the
Treaty on the Functioning of the European
Union (TFEU). The TFEU superseded the Treaty
on the European Community as a result of the
Treaty of Lisbon (Fairhurst 2012).

Secondary law is EU law that is adopted on the
basis of primary law, the so-called legal bases, and
can take the shape of regulations, directives, or
decisions, as well as the soft-law form of recom-
mendations and opinions (art.288 TFEU). Regu-
lations have general application and are binding in
their entirety, while directives are binding as to the
result to be achieved (and need to be implemented
by national authorities); however, Member States
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are free to choose form and methods. Decisions
are binding in their entirety on those to whom they
are addressed. If there is no legal basis in the
treaty, the EU is not allowed to adopt any legisla-
tion; this is called the principle of conferral as
laid down in art.4 (1) and art.5 (1) TEU (Craig
and de Burca 2011). Those areas in which the
Union is allowed to legislate are divided in three
categories:

Exclusive competence areas are those on which
only the Union is allowed to legislate, the
customs union, competition rules, monetary
policy for euro-area Member States, conserva-
tion of marine resources under the common
fisheries policy, and the common commercial
policy (art.3(1) TFEU). This competence also
applies in external context for the negotiation
of international treaties, which the Commis-
sion is allowed to sign on behalf of the EU
for these policy areas (art.3(2)TFEU).

Shared competence areas are those in which both
the Union and its Member States are allowed to
take legislative action and include the social
policy; economic, social, and territorial cohe-
sion; and transport (art.4(2) TFEU includes a
full list). However, the level on which deci-
sions are actually taken is governed by two
important principles of the EU: subsidiarity
and proportionality (Lenaerts and van Nuffel
2011). Both principles were put in the Treaty of
Maastricht (TEU) and describe that:

Under the principle of subsidiarity, in areas which
do not fall under the exclusive competence of the
Union, the Union shall act only if and in so far as the
objectives of the proposed action cannot be suffi-
ciently achieved by the Member States, either at
central level or at regional and local level, but can
rather, by reason of the scale or effects of the pro-
posed action, be better achieved at Union level
(art.5(3)TEU)

and
under the principle of proportionality, the con-

tent and form of Union action shall not exceed what
is necessary to achieve the objectives of the
Treaties. (art.5(4)TEU)
There is one competence that is the odd one
out – economic coordination. While monetary
policy is an exclusive competence of the EU and
is conducted by the independent European Central
Bank, Member States are to “coordinate their
economic policies within the Union” (art.5(1)
TFEU). This discrepancy in competence division
is arguably one of the reasons for the euro crisis
(de Grauwe 2012).

Not only can one categorize European Law on
the basis of competences, another divide that is
often made is the distinction between Internal
Market law and institutional/constitutional law
(see below). The notion Internal Market describes
a Common Market between the members of the
EU. While economic integration was initially the
main purpose of the Union, the institutional set-
ting has only evolved alongside the process of
integration.

The Institutions
After the Treaty of Lisbon, the European Union is
officially governed by seven institutions: the
European Parliament, the European Council, the
Council, the Commission, the Court of Justice of
the European Union, the European Central Bank,
and the Court of Auditors (art.13 TEU). These
institutions have developed over time, although
most of them were part of the Union framework
even before they were officially mentioned
as institution in the treaty. However, some
institutional developments cannot go unmentioned
(Hartley 2014).

The European Parliament used to be called the
Assembly until 1962 (EP Resolution of 30 March
1962, JO1962) and hardly had any powers at all in
decision-making – it was not even recognized as
an institution. That changed in the case European
Parliament v. Council Case 302/87 (1988) ECR
5615 concerning the Parliament’s legal standing
in front of the Court, which, before the judgment,
was not “privileged,” i.e. directly admissible with
any action before the Court, a prerogative
reserved for institutions (Hartley 2014). The
European Parliament then started to play an ever
greater role in the EU, culminating in the first
direct elections for the European Parliament in
1979, and together with the national parliaments,
it is now seen as the democratic underpinning of
the European Union. It is comprised of currently
751 members representing the European people
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by degressively proportionate representation,
with a slight overrepresentation of small Member
States.

More recently, the introduction of the
so-called ordinary legislative procedure by the
Treaty of Lisbon basically made the European
Parliament co-legislator with the Council in most
areas of European law (art. 294 TFEU). The
Council, as the main legislator, is comprised of
ministerial delegates who are authorized to com-
mit their governments (art. 16(2) TEU); the
Council does not have a fixed constellation, but
the ministerial delegates will change depending
on the topic to be discussed – finance ministers
will legislate on financial matters, ministers of
agriculture will legislate on agriculture, etc. The
presidency of the Council rotates on a half-year
basis among Member States; however the situa-
tion is different when it comes to a, one could
call, special configuration of the Council, the
European Council. The European Council is
comprised of the Member States’ heads of state
or government and has, since the Treaty of Lis-
bon, a permanent president who is elected for
two and half years. The European Council is
the highest political organ of the European
Union and provides it with the necessary impetus
for its development and defines general political
directions and priorities (art. 15 TEU; Craig and
de Burca 2011). Especially in the euro crisis, the
European Council has played a major role with
regard to the measures taken to tackle the crisis,
since the situation required a consensus on
highest political level.

The Commission is an independent body
representing the Union interest and is led by
28 Commissioners, one from each Member
State. Commissioners are proposed by the Euro-
pean Council, while the European Parliament has
to consent to the appointment of the president of
the Commission and his or her Commissioners by
the European Council (art. 17(5) TEU). The Com-
mission is the only institution to have legislative
initiative; it formulates proposals for new EU
policies, mediates between Member States, and
oversees the execution of Union policies. It
could be regarded as the EU executive (Craig
and de Burca 2011).
The European Central Bank (Hartley 2014,
p. 31f) only became an official institution once
the Treaty of Lisbon entered into force, even
though it existed in the same shape before –
since the inception of the Economic andMonetary
Union (EMU). Its independence in conducting
monetary policy for the Member States whose
currency is the euro is enshrined in the treaty
(art. 283(3) TFEU) and is only limited by its
mandate being that of securing price stability
(art. 127(1)TFEU).

The Court of Auditors consists of one national
per Member State from within a pool of national
auditors. Their task is to examine the accounts of
revenue and expenditure of the European Union
and to provide the Union legislator with reports on
the regularity and legality of such (Hartley 2014,
p. 31). The Court of Auditors is strictly a monitor-
ing institution and is not to be confused with the
Court of Justice of the European Union (CJEU).
The CJEU has, in the context of the reforms of the
Lisbon Treaty, undergone a major restructuring and
is now divided in the General Court (a court of first
instance and for the less difficult cases), the Euro-
pean Court of Justice (for seminal cases, it always
sits in full court), and the Civil Service Tribunal
(for cases involving the staff of the EU). The Court
of Justice has played a major role in the process of
European integration (Craig and de Burca 2011),
which will be discussed below.

In general, however, the division of tasks
among the institutions in the European Union is
very well thought through and quite balanced. The
Commission, together with national authorities
represented in the European Council, acts as an
executive; the Council and the Parliament now
share the legislative competence, while the
CJEU is the obvious judiciary. The European
Central Bank is probably the only central bank
whose independence is enshrined in a document
of arguably constitutional value (the treaty). The
democratic legitimacy of the European Union is
based on the European Parliament and the indirect
control that national parliaments have on their
governments when they take decisions in the
Council, as well as the principle of subsidiarity
which is controlled by national parliaments
(Lenaerts and van Nuffel 2011).
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While the establishment of a democratic Union
is one of the proclaimed aims of the EU, one has to
be aware of a debate that has mainly started with
the Treaty on European Union in Maastricht and
that deals with the question of a democratic deficit
in the European Union. Two strands of literature
claim the existence of such a deficit. First, institu-
tionally speaking, the European Parliament is
argued to be unrepresentative of the European
people since voter turnout is relatively low and
the ordinary legislative procedure is not applica-
ble in important policy areas such as the Common
Foreign and Security Policy and the monetary
policy. In addition, the involvement of national
parliaments is often seen as too little (Follesdal
and Hix 2005). Second, a sociopsychological
democratic deficit is often attested for the Union.
This refers to the lack of a common European
people (demos), which in turn leads to a concep-
tual lack of a European democracy. Opponents on
the other hand argue that there is no democratic
deficit, because the Union is mainly a technocratic
order and is also designed as such (Majone 1998).
While this debate is worthwhile exploring, it
would go beyond the scope of this entry to discuss
it in detail.

European Union Law as a Legal Order
The treaties are essentially treaties that have been
entered into under the rules of public international
law. However, the European Union legal order has
evolved as a legal order standing on its own. In
this, the European Court of Justice has played a
major role in the early years of integration. Two
seminal cases defined the status of European
Union law. First, in the case Van Gend en Loos v
Nederlandse Administratie der Belastingen
(1963) Case 26/62, which concerned a
reclassification of a chemical in another customs
category by the Benelux countries, the Court
stated that the EEC Treaty was a legal order on
its own, capable of creating legal rights which can
be enforced directly by natural or legal persons
before the courts of the Community’s Member
States, if the respective provision was “clear, pre-
cise, and unconditional.” This principle is now
called the principle of direct effect and is probably
one of the most important principles of Union law
and has been further developed (Craig and de
Burca 2011).

Another seminal case that thrived European
integration is the case Flaminio Costa v ENEL
[1964] ECR 585 (6/64) which regarded an alleged
incompatibility of an Italian domestic law with the
treaty. Here, the Court stated that “the law stem-
ming from the treaty, an independent source of
law, could not (. . .) be overridden by domestic
legal provisions, (. . .), without being deprived of
its character as community law and without the
legal basis of the community itself being called
into question.” It thereby effectively established
supremacy of the Union law over national law,
which even applies in the case of national consti-
tutions (Internationale Handelsgesellschaft und
Vorratsstelle für Getreide und Futtermittel Case
11-70, ECR 1970 1125; Lenaerts and van Nuffel
2011).

The Dynamics of the European Union Law
The legal order of the EU has not only changed
and developed because of the proactive Court of
Justice. Rather, the EU has always reacted to
social, economic, and political realities and has
changed accordingly. Unfortunately, this has not
always been to the benefit of a more coherent EU
law. In order to change the treaties and provide the
Union with more competences, all Member States
have to be in agreement (art. 47 TEU) and ratifi-
cation in all Member States is required. Increas-
ingly, the Member States find it hard to reach
consensus among, currently, 28. Some Member
States are keen to drive the integration process
forward towards a political and social union,
while others are more reluctant. In some policy
areas, therefore, some Member States have nego-
tiated an opt out (such as the UK and Denmark
regarding the monetary union) or those Member
States that wanted to further integrate opted for
different (intergovernmental) solutions (Craig and
de Burca 2011).

The Schengen Treaty is one example of such
further cooperation which started out as an inter-
national treaty outside the EU framework. Some
Member States committed themselves to abolish
border controls among themselves in order to
facilitate the free movement of persons. Later,
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however, the Schengen Treaty was incorporated
into the EU treaty framework and is now part of
the so-called acquis communautaire, the Union
law that needs to be accepted and implemented
by all new Member States. Only those Member
States that did not ratify the Schengen Treaty
before it was part of the Union framework (the
UK and Ireland) are not obliged to comply with
Schengen (Hartley 2014).

Similar developments have taken place with
regard to the tackling of the economic and debt
crisis. While EU measures enhancing the eco-
nomic agreements under the so-called Stability
and Growth Pact (SGP) have been adopted and
implemented in the form of the six pack (six
regulations and one directive) and the two pack
(two regulations), agreement on the establishment
of a permanent financial stability mechanism
could not be reached. In addition, mechanisms
for immediate financial assistance for Member
States in case of an economic crisis were not
foreseen in the treaty. The result was the estab-
lishment of somewhat hybrid institutions such as
the European Financial Stability Facility, a societe
anonieme under Luxembourg law backed up by
euro-area Member States lending money to other
euro-area Member States in financial trouble, the
granting of bilateral loans to Greece, and the
European Financial Stability Mechanism, all of
which are now replaced by the permanent Euro-
pean Stability Mechanism, the ESM (de Grauwe
2012). The ESM as well is founded in a treaty
outside the EU framework ratified by 25 Member
States (apart from the Czech Republic, the UK,
and Croatia), although a treaty change to art.136
TFEU has been made allowing the euro-area
Member States to establish among themselves a
European Stability Mechanism. Another inter-
governmental treaty, the Treaty on Stability, Coor-
dination, and Governance (TSCG), has been
ratified by the same countries, in order to improve
fiscal discipline and economic coordination
among the signatories. Both treaties are designed
to include the EU institutions such as the Com-
mission and the Court in their working, and the
EU aims to incorporate these treaties in the EU
framework midterm. However, it is striking that
intergovernmental decision-making in the context
of treaties or the European Council has gained
momentum in recent years. While it used to be
the aim to bring more and more policy areas
under the supranational pillar of decision-
making (the ordinary legislative procedure), par-
ticularly the economic and monetary union is
increasingly governed intergovernmentally. The
European Council might be evolving from an
institution that gives political impetus to an insti-
tution with a more legislative role. While this
might arguably sidestep the European Parlia-
ment, it is also an example for the dynamics of
EU institutional law. The mode of decision-
making seems to increasingly depend on the
sensitivity of the policy area concerned: Internal
Market law on the other hand is still a prime
example for supranational decision-making in
the EU.
The Co-development of European
Community Law and Economic
Integration

The Economic Rationale for European
Community Law and Integration
The body of European Community law implies a
great promise for the European Member States,
companies, and citizens. Tearing down barriers to
trade and closer institutional integration can reap
considerable welfare gains.

Even though the beneficial effects of free trade
are known since the works of Adam Smith (1776)
and David Ricardo (1817), it was the Cecchini-
report from 1988 (Cecchini Report 1988) that
estimated an overall cost reduction of 200 billion
ECU for the Member States, if all trade barriers
(tariff and non-tariff) would fall. However, the
report provided no detailed analysis about the
growth effects and distributional consequences
for and between regions (e.g., center and periph-
ery) (Baldwin 1989).

Because some Member States win and some
lose with regard to their absolute welfare position,
when trade barriers are removed (while overall
welfare increases), it did not come as a surprise
that in the aftermath of the Cecchini-report, the
potentially losingMember States resisted a simple
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abolishment of trade barriers (for a theoretical
analysis, see Pierson 1996).

The insight that the distributional conse-
quences of abolishing trade barriers which must
be taken into account leads to three basic propo-
sitions that drive the economic analysis with
regard to European Community law.

1. Economic integration is a process in time in
which the Member States go through stages of
integration, thereby deepening integration.

2. European Community law is mirroring the
stages of integration, thereby aiming towards
a European constitution.

3. At the micro-level the integration process is
driven by interest groups and stakeholders
that impact on the content of European
Community law.

Stages of Integration
It is common to differentiate five generic stages
of economic integration (Balassa 1961; Baldwin
andWyplosz 2012). Economic integration usually
starts at the first or second stage and progresses
then over time towards stages of higher
integration.

1. The first stage is mainly associated with a
bilateral or multilateral free trade agreement
(FTA) between countries. While the
abandoning of tariffs between the signatories
of the FTA reaps some welfare gains, running
an FTA is not trivial and not easily adminis-
tered. That is because of the FTA countries’
freedom to determine the tariff with third coun-
tries on their own. For importers and FTA
countries alike, this creates opportunities for
arbitrage (Tarr 2009). As a consequence rules
of origin have to be introduced and maintained.
One may conceive these rules of origin as a
very nascent step into the direction of a com-
mon understanding over the rules of the game
between FTA countries. One may regard this as
a first step towards a premature constitution.

2. The second stage is the customs union (CU).
The signatories of a CU abandon tariffs against
each other, but they also agree on a common
tariff against third countries. This overcomes
the problem of maintaining and controlling
complex rules of origins as it is necessary
under an FTA. From an economic perspective,
the Treaty of Rome (1957) constituted a CU.

3. The third stage is the establishment of a com-
mon market (CM). The Treaty of Rome
implied already the antecedents of a CM,
although it took time till the 1980s to establish
and enforce the features of a CM. Central to a
CM is that non-tariff barriers to trade (national
regulations) which impede trade become
removed and that the free movement of peo-
ple/companies, services, and capital becomes
feasible. Two features of a CM need special
attention: First, non-tariff barriers for goods,
people/companies, services, and capital (four
freedoms) can either be overcome by harmo-
nizing laws and regulations or by mutual rec-
ognition of laws and regulations. Both ways
play out in the European economic integration
process. Second, to safeguard the four free-
doms, a CM has to establish a common com-
petition policy, preventing the Member States
to give unfair advantages to their industries
(esp. state aid control). Both features have in
common that they need policy coordination
between Member States, implying that there
is a basic agreement about the vertical delinea-
tion of the competencies between the central
level (EU level) and the signatories (Member
States). In parallel power has to be vested to
institutions and administrations at the central
level, in order to execute the common policies.
This process of institutionalization becomes
apparent, for example, in the increasing role
that the Court of Justice of the European Union
plays.

4. The fourth stage is the economic union (EUN),
which is a CM where a number of key policy
areas are harmonized (esp. coordination of
monetary and fiscal policies, labor market,
regional development, infrastructure, and
industrial policy). While at the first three stages
of economic integration the removal of obsta-
cles to free trade are center stage (negative
integration), at the fourth stage the particular
institutional design of the economically inte-
grated area becomes important. This process of



European Community Law 797

E

institutionalization goes hand in hand with the
strengthening of administrative bodies manag-
ing for the particular design of integration
(positive integration). However, the implemen-
tation and enforcement of policies remain with
the associated countries. The establishment of
the European Single Market (Maastricht
Treaty) is a good example of a EUN.

5. The fifth stage is total economic integration
(TEI). At this stage, a vast number of key
policies become harmonized, inter alia those
as social policy and monetary and fiscal policy.
A TEI exploits all possible economic advan-
tages from free trade and factor mobility. The
momentum of positive integration becomes
amplified by shifting even more power to the
central administration. The policies from the
central level become binding for the associated
countries, which role is only to execute the
prescribed policies from the central level. The
EU has yet not reached the stage of TEI, but the
members of the euro area are close to it.

Towards a European Constitution
European Community law has yet not been con-
solidated in a European constitution. The “Treaty
establishing a Constitution for Europe” from 2004
was not ratified by all Member States; as a conse-
quence in 2005, the project of a European consti-
tution was given up. Instead in 2009 the Treaty of
Lisbon implemented parts of the constitutional
project (e.g., qualified majority voting) through
the established European treaties.

Insofar, in a strict legal sense, European Com-
munity law has yet not reached the status of a
constitution. However, European Community
law has undoubtedly evolved over time towards
a tighter set of rules and regulations (institutional
integration). From a law and economics perspec-
tive, the crucial question is whether the institu-
tional integration of the EU corresponds indeed
with more transborder transactions and hence
more gains from trade. In other words, does the
process of European constitutionalization lead to
welfare gains?

This question can only be answered empiri-
cally and it bears the question of how to measure
institutional integration. However, Mongelli
et al. (2005) can show that a higher degree of
institutional integration goes hand in hand with
more economic integration (trade). Thereby it
seems that causation runs both ways: More insti-
tutional integration triggers more economic inte-
gration, but more economic integration also leads
to more institutional integration. From that obser-
vation follows that there is a coevolution between
European Community law and economic integra-
tion. This implies that the European constitution-
alization process is driven by policy choices for
the background of a deepening economic integra-
tion, while at the same time the deepening of
economic integration depends on the policy
choices that were made.

The Role of Interest Groups
European Community law is the product of actors
on the national and the EU level which try to
shape the governing rules and the law-making
process into a for them favorable direction. Usu-
ally those actors are labeled as interest groups.
Even though the term “interest groups” must not
have a negative connotation but can refer to quite
a lot of meanings in the process of European
integration (Eising 2008), from an economics per-
spective it refers mainly to well-organized groups
that try to get an economic advantage that is not
the result of their economic performance but of
their successful attempts to get favors via the
political process (rent seeking) (Mueller 2003;
with special reference to federations, seeWeingast
1995). For example, the persistent high levels of
subsidies that go into the common agricultural
policy (CAP) can only be explained by the influ-
ence that the interest group of farmers has on
European politics (Baldwin and Wyplosz 2012).

The role of interest groups in the process of
European integration in general and the impact of
interest groups on European Community law in
particular can be studied from a great number of
perspectives (for an overview, see Eising 2008).
From a law and economics perspective, it is
important to understand the making of European
Community law as the result of a coevolutionary
process of diverse interest groups, which influ-
ence laws and regulations, and the body of Euro-
pean law, which creates the forum in which



798 European Court of Human Rights
interest groups and stakeholders can play out.
Thereby the European Community law becomes
over time more differentiated and adapted to the
challenges it faces in an ever more economically
integrated area, but at the same time the increasing
complexity of European Community law creates
gaps and loopholes that can be targeted by interest
groups. This implies on the one hand that interest
groups have to evolve to organizations that are
able to target those loopholes and gaps. On the
other hand, it implies that Community law reacts
to the activities of interest groups with a further
differentiation of law and regulations.

While the relevance of interest groups for the
development of European institutions and Com-
munity law cannot be doubted, the operation of
interest groups in the EU is yet not fully under-
stood. For example, it is yet not clear whether
there is a Europeanization of interest groups
(making the level of Member States less impor-
tant) or whether successful interest groups on the
European level need a strong anchoring in the
Member States. Moreover, one may ask whether
the specific politico-legal system of a Member
State predetermines the effectiveness of interest
groups on the European level (Eising 2008).
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Abstract
The European Court of Human Rights is a
Supra-national Court established in 1959 with
the European Convention on Human Rights. It
stands as a monitoring mechanism to ensure
the observance of the commitments to ensure
fundamental human rights undertaken signing
the Convention.

This entry focuses on the functioning mech-
anism of the Court either from a prescriptive
and an empirical point of view. The first aspect
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concerns organization and procedural issues,
with special regard to the sanctioning mecha-
nism, whereas the second aspect involves
issues of effectiveness of the Court.
E

Definition

The European Court of Human Rights (ECtHR) is
a supranational court founded by the European
Convention of Human Rights (ECHR) in 1959
and based in Strasbourg (France). It carries out a
supervisory function monitoring that the 47 mem-
ber states of the Council of Europe (COE) that
have ratified the Convention comply with its sub-
stantive provisions. The court fulfills its task scru-
tinizing claims alleging that the defendant state
breached its commitment violating one or more
ECHR provisions.
History

Founded in 1949, the Council of Europe (COE)
became the very first political organization in
Europe, although its approach was different from
the European institutions. In the era of reconstruc-
tion after World War II, the original member states
chose the path of cooperation and signed the
founding treaty of COE as a reaction to the atroc-
ities of the war and the growth of East-West ten-
sion. States parties made efforts in strengthening
cooperation, signing international treaties, pub-
lishing peer reviews, exercising pressure, and pro-
moting training and good practice; reinforcing
citizenship and democratic governance was the
ultimate goal.

The ambitious project of achieving a greater
unity between its members for the purpose of
safeguarding and realizing economic and social
progress (article 1 Statute of council of Europe,
1949. Add to documents refrences Council of
Europe, Statute of the council of Europe, 05
May 1949) aimed to guarantee lasting peace and
prosperity on a continental scale. In this sense, the
most successful achievement is the ECHR signed
in 1950 and entered into force in 1953 and the
creation of a monitoring mechanism with the
establishment of ECtHR. As a response to the
inertia of the United Nations and its inconclusive
attempts to transmit the principles proclaimed in
the 1948 Universal Declaration of Human Rights
into an internationally binding bill of rights, some
of the Western European countries egged on the
COE to proceed on its own. Thanks to the obdu-
racy of those countries that share a common her-
itage of political tradition, ideals, freedom and the
rule of law (European Convention of Human
Rights, preamble, 4th November 1950,
213 UNTS, 221), the COE took the first steps for
the collective enforcement of some of the human
rights stated in the Universal Declaration.

Even though ECHR scope is more specific, the
Convention arranges one of the strongest regional
mechanisms for protection of fundamental indi-
vidual human rights and stands as a model for
other regional systems (Buergental 2006). Signing
the Convention, high contracting parties undertake
to grant to every individual within their jurisdiction
civil liberties typical of an effective political
democracy. Among others, the Convention grants
life, fair hearings, private and family life, freedom
of expression, freedom of thought, conscience and
religion, and property rights and prohibits torture or
inhuman treatment, slavery and forced labor, arbi-
trary and unlawful detention, and discrimination.
Besides the declaration of a list of human rights that
contracting states commit to recognize and grant
(see Harris et al. 2014 for an analysis of the rights
granted), the Convention made protection effective
establishing a monitoring mechanism to ensure the
observance of the engagement undertaking by the
high contracting parties and providing remedies
for victims of violations.

After the entry into force, member states
implemented the Convention with Protocols ori-
ented to adjust structure and functioning mecha-
nism to the constant increasing workload of the
court (Egli 2007, p. 7). According to the original
design, the court envisaged a double-step mecha-
nism: a commission performed monitoring tasks
analyzing claims’ conformity to admissibility
criteria and attempting friendly solutions, whereas
a court performed adjudicatory tasks. The acces-
sion to ECHR of new member states after the fall
of the Berlin Wall dramatically increased the
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number of claims: Protocol 11, entered into force
on 1 November 1998, was imagined to deal with
the huge number of pending applications. The
articulated mechanism moved from a mix of mon-
itoring and adjudicatory tasks to an entire judica-
tory system, based on a single court working on a
permanent basis: the elimination of the commis-
sion screening function simplified and made the
procedure more concise. Furthermore, it allowed
individual applicants to present claims directly to
the court.

Despite its purpose, Protocol 11 failed to deal
with the ECtHR workload, and a number of appli-
cations incessantly increased during years. In
1999, right after the introduction of Protocol
11, the number of pending applications was
12,600; 10 years later, pending applications
amounted to 119,300 (ECtHR statistics 2013,
p. 7). Member states issued Protocol 14, which
entered into force on 1 June 2010 and provided
further reforms aiming to grant long-term effi-
ciency and strengthening applications’ process.
The protocol reduced the decision body formation
for the simplest claims, conditioned the admissi-
bility of claims to further admissibility criteria
requiring “a significant disadvantage” for the
applicants, and prolonged the judges’ term of
office from 6 years with option of reelection to
nonrenewable 9 years term providing for expira-
tion of the office when they reach 70 years of age.

Currently, members have adopted Protocol
15 introducing references to the principle of sub-
sidiarity and the doctrine of the margin of appre-
ciation and reducing from 6 to 4 months after the
date of the final domestic decision the time limit
within which the claims should be filed and Pro-
tocol 16 allowing the court to give advisory opin-
ions on questions of principle related to
interpretation and application of rights, upon
request of the highest domestic courts. Both pro-
tocols will enter into force only once contracting
states will sign and ratify them.
Organization

Issuing durable legal rules per se does not make a
regional human rights system effective, if there is
no assignment to third parties of the task of
interpreting and applying rules. ECtHR carries
out exactly this role and makes the international
regional system established by ECHR capable of
enforcement. The effects of the incorporation of
ECHR together with the functioning of the court
as a constitutional court and the effects of ECtHR
judgements allow denial of those theories that
support a qualitative difference between interna-
tional regimes and states; thus doubting some
form of constitutionalism beyond states is feasible
(Rosenfeld 2010). Recent theories argue that the
ECHR framework evolves into a transnational
constitutional regime (Stone Sweet 2012).

The ECtHR has its headquarters in Strasbourg
and is composed by elected judges, chosen either
among judges eligible for high judicial office or
jurists of esteemed competencies. The number of
judges is the same as the number of the high
contracting parties (47 at present). The Parliamen-
tary Assembly elects judges with majority of
votes, among a shortlist of three candidates pre-
sented by each contracting party.

Judges must have high morality: although
representing one state, they hear the claims in
their individual capacity. Thus, they must avoid
any activity which endangers their impartiality
and independence.

Depending on the complexity of the case, the
ECtHR scrutinizes the claim sitting in one of its
four judicial formations. When inadmissibility of
the claim clearly appears without any further
investigation, the single judge has the power to
strike the complaint out of the list of the cases or
declares its inadmissibility with final decision.
When this is not the case, the single judge for-
wards the claim either to a Committee or to a
Chamber. The Committee unanimously decides
either to declare inadmissible the claim or strike
it out when no further investigation is required or
to declare it admissible and simultaneously issue
the judgement on the merit when the question is
the object of well-established jurisprudence.
Alternatively, the Chamber rules on the merit of
the claim, together with a decision on admissibil-
ity or separately. In the exceptional situation in
which the case concerns a question seriously
affecting ECHR interpretation or which might
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lead to a decision contrasting with a previous
judgements, the Chamber relinquishes jurisdic-
tion in favor of the Grand Chamber of 17 judges.
Moreover, one or both parties might require refer-
ral to the Grand Chamber within a period of
3 months from Chamber judgement’s delivery.
E

Procedural Issue

ECtHR has jurisdiction to hear claims filed by
individuals or state and alleging that one of the
high contracting parties violated the ECH-
R. Jurisdiction includes all the matters related to
interpretation and application of the ECHR; how-
ever, the court shall not take case on its own
motion. Since the introductory phase, the proce-
dure stands out for its accessibility and effective-
ness. Both states and individuals, either person,
group of people, or non-governmental organiza-
tions, have the right to present claims, thus
granting widest access to justice.

A complaint undergoes two steps, with some
faint adjustments concerning the analysis
depending on the judiciary formation scrutinizing
it. The first is the admissibility stage during which
judges verify the observance of some formal
requirements.

Claims must concern one of the rights covered
by ECHR, not to be manifestly ill-founded and be
direct against one or more states parties of the
Convention. Following a general rule of Interna-
tional Customary Law, applicants shall exhaust all
the available domestic remedies, up to the highest
level of jurisdiction, and resort the ECtHR within
6 months following the date of the last judicial
decision. Last, the applicants shall have suffered a
significant disadvantage: the violation, although
real from a mere legal point, shall overtake a
minimum threshold to deserve international
judges’ attention. These requirements reflect dif-
ferent purposes: the former grants national author-
ities the opportunity to prevent, or at least to fix,
violations, whereas the latter facilitates the activ-
ity of the court making it easier when dealing with
unmeritorious claims and allowing devotion of
more time to serious claims. Both rest on the
same assumption: the subsidiarity of ECtHR
with respect to national mechanism of
safeguarding human rights. Thus, on one side,
national courts have at first instance the chance
to deal with questions regarding the compatibility
of domestic lawwith the Convention. On the other
side, the court stands as a supranational court of
final instance deserving the analysis of substantial
claims and denies the role of an alternative chan-
nel to which require further monetary damages.

Past the admissibility screening, judges scruti-
nize the merit of the claim and undertake further
investigation, if needed, inviting parties to submit
further evidence and written observations or fix-
ing public hearings with the representatives of the
parties. At the end of the investigation, judges
deliberate on the question and issue a judgement,
providing reasons for the decision, which
becomes final if parties declare to renounce or
do not request referral to the Grand Chamber
within 3 months.

In principle, the final judgement is declaratory
in nature (Marckx v. Belgium, appl. number 6833/
74 1979 par. 58). Only in 2011, the court intro-
duced an original mechanism aiming at optimiz-
ing time and resources allocation when dealing
with cascade of repetitive claims, which does not
necessarily end with a declaration that a violation
has been committed. When applications underline
the existence of a structural or systemic problem,
the court might issue a pilot judgement after pro-
cessing them as a matter of priority. The pilot
judgement contains both the identification of the
nature of the structural problem or the dysfunction
and the suitable remedies the defendant state is
required to adopt.

Final judgements are binding upon the parties
of the cases. The declaratory character implies that
the court renounces to impose on the breaching
state any obligation to adopt specific measures
necessary to ensure compliance, a part for some
exceptional cases. The execution of the final
judgement consists into the performance of two
groups of obligations, depending on the measures
required. The first one demands adoption of gen-
eral measures and includes the obligation to exe-
cute the violated provisions and to prevent the
occurrence of further violations. The second one
consists into the obligation to put an end to the
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violation and fix the negative effect, the execution
of which required individual measures.

General measures aim to prevent future
violations similar to the ones found by the
court and most of the time require changes
in legislation. However, when national author-
ities recognize direct effect to judgements,
publication and dissemination of the decision
is sometimes enough to induce national effec-
tive remedies.

Individual measures aim to put an end to
the violation and to restore as far as possible
the situation existing before the breach
(Brumarescu v. Romania 1999, par. 19). Thus,
following customary rules of international law,
restitutio in integrum, aiming to take the injured
back as far as possible in the same situation as the
one he enjoyed before the violation, represents
the preferred relief. When the restoration of
the injured victim is otherwise impossible or
only partial, the court might award monetary
compensation.

The Committee of Ministers is the organ
charged of supervising the execution of the judge-
ments. The Committee organizes two meetings a
year and gathers one representative for each
contracting party (in principle the Minister of
Foreign Affairs), each of whom is entitled to one
vote. The monitoring function of the organ
includes the supervision of the execution of
friendly settlement and judgements (White and
Ovey 2010, p. 53). The Committee invites the
respondent state to explain the measure taken to
avoid the consequence of violation and provide
evidence of compensation payment: the Commit-
tee supervises regularly each case until it is satis-
fied with the adoption of general measures
necessary to ensure compliance.
Just Satisfaction

Besides the general freedom in the execution of
the judgements, the ECHR provides the court with
the power to award compensation for injuries
suffered, as a residual remedy for those damages
that cannot otherwise be repaired. The core of the
system lies in article 41 that provides for just
satisfaction. The provision envisages that if a vio-
lation is found and if the internal law of the
contracting party concerned allows only partial
reparation to be made, the court shall, if neces-
sary, afford just satisfaction to the injured party.
The court might exercise the power to afford just
satisfaction to victims in the same judgement if
the question is ready for decision and claimants
specifically require monetary compensation. Just
satisfaction is a compensation for an actual harm:
finding of evidence of violation does not automat-
ically grant a positive award, being a matter of
court discretion. The letter of the provision is clear
when specifying that the award is not a direct and
automatic consequence of the finding of violation.
Judges determine to award just satisfaction upon a
specific applicants’ request supported by appro-
priate documentary evidence. The approval of the
request is conditional on the inadequacy of
national remedies to provide full reparation to
victims. In addition to subsidiarity, the award
shall be necessary and just.

Economic analysis of law acknowledges
damages as an instrument having twofold func-
tion: restoring the injured for the harm suffered
(compensation) and providing injurers with
behavioral incentives fostering internalization of
the externalities (deterrence). Due to their eco-
nomic function, in general, damages shall provide
full compensation for the victims’ losses because
only in this case the injurer internalizes the nega-
tive externalities produced (Posner 2003, p. 192).
Nevertheless, compensation of damages within
the international public field assumes a peculiar
meaning considering that the court exercises
only a weak form of review (Bernhardt 1994,
p. 297), but aims to provide “constitutional jus-
tice,” rather than “individual justice.” On one
side, when finding a violation of the Convention,
judges’ declaration of incompatibility with
ECHR does not replace the questioned law with
one of its own making, nor directly affect the
validity of that law in the national legal system.
On the other side, the actual function of the court
is to ensure that administrative and judicial pro-
cesses in member states effectively conform to
pan-European convention standards, rather than
seeking to provide every deserving applicant
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with a remedy for the Convention violation
(Greer 2003, p. 405).

Traditional economic theories argue that dam-
ages do not have to fully compensate harm, as
long as they make taking due care the most attrac-
tive strategy (Visscher 2009, p. 155). However,
having regard to the international human rights
protection framework, under-compensation of the
harm caused might not be sufficient in view of
obtaining the ultimate goal of the court, namely,
the adoption of a standard of protection appropri-
ate to the ECHR. On the other side, the rules
specifically clarify that the court does not aim to
punish the breaching state for its responsibility in
violating the Convention and invite to charge as
inadequate any claims for punitive, aggravated or
exemplary damages. Just satisfaction turns out to
be the result of a balance between the interest of
injured applicants to receive some sort of satisfac-
tion and the public interest of defendant states,
with an eye to the local economic circumstances
of the state.

The award, if any, is exclusively in the form of
a sum of money to be paid by the respondent state
within a time limit that usually the court sets in
3 months. Judges might either award a global
sum, either breakdown just satisfaction into
three components that correspond to material
losses, moral losses, and costs and expenses.
Practical indications on the computation of mate-
rial damages refer to the principles of Interna-
tional Customary Law codified by the United
Nations Law Commission (chapter IV.E.1, arti-
cle 28 and following). The basic principle rests
upon the assumption that the injured applicant
should be placed, as far as possible, in the posi-
tion in which he or she would have been had the
violation found not taken place. Material dam-
ages awards concern economic losses and would
in principle reflect the full calculated amount of
damages or a reasonable estimation based on
observable facts.

Moral damages include a mixture of highly
intertwined elements, many of which involved
social and psychological aspects: it is a matter of
civil law jurisdiction, rather than an instrument of
public international law (Parish et al. 2011,
p. 225). This concept recurs in context of tort
that causes intangible, or otherwise difficult to
quantify, injuries to a person and/or his/her rights,
including pain and suffering, anguish and distress,
and loss of opportunities. Assessment of moral
damages is difficult because moral losses are
not directly visible (Shavell 2004, p. 242;
Aarlen 2013, p. 439). The court itself admits that
it is in the nature of nonpecuniary damages that
it does not lend itself to precise calculation
(Practice Directions, section III, par. 13). As a
matter of fact, assessment of damages grounds
on equitable arguments and standards emerged
by case law.
Empirical Studies Focusing on ECtHR

ECtHR counts the biggest caseload among inter-
national courts, with more than 17.000 judge-
ments delivered since its creation, and makes
most of the information about the cases publicly
available. This makes the court as a suitable object
of attention when investigating the more relevant
issues related to effectiveness of international
adjudication.

Voeten (2008) investigates international judi-
cial behavior, focuses on impartiality of ECtHR
judges, and considers the court as a committee
of individual judges, rather than a single actor.
Focusing on the minority opinions expressed by
judges, he evaluates what determinants other
than law, if any, systematically affect judges.
Findings show that ECtHR judges’ behavior is
more similar to that of national review courts,
rather than political institutions: there is no evi-
dence that judges’ domestic legal culture is a
matter of concern, and the overall effects of
career motivation are moderate (despite some
evidence that judges show national bias in eval-
uating politically sensitive case). The study
is overall positive toward the possibility of
impartial review and suggests ECtHR judges
are politically motivated actors having political
preferences on to the best way to apply abstract
human rights, but they do not use their power to
settle geopolitical scores.

Helfer and Voeten (2014) take the ECtHR rul-
ings on a specific issue, namely, lesbian, gay,
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bisexual, and transgender rights, to investigate the
effectiveness of international tribunals as agent of
policy changes. The study aims to investigate
whether the court affects the behavior of actors
other than parties to a dispute or, contrary, the
court simply reflects evolving social trends and
adapts its jurisprudence to the evolution of
national policies. The study contributes with an
empirical assessment to the path of literature try-
ing to provide analytical explanation of the effec-
tiveness of international adjudication activities
(Helfer 2014). In particular, it focuses on what
has been classified as the erga omnes effective-
ness and norm development effectiveness. Find-
ings show that international law created by
ECtHR jurisprudence systematically affects
domestic judicial review and legal changes.
ECtHR judgements increase the likelihood that all
COE members, even those that are not found to
violate the Convention, adopt friendly LGBTrights
reforms, and the effect is muchmore evident where
support for LGBT rights is relatively low. Based on
statistical findings, the authors argue that the
ECtHR court contributes to legitimize and justify
political changes especially with respect to lazy
countries. The court engages in majoritarian activ-
ism, rather than aggressive policy, and reverses
previous decision only when at least a majority of
COE members have already done so.
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European Integration
Aurelien Portuese
University of Westminster, London, UK
Abstract
European integration is a process. It is
a process of institutionalization by which the
old continent is continuously transformed
either through incremental changes or through
across-the-board reforms. European integra-
tion designates the changing current institu-
tional framework of the European Union
(hereafter EU). The European continent
experiences other institutional integration
than the EU’s – mostly the European Conven-
tion on Human Rights – but the focus shall be
put on the EU as this regional organization is
the most significant and integrated one.

The history of the European integration has
paved the way for an entire new legal order
with a strong economic rationale to come to the
fore (I). The emphasis of institution-building
and market-building has nevertheless not been
without difficulties in terms of construing
a common political structure, democratically
legitimate for the European national democra-
cies (II).
Definition

European integration is an expression describing
a process, by opposition to a state of affairs that
would be mainly unchanged. Hence, the Euro-
pean integration defines an institutional process
taking place within a regional organization by
opposition to an institutional state of affairs cre-
ated suddenly through different forms of state
such as a federation, a regional state, a nation-
state, etc.

The EU is not a state; it is an organization so
much of its own that it is commonly described as
being a sui generis organization. The EU should
not be looked at or investigated as photography
but rather as a movie in the making – hence the
expression “European integration.”

The history of the European integration has
paved the way for an entire new legal order with
a strong economic rationale to come to the fore (I).
The emphasis of institution-building and market-
building has nevertheless not been without diffi-
culties in terms of construing a common political
structure, democratically legitimate for the Euro-
pean national democracies (II).
The Law and Economics of European
Integration

The history of the European integration portrays
a strong economic underpinning of the common
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destiny the European states have decided to
embrace (a). Out of the economic system set up
in the aftermath of the Second World War, an
ongoing process of institutionalization has contin-
uously transformed the European integration to
become nowadays the most institutionalized
region of the world. This process has spawned
a new legal order – the European Union
(EU) law – which is imbued with economic con-
siderations (b). The European institutional frame-
work and practice that result from this evolution
is, from a law and economics perspective, driven
by an economic efficiency rationale (c).

Economics of European Integration: Peace
and Prosperity Through Reciprocal Stakes
On a continent repeatedly ravaged by wars and
erstwhile enmities, and on a continent continu-
ously disheartened by peace treaties violated,
new peace-making solutions have appeared to
become imperative during the postwar period.
Diplomatic relations had not been so far satisfac-
tory: only economic interdependence would make
peace durable.

Because peace leads to prosperity, the argu-
ment of this Kantian perspective is circular: an
economic integration paves the way for an ever-
greater economic interdependence among Euro-
pean states allowing for peace and prosperity on
the continent (Kant 1992).

The interlinkage between commercial knots
and peace-building is well known since Montes-
quieu wrote: “The natural effect of commerce is to
bring peace. Two nations that negotiate between
themselves become reciprocally dependent, if one
has an interest in buying and the other in selling.
And all unions are based on mutual needs”
(Montesquieu 1758, p. XX).

Therefore, the architects of the European inte-
gration were driven by fostering the self-interest
of each state to make peace: the challenge was not
so much about having a possible peace treaty to be
signed but more about having war made impossi-
ble. Indeed, the economic interdependence cre-
ated by free trade would render war impossible
among rational and self-interested states.

The birth of European integration has conse-
quently been triggered not by setting up
a “superstate,” a federation, or any other grand
projects against which nation-states were reluc-
tant to build. It has been driven by rational choice
perspective and by the progressive deconstruction
of the protectionist powers of the state.

Without coincidence, the first sectors of the
economy to be integrated into a common pool
were the coal and steel of European nations since
coal and steel were the raw material for wars.
The Schuman Declaration of 1950 in which
Robert Schuman, French Minister of Foreign
Affairs, called for a “step-by-step” process of
integration leading to a European federation.
This declaration heralded the creation in 1951
of the European Coal and Steel Community
(ECSC), with a High Authority managing the
production and the distribution of coal and
steel in Europe. Consequently, with the ECSC,
war has been rendered materially impossible
(Pelkmans 2006).

In light of the success of the ECSC, the
founding members – France, Germany, Italy,
Belgium, Luxembourg, and the Netherlands –
generalized this success to all sectors of the econ-
omy by creating a free trade area through the
abolition of customs duties and the proclamation
of the free movement of workers, capital, goods,
and services. This was the creation of the Euro-
pean Economic Community (EEC) in Rome in
1957 (Duchene 1994).

The common market laid down by the EEC
was constituted of a customs union made of free
trade area (abolition of tariffs within Member
States) and a common external tariff with respect
to non-Member States. Also, the four economic
freedoms (free movement of goods, services,
workers, and capital) were proclaimed. Finally,
few common policies were envisaged, such as
the Common Agricultural Policy.

There are four stages of economic integration:
a free trade area, a customs union, a common
market, and finally an economic and monetary
union. Before embracing a monetary union with
the creation of the Euro in 1992 with the Maas-
tricht Treaty, the EU has therefore jumped from its
inception in 1957 into a very integrated regional
union – a common market with a common exter-
nal tariff and with common policies.
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A 12-year transition period was granted in
order for Member States to abolish their custom
tariffs. In 1969, the common market was accom-
plished. The removal of barriers to trade and the
large-scale competition allowed for over the entire
continent would stimulate modernization of the
economies by the lowering transaction costs,
the enjoyment of economies of scale, and the
enhancement economic efficiency. The belief in
the net positive effects of a customs union was
widely shared among economists.

The most influential theory at that time was
Jacob Viner’s theory of trade creation and trade
diversion. He argued that economic integration
leads to two simultaneous welfare effects: trade
creation among Member States and trade diver-
sion among Member States. Whether trade crea-
tion (welfare-enhancing effects) is greater than
trade diversion (welfare-decreasing effects)
depends on the structure of the economies to be
integrated. The relative similarity of the European
economies in 1957 led economists to vouch for
economic integration through a common market
given its plausible net positive effects in terms of
trade creation (Pelkmans 2006).

The common market created by the EEC was
the means to achieve an everlasting peace and
prosperity on the continent. The common market
has been a success in its realization. Indeed, from
1958 to 1972, while trade between the six
founding Member States and the rest of the
world had tripled, intra-community trade had
been multiplied by 9 (Pelkmans 2006).

If the European integration had strong eco-
nomic rationale due to the creation of a common
market to the six founding Member States, the
European common market could not last without
a sufficient degree of institutionalization and
a European law that encapsulate this economic
rationale.

Law of European Integration: Institutions as
Engines of Economic Integration
The effective working of the European integration
requires a delegation of authority, even sover-
eignty, to supranational institutions. This require-
ment is derived both from the high reluctance of
Member States to rely exclusively on other
Member States for the implementation of the
rules creating the common market and from the
economic rationale of such institutions since
decision-making costs are reduced, thanks to the
specialization of supranational institutions.

The European Institutions
The institutions of the EEC are representatives of
different interests. While intergovernmental insti-
tutions within which Member States play a key
role represent national interests, supranational
institutions within which European institutional
actors are predominant represent the “commu-
nity” interest.

The intergovernmental institutions of the EU
are the Council of the European Union and the
European Council. The supranational institutions
of the EU are the European Parliament and the
European Court of Justice.

The European Commission is the similar to
a cabinet government, composed of 28 members
of the Commission (“commissioners”) – one per
Member State – who execute the European
Treaties. It represents the general interest of the
EU. The President of the European Commission is
proposed by the European Council and elected by
the European Parliament.

The European Parliament is the directly elected
legislative assembly of the EU since 1989 where
European citizens are represented. Composed of
766 members, the European Parliament has incre-
mentally gained legislative powers to achieve
equal footing with the Council of the European
Union under the ordinary legislative procedure
generalized since the Maastricht Treaty of 1992.
Under the ordinary legislative procedure provided
at Article 294 of the Treaty on the Functioning of
the European Union (“Lisbon Treaty” of 2009),
the European Commission has the monopoly of
legislative proposal. The European Parliament
adopts a first position; if this position is approved
by the Council, the piece of legislation is adopted.
If the Council disapproves the Parliament’s posi-
tion, it adopts its own position and then commu-
nicates to the Parliament who either approves or
disapproves the Council’s position. In the latter
case, a so-called conciliation committee is con-
vened, composed of an equal number of Council’s
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members and of Parliament’s members. If the
conciliation committee adopts a joint text later
approved by both the Council and the Parliament,
the legislative act is finally adopted. If the concil-
iation committee fails to adopt a joint text, or
adopts a joint text but not later approved, the
legislative act is not adopted.

The European Court of Justice is designed to
be the supreme court of the European Union by
ensuring full compliance with European law by
the Member States and European citizens. Seated
in Luxembourg, the European Court of Justice is
composed of independent judges from different
Member States representing the different legal
traditions present in Europe. Helped by the Gen-
eral Court and the Tribunal for Civil Servants, the
European Court of Justice can hear cases either
directly or from national tribunals (Turk 2010).

The Council of the European Union composed
of national ministers represents the Member States
with each Member States being allocated different
voting weights according to its political power.

The European Council, originally in 1974 an
informal of the head of states and governments of
the Member States, has been recognized as
a European institution in 1992. This high-level
meeting instills the political impetus to the Euro-
pean Commission and, since the Lisbon Treaty of
2009, is chaired by the President of the European
Union. The President is elected by the member of
the European Council and its term lasts 2 years
and half, renewable once.

This sophisticated institutional framework pro-
gressively, through treaty amendments, resembles
one of a federation of states despite an added
complexity due to the reluctance of Member
States to renege upon their sovereignties.

The European institutions have been granted
powers independent from Member States only to
the extent that the Member States benefited from
these delegations of powers in favor of these insti-
tutions acting as their agents. Indeed, the Euro-
pean institutions have been tasked with the
completion of an internal market within the Euro-
pean Union. In order reach such result, the
necessary functions have been delegated to the
European institutions – this is the “neo-
functionalism” theory as we shall discuss below.
The European Law
The completion of the internal market required
European law to materialize the economic objec-
tives of the European integration – namely,
a customs union, the four economic freedoms,
and a competition policy. European economic
integration could only emerge through European
legal integration. “Integration through law” has
been the major force toward the completion of
the internal market, with the European Court of
Justice working as the primary engine of
integration.

First, the European Court of Justice has elabo-
rated a thought-provoking case law ensuring the
greatest effectiveness of European law over
national laws (Weiler 1991; Turk 2010). The
European judges have granted to European law
direct effect, making most of European law
directly invokable by litigants before any national
and European court. Also, the European judges
have trumped national laws by continuously pro-
claiming the primacy of European law over any
national laws (Weiler 1991). Moreover, the
responsibility of Member States has been engaged
any time European law is not respected in the
given Member State by whatever national institu-
tion, citizen, or organization of that state. Also, the
European Court of Justice reaffirmed its role as
the supreme court of Europe by interpreting
largely its monopoly of interpretation of European
law and of annulling European law in light of the
European Treaties (Weiler 1991). Therefore, not
only have European judges confirmed the essen-
tial role of European law in the national legal
orders, but also have they placed themselves as
powerful judges in the most influential court in
Europe (Bernard 2010).

Second, after having ensured its maximum
effectiveness, European law has been developed
and interpreted in order to maximize the extent to
which the process of building the internal market
is conveyed. Ernst Haas, one of the fathers of the
functionalism theory, said that “the most inviting
index of integration – because it can be verified
statistically – is the economic one.”

Market-building requires rules on the prohibi-
tion of discrimination since goods, services, cap-
ital, and labor must compete within a market on
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a fair and open basis. The customs union is
efficiency-enhancing on one part because it cre-
ates some trade but can also be efficiency-
decreasing on the other part because trade can be
diverted due to the discriminatory rule a customs
union creates in favor of its members and in dis-
favor of the nonmembers. Hence, the customs
duties (Article 30 TFEU) and “measures having
an equivalent effect” (Article 34) are prohibited
within the EU after the 12-year transitory period.
The notion of “measures having an equivalent
effect” has been given great scope by EU judges
to encompass lots of regulatory measures. Indeed,
“all trading rules enacted byMember States which
are capable of hindering directly or indirectly,
actually or potentially, intra-Community trade
are to be considered as measures having equiva-
lent effect to quantitative restrictions” said the EU
judges in the famous Dassonville case of 1974.
Despite the fact that some mandatory require-
ments can potentially be accepted as justification
for some national regulations (see case Cassis de
Dijon of 1979) above the justifications provided
for in the treaties, the Dassonville formula has
been continuously reaffirmed by the case law
(Bernard 2010; Turk 2010).

Therefore, the EU legal order has been
designed around the notion of competitive
order – in other words, the internal market
requires a law that ensures that competitive forces
work openly, fairly, and on an equal basis for all
market participants. Thus, in order to limit the
reduction of economic efficiency and to increase
the internal efficiency of the market, two legal
dispositions had to be added at the top of the
prohibition of customs duties and measures hav-
ing an equivalent to quantitative restrictions. First,
a nondiscrimination rule had to be an overarching
principle of market-building. Second, a strong
enforcement of a common competition law had
to be ensured. The European successfully encap-
sulate both dispositions so that the internal market
could be considered to have been completed by
1992 with the Maastricht Treaty.

First, the prohibition of discrimination on the
basis of nationality enshrined in Article 6 of the
Treaty of the European Union, in Article 21 of the
Charter of Fundamental Rights of 2000 (a sort of
EU “Bill of Rights”), ensures equality in the inter-
nal market, hence its smooth working. It is no
surprise that the EU judges have interpreted the
nondiscrimination principle in a very ambitious
manner. The nondiscrimination principle applied
very broadly in the field of the free movement of
goods is progressively applied in a comprehensive
manner to other economic freedoms. Hence, the
“market access” has, in the eyes of the EU judges,
to be secured in the broadest manner in all fields of
the internal market through the resort of the non-
discrimination principle writ large (Bernard
2010). Market access must be ensured due to the
benefits of transactional efficiency (in terms of
minimization of transaction costs created by
national regulations) expected to be reaped out
by internal market participants (Portuese 2012,
pp. 361–402).

Second, European competition law had pre-
served the internal market from obstacles to its
achievement (the so-called objective of “market
access”). The basic EU competition rules are
found in the TFEU at Articles 101 and
102, which lay down a prohibition against restric-
tive agreements (cartels and collusions) and abuse
of dominance, respectively. Articles 101 and
102 TFEU apply to practices or behavior that
“may affect trade between Member States” (Toth
2008). The concept of “trade between Member
States,” defined in Commission Guidelines
(No 2004/C 101/07 of 27 April 2004), implies
that there must be cross-border economic activity
involving at least two Member States – but, when
trade between Member States might be affected,
a restrictive agreement applied only in a single
Member State will not be excluded from the scope
of EU competition rules. Also, mergers are con-
trolled according to Regulation 139/2004 of 2004.
Finally, state aids are circumscribed in accordance
to Article 107 of the TFEU. Entrusted with the
task of investigating anticompetitive practices, the
European Commission is invited to refer to the for
potential cases to be tried. The high enforcement
of European competition rules have participated
in making the internal market a place where a fair
and undistorted competition provides the econo-
mies efficiencies of a dynamic economy (Bernard
2010).
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Overall, the removal of customs duties and
charges having equivalent effect, the respect of
the nondiscrimination and equality principle, and
the strong enforcement of European competition
rules have contributed to materialize European
integration over decades. If European integration
has been propelled by the European institutional
actors such as the European Commission and the
ECJ, it is also due to the particular appeal the
pursuance of the notion of economic efficiency
had on these supranational actors.

European Institutional Actors as Agents of
Economic Efficiency: The Efficiency
Hypothesis
The foundations of European law are substanti-
ated in the general principles of EU Law. With the
principle of equality and nondiscrimination
discussed above, there are three main general
principles that govern European law – the princi-
ple of subsidiarity, the principle of proportionality,
and the principle of legal certainty.

The principle of subsidiarity is double-edged.
Enshrined in the Treaty of the EU at Article 5 (3),
it can be used to justify both increased centraliza-
tion and increased decentralization. The principle
of subsidiarity can justify further centralization
because it requires that the most appropriate
level of governance be chosen for exercising
a particular power. A study of the principle in
general, and in practice as interpreted by the EU
judges, reveals that the principle of subsidiarity
both is a principle of economic governance and is
interpreted in an economically efficient way by
the EU judges (Portuese 2011).

The principle of proportionality is a general
principle of EU law explicitly stated in the EU
Treaties nowadays at Article 5 (4). The EU pro-
portionality principle can be divided in different
sub-principles: (i) the review of the necessity of
the measures to achieve the desired objective,
(ii) the review of the suitability (or less-restrictive
means test) of the measures for the achievement
of the objective, and (iii) the review of the
proportionality stricto sensu, whereby the
burden imposed must be of proportion with the
goal desired. If the first sub-principle is tanta-
mount to an effectiveness criterion, the second
sub-principle ensures the efficiency (ratio means-
ends) of the measure, while the third sub-principle
involves a balancing exercise of interests similar
to a cost-benefit analysis which itself fosters
Kaldor-Hicks efficiency. Therefore, the overall
principle is and is interpreted as an efficiency
principle (Portuese 2013).

Finally, the EU principle of legal certainty pro-
tects the legitimate expectation of market actors.
Therefore, it ensures that changes in the law occur
at a predictable path and in a reasonable way. If
this guarantee is not respected, then damages must
be awarded in order to compensate the loss of
market actors’ proprietary interests. This principle
has been jurisprudentially created in the EU, so
the European integration can happen without loss
of proprietary interests, thus without
disincentivized internal market actors (Portuese
2014a, b).

Along the general rules of European integra-
tion such as free movement rules and competi-
tions rules, the general principles of EU law are
efficiency-enhancing rules and have been
interpreted as such consistently by the EU judges.

There is no coincidence however.
Indeed, one must recall the high distrust Mem-

ber States had one another in the aftermath of the
Second World War. Therefore, a relatively strong
supranational institutionalization has been erected
in order to eschew reciprocal and the tit-for-tat
ill-fated strategies of classical treaties. Conse-
quently, any political answers favoring one spe-
cific Member State or a given group of Member
States at the expense of other Member States had
to be seriously sidestepped. Indeed, welfare dis-
tribution would have been seen at that time as
a means for a Member State to get a hold on the
overall European integration. Thus, the European
construction was only left, politically speaking,
with a solution of welfare creation: an economic
solution secured by the law (Portuese 2012).

In that prospect, economic efficiency is a rather
neutral notion, despite its criticisms. It does not
favor a specific Member State over another; it
promotes the general interest of Europe inasmuch
as supranational institutions were tasked to pro-
mote. Hence, supranational institutions of the EU
have been keen to develop the economic
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efficiency within the internal market because it is
both an engine of integration and, very notably
and interestingly for them, a politically accepted
objective.

In light of the cursory economic analysis of
European law discussed above, it can be said
that there is tendency of European law in general
and of European case law in particular to develop
in sense that promotes economic efficiency.
Therefore, a hypothesis of the economic effi-
ciency of the European case law can be made, by
reference to the classical and contested economic
efficiency hypothesis of the common law
(Portuese 2012).

If European integration has been in great
majority about economic integration, the creation
of a supranational polity having manifest powers
over the economic environments of Member
States but without possessing the democratic
legitimacy of national democracies raises the
everlasting concerns of European integration.
The Law and Politics of European
Integration

If European integration has been for long driven
by economic grounds unfolded by the ECJ case
law (Turk 2010), the political integration was
more diffident since Member States were both
reluctant to share the prestige of their national
legitimacies and to set up, from the onset or later
at the end of twentieth century, a European polity
capable of being compared to any form of feder-
ation or superstate (Weiler 2000). This reluctance
can be understandable but is nevertheless prob-
lematic for at least two reasons: the very essence
of European law becomes under fire given the low
legitimacy of this “undemocratic” law (a), and the
very essence of the European institutions also
evolves into an easy target for criticisms due to
the lack of the commonly recognizable features of
national institutions shared by the European insti-
tutions (b).

In fact, the European Union is based on an
inverted construction where market-building has
preceded and primed over institutions building.
The European Union, a sui generis organization,
can be defined by the concept I introduce of soft
federation (c).

Harmonizing Details and Enlarging High-Tail:
Challenges to the Law
The European construction has developed Euro-
pean law to an extent that it becomes difficult to
find sectors of the economy where regulations
have not been harmonized at the European law.
Indeed, the EU works predominantly as
a regulator, privileging the normative power over
military power.

The EU can only regulate, however, when it is
directly related with the internal market. This is in
accordance with the principle of conferral of
powers.

When sectors are not harmonized, the so-called
principle of mutual recognition applies: it means
that the national rules have to be mutually recog-
nized by the other Member States (Armstrong
2003). Hence, traders do not have to comply
with extra rules that are purported to achieve
objectives for which the rule of their home coun-
try has already been designed to achieve. Extra
national regulatory costs are avoided unless man-
datory requirements justify compliance with the
host state rule. This process is often called “neg-
ative harmonization.”

Therefore, as an incentive, the European insti-
tutions have been keen to harmonize at great pace.
The removal of all barriers to trade can sometimes
lead to the hastened removal of national rules.
Therefore, harmonization with one single Euro-
pean rule is needed in order to foster the integra-
tion of the internal market. This process is often
called “positive harmonization”.

Negative harmonization is deregulatory; posi-
tive harmonization is re-regulatory.

The interesting point to raise in the following
lines is not about howmuch, what, and when have
we harmonized regulations in Europe. It is more
about what consequences this process of continu-
ous harmonization bears as challenge to the law as
we understand it.

Coupled with the great pace of harmonization
is the issue of enlargement (Weiler 2003). Not
only have we integrated through harmonization
with European rules throughout the European
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construction, but also we have enlarged the EU
from 6 founding Member States with 169 million
inhabitants to 28 Member States with 500 million
inhabitants, and it keeps enlarging!

These two major trends of European integra-
tion beg the question whether or not European law
has enough democratic legitimacy in order to keep
both harmonizing in its depth and enlarging in its
ambit.

European regulations have recently been under
greater scrutiny as for their costs and legitimacy,
with the so-called Regulatory Impact Assessment
(“RIA”) that intends to balance the costs and bene-
fits of each regulation. This tool has been developed
under the framework of the “Better Regulation”
program – the EU has to be a better regulator rather
than a merely effective regulator. But the ambition
of better regulating the EU leads to the very notion
of legislative acceptability of EU law by citizens
with respect to as EU law is perceived.

The law is traditionally understood as being
a body of normative rules coherently forming
a legal order and applied to a specific territory
where subjects are legally binding themselves to
this order with full consent. In other words, should
the subjects change their mind in a democratically
erected legal order, the institutions will be respon-
sive and change the law. Here is the necessity
of not binding one generation with another.
That’s why we have this expression “King in his
Parliament”: the rules in force are only those
expressly or implicitly consented by the people
to comply with.

But, as EU institutions can increasingly
powers of economic and social regulations, the
possibility for national democratically elected
representatives to change the law applicable to
their citizens. This argument does not work only
for deregulating purposes: the mere changes in
law are extremely difficult due to the decision-
making process taking place at European level
that leaves national representatives unpowered.

The notion of EU legal order faces multiple
challenges not only for competing with national
legal orders that bear high democratic legitimacy
but also for ascertaining a minimum prestige
owed by European citizens to their European
legal order. This prestige is not superfluous, it is
fundamental: a law without prestige is no law
inasmuch as a law without sanction is no law.
European law with little prestige hardly is law.

National Democracies and Supranational
Governance: Challenges to the Politeia
If European law faces great challenges in terms of
its acceptance and position with respect to the
perception of national legal orders, it is also
because European integration, again, has been
predominantly about economic integration.

The failure of planning, the inability to foresee,
the absence of courage, and the reluctance to go
supranational have impeded the necessary process
of polity-building required by any market-
building process. Indeed, the Politeia (the Greek
word for “polity”) defines a specific form of gov-
ernment into which citizens can believe be part
of. It does not necessarily mean “democratic” as
contemporary understanding evoke; neither does
it evolves the notion of Republic nor of nation-
state. It only refers to the requirement of having
clear and intelligible institutions that citizens rec-
ognize as legitimate. Unfortunately, despite
efforts made by the Member States and the Euro-
pean institutions to “democratize” the EU by
building a supranational polity, the EU institutions
are still perceived as far from European citizens.
Indeed, the organization since 1979 of direct elec-
tions for the European Parliament has not helped
this core institution to get credit or to avoid lots of
abstentions among voters who are European citi-
zens. Also, the recent creation, with the Lisbon
Treaty, of the President of Europe elected by the
European Council has not helped European citi-
zens to identify Herman Van Rompuy, the first
European President, nor did it helped European
citizens to feel he is their European representative
(Weiler 2000).

Lots of academic debates are of little help when
it comes to increasing the democratic legitimacy
of European institutions and to focusing more on
polity-building rather than on market-building.
One trend of the literature, new functionalism,
has argued that the step-by-step integration
would “spill over” continuously so that, eventu-
ally, an integrated and federated Europe would
come to the fore. Within that process, the rise of
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a political Europe would emerge as economic
integration cannot last without institutional inte-
gration (Haas 2004; Sandholtz and Stone-Sweet
1998; Stone Sweet and Fligstein 2001). This pro-
cess is triggered principally by supranational insti-
tutions who act with great independence from
Member States. Another trend of literature,
labeled “liberal intergovernmentalism,” argues
contrariwise that Member States have retained,
throughout the European construction, consider-
able latitude over the European institutions’ pow-
ers (Moravcsik 1993). The dynamics of European
integration has been, according to that perspec-
tive, aligned with the powerful Member States’
interests who succeeded in deepening European
integration while preserving their powers.

Beyond this academic debate lays the discus-
sion on a polity-building at the European level
which could, if achieved successfully, deliver to
the market-building process an enhanced demo-
cratic legitimacy. The failure to envision such
polity-building or the reluctance to achieve it can
be explained by the very nature of the EU. The EU
actually is, as I coin, a “soft federation.”

The Political Economy of the Current
European Integration: The Soft Federation
Hypothesis
In law, soft law is a well-known expression used
to designate some quasi-normative rules that are
neither hard law because they lack the enforce-
ability of legal rules nor no law because they
carry some normative guidelines of certain legal
valence.

This concept of soft law can be extrapolated to
political sciences and defines a federation that is
both insufficiently powerful to be designated as
a “hard federation” and insufficiently powerless to
be designated as a confederation.

The establishment of a federation generally
comes with both the exclusive recognizance of
the federal state as depository of sovereignty
(both internally and externally), with the creation
of police andmilitary powers, the exclusive power
over monetary powers, and a preeminence over
budgetary powers, and the exclusive power to
carry out diplomatic activities. Contrariwise, the
federation can intervene less often and deeply on
economic and social matters, the setting up of
normative standards, and the policy interventions
in fields such as education and research, environ-
mental protection, heath policy, etc. But on the
other hand, the EU can no longer be considered as
a confederation since majority voting has been
generalized, whereas confederation are defined
by unanimity voting in order to respect each
Member State’s sovereignty.

Therefore, an inverse institutional architecture
appears compared to classic federation frame-
work: the most integrated parts within the EU
are the least one in a federation, while the least
integrated parts of the EU are at the essence of the
federal level. Therefore, the EU is a federation
without the common powers of a federation – it
is a “soft federation.”

This hybrid situation is not a middle-ground
situation: it may very well last for long, and hence,
the “soft federation” format may become a new
form of government rather than a temporary one if
the “soft federation” hypothesis is confirmed
over time.
Conclusion

European integration has been a great success in
terms of enhancing the economic efficiency
through the process of market-building, while it
has remained a great disillusionment in terms of
enhancing democratic legitimacy through the pro-
cess of polity-building.

The two major trends identified in European
integration lead to formulate a dual hypothesis: an
efficiency hypothesis whereby supranational
actors push for internal market rules to promote
economic efficiency and a “soft federation”
hypothesis whereby Member States push for the
emergence of a peculiar federation which protect
the core of national sovereignties.

Overall, European integration is a unique pro-
cess successful enough to witness trials of repli-
cations throughout the world (e.g., African Union,
Union of South American Nations, Arab League,
etc.). This is certainly the strongest proxy for
evaluating the results of 60 years of European
integration.
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Synonyms

EU citizenship; European identity;
Europeanization
Definition

European Nationality (EN) is a concept with two
meanings: the present legal, political, and cul-
tural reality of the EU (“actual real concept”) and
the possible futures of the EU (“target oriented
concept”). Both sides of the concept, the “actual
real” and “target oriented” ones, are employed in
the ongoing process of enlargement and consol-
idation processes of the 28 (27) EU member
states.
An Actual Concept

As an actual concept of our legal reality, EN
means the EU-citizenship which since 1991 is
tied to the primary national citizenship of an
EU member state as a secondary one. In the treaty
of Maastricht, all citizens of EU member states
received the status of general and equal
EU-citizenship (Art 17 sq EC). It does not replace
the national citizenship, who’s lending or with-
drawal remains in the sovereignty of member
states – however it complements it in several
aspects. The EU-citizenship offers firstly the free-
dom to settle down and to establish oneself in all
member states (Art. 18 EC); secondly it gives the
right to vote in local elections of the state in which
someone is legally settled and the right to vote
for the European Parliament (Art. 19 EC).
Thirdly, the right of diplomatic and consular
protection (Art. 21 EC), the right of petition,
the right to turn in writing to the organs of the
community, p. e. to the representative of the
citizens, and to get an answer in the chosen
language (Art. 21 EC).

The program by the EP “Europe for the
citizens” (2007–2013) intends “to integrate the
citizens better in the process of the European
unification”; it promotes “the co-operation
between the citizens and their organisations from
different nations.” The Single European Market is
the most integrated institution in Europe. Here the
famous “four freedoms” are granted since 1987:
free traffic of persons, of services, of goods, of
capital. These freedoms are limiting more and
more the sovereign action of member states.
They act – if necessary by the European Court –
as engines for the strengthening of the political
system of the EU.

Concerning the political and sociocultural
meaning of EN, the EU- citizenship with its rights
in annex is largely pre-determined by national
preconditions. Conflicts in the context with the
banks crisis and in the Brexit-movement in Great
Britain showed it. Until now, European citizens as
a whole do not form a nation. They do not fulfil
the criteria of a nation: neither in the sense of the
German or slave concept of nation (origin, history,
language, etc.) nor in the French understanding of
the word (support for the constitution of one and
un-dividable republic).

The EU-citizens in their respective states have
a pragmatic relation to the question of more inten-
sive adherence to their nation or to Europe. The
answers measured by the Eurobarometer-Survey
are often: adherent to collective identities. This
refers to “multiples” collective identities in the
EU (Trenz et al. 2003, p 17). The mind of
the citizen is influenced by the preparation
and implementation of the election to the EP
and – independently from the election campaign –
intensified by culture programs of the EC
(2007–2013). “Integration” and “participation”
are headwords for the construction of a
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well-united European Community, whose identity
is based on commonly accepted values (http://
europa.eu/legislation).
A Target-Oriented Concept

As a target-oriented concept, EN is precarious
in so far as it applies to the controversial project
of a “sovereign European state.” Pro-European
politicians like to symbolize the way to this kind
of state by a dynamic concept which embraces
different fields: “Europeanization.” If the
European citizenship would accept criteria of a
sovereign state, it would be superior to the
national citizenship. In the face of a sovereign
position of the EU, some authors mean that
common values could be effective in favor of
the enlargement of European politics. A special-
ist means that strong structures and a dense net
of competences in European institutions favor
the “European identity and public spheres”
(Risse 2010).

Prototypical forms of nation-building could
serve as an historical example: the French nation
as a “product of the state,” because its origin is a
sovereign monarchic rule; the German nation as
“the base of the state,” because it was – as a type of
“community of cultural origin” (Weinacht 1994) –
historically prior to the state (Brubaker 1994). The
idea of Europeanization could be discussed too at
the historic example of England: The political
institutions created the English nation, and the
political institutions were legitimated by the
national English culture (Schulze 2004). It is
questionable, if the insinuated lines of nation and
institution building will result in a clear definite
idea of state and if such an objective will be
generally accepted. It is not without reason that
the EU-Commission avoids fixing its institutional
targets on a definite idea of state (“finality“)
and speaks about “an ever closer union among
the peoples of Europe” (Treatise of Maastricht
1992/93).

The “Europe of citizens,” which is
intended, grows for the time being beside the
nations in the form of cross-border sectors of a
civil society, which develop both pro-European
and anti-European tendencies. Supporters of
this phenomenon try to see in a European
“active society of citizen” a new model
(Münch 1999).
Is EN Desirable?

Concerning the desirability of European national-
ity, the Treaty of Maastricht (1992/93) defines the
target of the EU as an “ever closer union among
the peoples of Europe.” However some Eastern
European (“Visegrad”) States have lost this con-
sensus and tend – like France under de Gaulle
(“Europe des patries”) – to a “Europe of nations.”
With the referendum from June 2016, Great
Britain cancelled the treaty of Maastricht in
favor of an independent future for its nations.
However, the aftereffects of Brexit are controver-
sial. Britons who feel and wish to be part of the
European project will loose with European citi-
zenship the privileges inherent in it (especially
“freedom of movement”). Many of them have
begun to apply for the citizenship of their host
country. The Irish embassy in London received
8017 applications for Irish nationality, compared
to only 689 applications in 2015. The reason was
not the search for a new identity, but the desire to
maintain security of residence and the right to
travel and live in the 27 countries that will
remain members of the EU after the UK leaves
(Stone 2017). Politicians and journalists made
proposals in favor of a European associate citi-
zenship “for nationals of a former member
state”(Henley 2016; Stone 2016).

A European Citizens’ Initiative (ECI) came out
informally known as “Flock Brexit” with a
Facebook group titled “EU Citizenship for
Europeans: United in Diversity in Spite of jus
soli and jus sanguineous.” It demonstrates not
only the pure pragmatic character of EU Citizen-
ship but Citizenship without political Member-
ship. Although political rights are demanded
sometimes, European citizenship is no more than
a title associated with the citizenship of an EU
member state.

In legal terms, which are underlying the status
of European citizen, EN is an actual concept. Its

http://europa.eu/legislation
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actual value remains in transnational civil rights,
especially the right of movement and entitlement
to the same treatment including welfare rights, as
the citizens of the country of residence. Prudent
politicians declare that the European Union does
not substitute the sovereign nations but gives
them forward compatibility. That’s why EN
would remain for a long period a secondary
identity.

The transition from the formal status of
EU-citizen to a substantial European nationality,
realizing what the concept oriented to targets
means, is in a quite distant future.
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European Patent System
Bruno van Pottelsberghe de la Potterie
Solvay Brussels School of Economics and
Management, Université libre de Bruxelles,
Brussels, Belgium
Definition

The European patent system is defined as the
policy mechanisms, jurisdictions, and institutions
in Europe which allow inventors to acquire and
enforce industrial property rights over their
inventions.
Introduction

The European patent system is a terminology
which is often oversimplified and described
through the European Patent Convention
(EPC). This is a multilateral treaty signed in
October 1973 which essentially consists in cre-
ating the European Patent Organisation and in
providing a legal system for the granting of Euro-
pean Patents. EPC patents, or so-called “Euro-
pean” Patents, are actually not really European,
in the sense that they have to be translated and
validated in national patent offices in order to be
enforceable in national jurisdictions. The Euro-
pean patent system is more complex than the
EPC, as it includes three layers of legal rights
(national patents, the current European Patent,
and the forthcoming Unitary Patent). Two types
of patent offices grant these rights: national pat-
ent offices (which grant national patents) and the
European Patent Office for the granting process
of European and Unitary Patents. Litigations
currently take place at the national level, and
for unitary patents patent litigations should be
treated by a Unified Patent Court, whose design
is currently being framed and negotiated, as of
January 2015. This entry aims at providing a
wide understanding of the European patent
system, its strengths, its weaknesses, and its
challenges.

https://doi.org/10.1007/978-1-4614-7753-2_562
https://doi.org/10.1007/978-1-4614-7753-2_54
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Chronology of Three Patent “Layers”

As of the late nineteenth century, all European
countries had a national patent office that would
grant national patents. The broad patentability
conditions, found in most patent systems around
the world, include novelty and inventiveness. In
order to be granted, a patent must be novel (i.e., it
should not have been published or made
public prior to the application), and it must be
inventive (there must be an inventive step, or
non-obviousness, with respect to the prior art). If
the patent owner aimed at extending its geograph-
ical coverage, it had to file subsequent applica-
tions in other European countries. This was
particularly complex and costly, as it led to
European Patent System, Table 1 Patent applications by

Applications

Name Total
% nonresident
(%)

Austria 2,406 10

Belgium 876 18

Bulgaria 297 5

Croatia 253 9

Czech Republic 1,081 9

Denmark 1,534 13

Finland 1,737 8

France 16,886 13

Germany 63,167 25

Greece 717 3

Hungary 708 9

Ireland 390 15

Italy 9,212 10

Luxembourg 169 33

Netherlands 2,764 16

Poland 4,411 4

Portugal 669 3

Romania 1,046 5

Slovakia 210 12

Spain 3,244 7

Sweden 2,495 7

UK 22,938 35

Total national offices
(EU)

132,921 22

European Patent office 147,987 50

Source: figures on patent applications, granted and in force,
from de Rassenfosse and van Pottelsberghe (2013) and repre
additional translation costs, application fees, and
examination fees, not to mention renewal fees to
maintain the patent in force once it was granted,
for a maximum duration of 20 years from the first
date of application. According to the Paris Con-
vention (March 1883), which is still in force
today, patent owners have maximum 1 year after
their first application to extend their patent abroad
while not being refused on the ground of the
novelty condition (a patent published elsewhere
would constitute a prior art) (Table 1).

A second layer of patent protection was acti-
vated in 1978. It is known as the “European Pat-
ent” and was set up through the creation of the
EPC, signed by 38 countries, as of June 2014
(including all countries of the European Union).
patent office and origin, 2013

Patents
granted

Patents in
force

Cumulated fees
(4Y)

Total Total EUR

1,256 110,202 830

745 .. 485

125 1,431 n.a.

159 4,243 n.a.

611 7,780 n.a.

309 51,277 1,398

711 47,058 1,890

11,405 500,114 728

13,858 569,340 988

282 2,966 513

1,351 5,237 807

214 108,218 700

8,114 68,000 1,160

112 20,421 334

2,029 12,704 252

2,804 47,610 235

130 36,782 200

451 17,100 550

115 2,755 n.a.

3,004 36,893 510

685 14,539 658

5,235 469,941 229

49,056 2,134,611 n.r.

66,696 n.r. 4,309

are from WIPO statistical series released in 2014. Fees are
sent cumulated fees from application to grant, in EUR
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In short, once granted by the European Patent
Office, a patent must be managed and enforced
at the national level. This “European” terminol-
ogy is therefore often confusing, and certainly
inadequate, as the “European” dimension only
takes place for the processing of the search report
and the substantive examination of patent appli-
cations. They are centrally granted by the Euro-
pean Patent Office. Once granted these patents
must still be validated and renewed in the national
patent offices that fit with the desired market cov-
erage of the patent owner. The cost of a European
Patent is therefore relatively high and depends on
its geographical coverage, as inventors must pay
their validation fees and several other costs
(intermediates, patent attorneys, renewal fees).
An opposition procedure before the EPO can be
initiated by any person or institution during a
period of 9 months after the date of decision to
grant a patent. Any subsequent litigation is oper-
ated at the national level (see Guellec and van
Pottelsberghe 2007 for a broad introduction to
the economics of the European patent system).

Table 1 presents these first two “layers” of
patent protection. National patent offices receive
national patent applications (ranging from a few
hundreds in small countries to more than 60,000
in Germany and 23,000 in the UK). The cumu-
lated number of patent applications at national
patent offices (about 132,000) is smaller than the
150,000 patent applications filed at the EP-
O. Interestingly, the EPO is particularly targeted
by foreign companies, as 51% of its patent appli-
cations are filed by non-EU residents. National
patent offices are less targeted by foreign compa-
nies (only 21% of patent applications are filed by
nonresidents).

Countries inside Europe have adopted different
fee structures and policies. The last column of
Table 1 shows that the cumulated fees from appli-
cation to grant fluctuate from less than 300 EUR
in the UK or the Netherlands to more than 1,000
EUR in Italy, Finland, and Denmark. When it
comes to the European Patent, the fees for patent
prosecution before the EPO are much higher than
in national patent offices, with more than 4,000
EUR of cumulated fees, from application to grant.
And these cumulated costs do not reflect the
maintenance rates of European Patents in each
national jurisdiction.

The fragmentation of the European market is
ultimately illustrated by the very strong hetero-
geneity in the number of patent in force across
countries. Germany, France, and the UK have by
far the largest number of patents in force, more
than 450,000 (be they granted by the EPO or by
their national patent offices). All other EU coun-
tries have much less than 100,000 patents in
force, due to their smaller size and hence lower
market attractiveness. It is worth noticing that a
European Patent becomes particularly expensive
once it is granted, due to the translation costs and
cumulated renewal fees. This is well illustrated
in Fig. 1, which shows the evolution of cumu-
lated costs for patents that aim at being put in
force in 6 or in 13 European countries, as com-
pared with Chinese, Japanese, South Korean, or
US patents.

The main consequences of the system that
combines national and “European” Patents are
described in Mejer and van Pottelsberghe (2012)
and in van Pottelsberghe (2010). The most visible
one is related to the prohibitive costs of patent
protection in Europe, as compared to several
other regions in the world. A European Patent
with protection secured for 10 years in 13 coun-
tries will cost more than 30,000 EUR, against less
than 5,000 in the USA, Canada, China, Brazil,
Japan, or South Korea.

Another important consequence of such frag-
mentation is related to the broad legal uncertainty
associated with the European Patent, especially
for technology-based spin-offs. Legal uncertainty
is the outcome of a dual system in which the EPO
grants patents centrally but where national patent
systems have the ultimate power to validate,
invalidate, and assess infringement proceedings
relevant to their own jurisdiction. European Pat-
ents which are particularly valuable have a high
propensity to be litigated, in several countries.
Parallel litigations are extremely expensive and
time-consuming, especially for small entities.
Then come the incongruities, whereby a patent
can be maintained valid in one jurisdiction and
invalidated in another. And even if a patent is
maintained valid in several jurisdictions, they
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may reach opposite conclusions regarding
infringement proceedings. Parallel imports are
also relatively easy, as infringing products might
enter Europe through a country with no patent
being enforced and then easily being distributed
over Europe. An additional source of inconsis-
tency deserves attention: the fact that national
patent offices may grant a national patent even if
it has not been applied for at the EPO or if it has
been refused by the EPO. Procedurally, it is per-
fectly permissible to make simultaneous filings at
one or several national patent offices and at the
EPO. In other words, the granting process orches-
trated by the EPO can be “bypassed” if one or
more applications are made directly to national
patent offices. This practice may have a number
of explanations, some innocent (the applicant
being interested by only one or two national mar-
kets), some less so (a perception that some
national offices are a “soft touch” for applications
compared with the EPO, and hence applications in
the gray zone regarding their patentability can
legitimately be filed at the central and national
levels).

These prohibitive costs and legal uncertainty
are the main reasons which have prompted
policy-makers, for more than 50 years, to try to
create a truly European Patent, first called “Com-
munity” patent and later entitled “Unitary” Pat-
ent, a patent that would bring protection over the
whole European Union. This third layer has been
voted in 2013 at the EU Competitiveness Coun-
cil at the Ministerial level (Regulation EU
No. 1257/2012 for the introduction of the Euro-
pean Patent with unitary effect or the Unitary
Patent and Regulation EU No. 1260/2012 for
the translation arrangements for the Unitary Pat-
ent) and ratified by 25 countries (Croatia, Italy,
and Spain did not sign the treaty). The regula-
tions have been adopted by way of enhanced
cooperation – a tool that allows a group of EU
member states to go ahead with integration and
legislative projects when the required majority in
the Council cannot be achieved; it is used only as
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a last resort. It consists in creating a Unitary
Patent, which would be automatically valid in
the 25 member states of the EU, at the request
of the patent owner and once the patent is granted
by the EPO. The Unitary Patent is therefore a
new option for the holder of a European Patent,
who will choose between the classical “Euro-
pean” route of selecting the desired states for
protection and a unitary protection covering
25 member states. During a transitional period
of 12 years, the patents granted in German or
French will have to be translated into English,
and the patents granted in English will have to be
translated into German and French. The trans-
lations will not have any legal effect; they are for
information purposes only.

In a nutshell, the legal architecture of the Uni-
tary Patent includes the “Unitary Patent Regula-
tion” which consists in the introduction of the
European Patent with unitary effect. Then comes
the “Translation Regulation,” which describes the
translation arrangements for the European Patent
with unitary effect. These two regulations will be
applicable for a maximum of 25 EU member
states only on the date of entry into force of the
Agreement on a Unified Patent Court (UPC) and
only in the countries which will ratify it. As of
January 2015, the Unitary Patent is therefore far
from being operational, several details of its
implementation having still to be framed and
negotiated, and the number of countries it will
actually cover is still unknown. These details are
the medium-term challenge of the European pat-
ent system.
Medium-Term Challenge: Designing the
Right System

“Challenge” is an appropriate wording, because
the decisions that will be taken by policy-makers,
hopefully before June 2015, will substantially
affect the use of the Unitary Patent and the broad
effectiveness of the European patent system. Two
important facets have to be framed: the level and
structure of renewal fees and the setting up of a
centralized litigation system, orchestrated by the
Unified Patent Court.
Renewal Fees. . . For Who?
The Unitary Patent renewal fee structure has
been the subject of intense negotiations for sev-
eral years. This is a highly sensitive issue, as it
has financial consequences for both the EPO and
the national patent offices (NPOs), as well as for
all the stakeholders of the European patent sys-
tem: inventors, patent attorneys, lawyers, or
translators. The renewal fees paid to NPOs by
the owners of European Patents are split into two
equal parts. Half the amount stays in the NPOs
budget, and the other half is transferred to the
EPO (cf. Danguy and van Pottelsberghe 2011a,
b, 2014). For the NPOs of large frequently
targeted countries, the patents granted by the
European Patent Office generate massive
resources (more than EUR 100 million in Ger-
many and about EUR 50 million for France and
the UK), equivalent to several times the annual
working budget of their NPO. Even for smaller
countries, the income generated by the renewal
fees of European Patents exceeds by far the bud-
get of their NPO induced by the proceeding of
national patents. With the Unitary Patent,
renewal fees would be collected by the EPO,
and half the amount would be distributed across
NPOs. The “renewal fee” debate is therefore not
only related to the level these fees, but as well to
the distribution key (what percentage will be
allocated to each country, according to which
criterion?). Some NPOs defend the position of
setting up very high renewal fees, as they expect
it will have a minor effect on their income (most
patent owners would opt for the current “Euro-
pean” route, and those who will opt for the “Uni-
tary” route will generate more resource).

In summary, as of January 2015 a self-fulfilling
prophecy is in the air, whereby the decision taken
by policy-makers on the renewal fees of the forth-
coming Unitary Patent will affect its success and
its perceived effectiveness (cf. Danguy and van
Pottelsberghe 2014).

Two renewal fee schedules can be considered:
(1) summing up the current European Patent fees
of several countries, for instance, those in which
granted patents are most frequently validated, like
Germany, France, the UK, etc., and (2) adding a
fixed increment each additional year of the patent
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life. Figure 2 illustrates four alternatives for the
former structure – the sum of fees of the first
2 (4, 8, or 12) countries – and four alternatives
for the latter one. The UP(200) fee schedule could
be considered as the most appropriate because it
is simpler than the additive fee structures, and it
corresponds to what the business sector is cur-
rently paying. Indeed, van Pottelsberghe and van
Zeebroeck (2008) showed that the average geo-
graphical scope of protection is about four
countries – UP(4) is similar to UP(200) – for
the patents granted 15 years ago by the EP-
O. With UP(200), an applicant would pay
cumulated renewal fees of about 15,000 EUR to
keep its patent enforced for 20 years in the 25 EU
member states. This absolute cost is affordable in
relative terms, given the large geographical
scope of protection provided by the Unitary Pat-
ent. The EUR 30,000 figure is similar to what a
patent holder must be ready to pay in the current
European patent system for less than 10 years of
protection in 13 countries.

But the important question from the patent
offices’ viewpoint is whether the Unitary Patent
would generate the same resources with its central
renewal fees for the EPO and for all NPOs.
Danguy and van Pottelsberghe (2014) provide
some answer, by simulating the net present value
of renewal fee income for the average patents
granted by the EPO, within the current system
and within a two-layers system. Figure 3 shows
the sensitivity of these simulations to different
Unitary Patent fee schedules and to the expected
share of Unitary Patents in total EPO-granted
patents. Two observations might be drawn from
these simulations. First, the higher the level of
Unitary Patent renewal fees, the higher the total
renewal fee income per average patent granted by
the EPO, independently from the share of Unitary
Patent. In other words there is a natural temptation
to set high renewal fees. Second, with low Unitary
Patent renewal fees, there is a U-shaped relation-
ship between the share of UP and the total renewal
fee income per average patent. This is due to the
substitution effect between the two types of pat-
ent. The total renewal fee income collected by
patent offices could actually be lower than the
income in the current situation if the unitary patent
system is not attractive enough (i.e., low share of
UP) and has low renewal fees. At first glance these
simulation results strengthen the argument for
high UP renewal fees, so that they generate more
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income than under the current situation. However,
very high fees would lead to a low use of the new
unitary patent.

But even with aggregate renewal fee income
stable or larger than the current system, patent
offices logically worry about the share of this
income that will be allocated to them. Danguy
and van Pottelsberghe (2014) have simulated
the revenue stream of national patent offices
under the dual system. Their results show that
only a handful of NPOs could be negatively
impacted by the creation of the unitary patent
system. Except for Germany, the budgetary
losses for these patent offices are very low and
only occur with relatively low shares of Unitary
Patents in total EPO-granted patents. Improving
the revenue prospects could also be achieved if
the number of patents granted by the EPO
increase and if national renewal fees would
increase.

Which Design for the Unified Patent Court?
The second medium-term challenge relates to the
design of the forthcoming Unified Patent Court
(UPC), aiming at proceeding unitary patent litiga-
tions in Europe. In order to come into effect, the
UPC Agreement must be ratified by at least
13 member states (including Germany, France,
and the UK). A logical consequence is that the
Unitary Patent will cover only those member
states where the UPC Agreement is in force.
There is therefore a high probability that the Uni-
tary Patent starts with much less than 25 member
states, because converging to a common patent
court denominator might prove to be complex
and lengthy.

Indeed, the current national litigation systems
are highly heterogeneous, reflecting important
differences across national jurisdictions. For
instance, some countries have technically quali-
fied judges and others not, and the wage of
judges is particularly high in the UK. Total liti-
gation costs vary significantly across countries.
The UK is by far the most expensive jurisdiction,
with costs that are nearly as high as the cumu-
lated costs in France, Germany, and the Nether-
lands. In case of multiple parallel litigations
across jurisdictions, cumulated costs vary from
310 thousands euros before the four courts of
first instance up to 3.6 million euros when taking
account of the cost of appeal at second instance.
Multiple litigations are particularly prohibitive in
Europe, especially for individuals and SMEs,
and can be more than twice as high as in the
USA (see Mejer and van Pottelsberghe 2012).
The challenges here will be to find a proper
balance and a design that rally a majority of
national litigation systems.
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It is the responsibility of the Contracting States
to set up the Unified Patent Court. A Preparatory
Committee has been created in September 2013 to
set out a road map for the establishment and
coming into operation of the court. It has five
main working areas, including the legal dimen-
sion, the financial sustainability, the human
resource and training components, the design of
the information system, and the facilities. It seems
highly probable that there will be a central divi-
sion of the Unified Patent Courts, with three Divi-
sions, specialized in specific technological areas,
and based in Paris, London, and Munich. Then,
there will be regional divisions and local divi-
sions, covering one to several countries,
depending on the geographical areas and country
size. The envisaged local divisions and their
working language between parentheses would be
based in “England and Wales” (English), the
Netherlands (Dutch and English), France
(French), Germany (German), and Belgium
(Dutch, French, German, English). Envisaged
regional divisions include one for Romania, Bul-
garia, Cyprus, and Greece (all official languages
plus French and English); one for Nordic coun-
tries (Denmark, Sweden, Finland, Estonia, Latvia,
and Lithuania, with English as the main lan-
guage); and one for Hungary, Czech Republic,
and Slovakia (language undecided as of January
2015).

A Drafting Committee, composed of highly
experienced judges and lawyers, is in charge
of preparing the final draft. As of January
2015, the 17th version has been released
(up-to-date information can be found on www.
unified-patent-court.org). Areas of concern
include a potential transitional regime, espe-
cially regarding an opt-out (from the Unitary
Patent) provision; the possibility or not to bifur-
cate; the working languages at various divi-
sional levels; the training, qualifications, and
experience of judges; and court fees, recover-
able costs, and numerous further procedural
details. If bifurcation is allowed, there will be
four different ways to enforce patent protection
in Europe (Hilty et al. 2012):
1. Patents granted by national patent offices and
enforced through national courts

2. European Patents granted by the EPO and
enforced through the Unified Patent Court
system

3. European Patents granted by the EPO and
enforced through national courts

4. Unitary Patents granted by the EPO and
enforced through the Unified Patent Court
system

It will be possible to switch from option 3 to
option 2 as long as the patent has not been subject
to litigation in a national court. This new enforce-
ment system and its flexibility will pave the way
for more strategic behavior by patent owners.
Unitary Patents might be allowed to bifurcate
toward European Patents and hence might actu-
ally not be enforced only through the UPC. This
bifurcation issue is, as of January 2015, still sub-
ject to change.

Longer-Term Challenge: Make It Work. . .
The European patent system which is being envis-
aged by policy-makers will include three layers of
patents (national, European, and Unitary) and four
enforcement mechanisms. Its cost in terms of
renewal fees could be particularly high, not to
mention the litigation costs and the complexity
of the whole system. True, the Unitary Patent
Package is in itself less complex and expensive
in relative terms (i.e., per capita or per market
unit), but it is being built on top of a two-layer
system.

One can hardly disagree with the fact that this
system, in its current format, will probably not
better fulfill its ultimate objective of stimulating
innovation in Europe: three layers make it more
complex, and it might end up being quite expen-
sive. This three-layer system is to be compared
with a less expensive one-layer system in the rest
of the world. But this is certainly not a reason to
discontinue the Unitary Patent and Unified Patent
Court projects. They are crucial for the construc-
tion of the European patent system, and much
political power or courage will be needed to

http://www.unified-patent-court.org/
http://www.unified-patent-court.org/
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achieve a coherent and effective system. In order
to build an effective and truly European patent
system, the following milestone will have to be
considered:

1. National patent offices should stop granting
patents on their own, which does not preclude
playing an important role in their national
innovation system, to continue to receive
national priority filings and to perform search
for prior art and preliminary assessments.

2. The European Patent should be void, and a
phasing-out agenda should be established.

3. Small and medium entities should have sub-
stantially lower fees and litigation costs.
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Abstract
The fight against cartels started in European
Union since its foundation in 1957 and the
passing of the Regulation empowering the
Commission to enforce competition rules
since 1962. However, anti-cartel policy was
very ineffective in its early years from 1962
to 1980. It also had a lot of enforcement prob-
lems to uncover cartels until 1995. It was in
1996, when the leniency program was set up,
when it truly became an increasingly effective
policy. The leniency program is a mechanism
by which infringing firms that have been active
in a cartel can obtain fine reductions by pro-
viding hard evidence to the Commission about
the existence and functioning of any cartel. The
improving of the leniency program in 2002 and
2006, and the adoption of tougher fining poli-
cies and settlement procedure, has made cartel-
busting policy much more effective in the last
decade, but there is still much uncertainty to
what extend anti-cartel policy will keep this
trend of being more effective in the future.
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EU Anti-cartel policy stages

The fight against cartels started in European
Union (EU) since its foundation in 1957 and the
passing of the Regulation empowering the Com-
mission to enforce competition rules since 1962.
Though in the last decade a clear advance in the
detection, destabilization, and fining of cartels
operating in the European Union has been
noticed, the first years of anti-cartel policy were
flawed. In fact, as Ordóñez de Haro et al. (2016)
argue, four stages in EU anti-cartel policy can be
highlighted.

First Stage (1957–1980)
The origin of the EU competition policy is found
in the relevant provisions of the 1957 Treaty of
Rome. The Article 85 of this Treaty (now Article
101 of the Treaty on the Functioning of the
European Union) bans agreements among firms
that restrain competition in the internal market.

The actual enforcement of these articles 85 and
86 became effective as of 21 February 1962, with
the entry into force of the Council Regulation n�

17/62. This Regulation gave the Commission a
central role as the authority charged with
enforcing those articles, recognizing its power to
open investigations, to adopt decisions and
impose appropriate sanctions and remedies for
the competition rules’ infringements (McGowan
2009; Carree et al. 2010).

The enforcement system was based on the
Commission’s centralized control of the applica-
tion of Article 85 and the requirement of prior
notification by the parties of their agreements,
decisions, and practices to the Commission
which after examination of the notification could
authorize them based on the proper exemptions
contained in paragraph 3 of Article 85. This sys-
tem caused serious delays in the procedural treat-
ment and completion of the files and the
consequent backlog of cases, since the Commis-
sion devoted a large proportion of its resources to
deal with notifications.

To address this problem, the Commission tried
to reduce the number of cases and to speed up the
decision-making procedure by undertaking several
initiatives, including the adoption and application
of several block exemption regulations, the use of
the so-called comfort letters, or the introduction of
notices on agreements of minor importance which
do not have sufficient impact on competition.

At the end of this stage, in its decision in case
1V/29.595 – Pioneer Hi-Fi Equipment, the Com-
mission expressed its determination to shift its
fining policy toward harsher sanctions for compe-
tition law infringements (Geradin and Henry
2005).

Seven cartels were sanctioned in this early
stage of the European anti-cartel policy, totaling
55.53 million constant 2010 euro in fines
(Ordóñez de Haro et al. 2016). The Commission
just completed 0.4 sanctioned cases per year since
1962–1980 and imposed just fines of 600,000
euros per participating parent firm on average
(constant 2010).

Second Stage (1981–1995)
It was a transitional stage during which the first
consequences of that shift in Community fining
policy were seen in the general level of fines
imposed on cartels. The Commission reiterated
its intention to move towards a tougher sanction-
ing policy in its Thirteenth Report on Competition
Policy (1984).

Although there were no relevant legislative or
institutional developments during this period, in
December 1995, the European Commission
published a draft notice concerning the non-
imposition or mitigation of fines in cartel cases
where undertakings cooperate in the preliminary
investigation or proceedings in respect to an
infringement. The subsequent adoption of this
notice in 1996 represents a major milestone in
EU competition law enforcement against cartels.

Over these 15 years, the Commission sanc-
tioned 32 cartel cases. The total amount of fines
exceeded 1122 million euro (constant 2010) in
this period. The Commission just completed 2.1
sanctioned cases per year in this period and
imposed fines of 4 million euro per participating
parent firm on average (constant 2010).

Third Stage (1996–2005)
The introduction of the first leniency program in
1996 marks the start of a third stage which covers
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all the steps taken toward the modernization of the
EU competition policy up to 2005.

The first Community leniency program started
on 18 July 1996. It was inspired by the US pro-
gram in force since 1993, sought to encourage the
breakdown of the “code of silence” among the
members of the cartels and to become a successful
tool that would significantly increase the effec-
tiveness of competition policy (see Borrell
et al. 2014).

Although this first leniency system is charac-
terized by introducing some of the basic principles
that would guide subsequent versions of the pro-
gram, it lacked many enforcement details that
were fixed in the 2002 and 2006 reforms of the
leniency program.

Another significant change in this period was
the publication by the Commission in January
1998 of its “Guidelines on the method of setting
fines imposed pursuant to Article 15 (2) of Regu-
lation No 17 and Article 65 (5) of the ECSC
Treaty.” The European Commission, for the first
time, provided a clear method for determining the
final amount of a fine explaining the successive
steps and criteria that would be taken in order to
obtain that amount.

The creation of the first “anti-cartel unit”
within DG IV (directorate later known as DG
Competition), in December 1998, represented an
important reinforcement of the particular fight
against cartels. The progressive increase in
resources culminated in the creation of a second
“anti-cartel unit” in 2002. Nevertheless, the two
anti-cartel units ceased to exist as they were con-
ceived as a result of an internal reorganization of
the DG Competition in July 2003. From then on,
the resources and staff to combat cartels were then
allocated to different units in several key sector
directorates (Lowe 2008).

The numerous criticisms of the manifest defi-
ciencies in the 1996 Leniency Notice yield to the
publication, on 19 February 2002, of the new
2002 Leniency Notice which brought about sig-
nificant changes to the procedure and specified
requirements to benefit from the program (Arp
and Swaak 2003; Borrell et al. 2015).

During the period covered by this stage, the
provisions contained in the Council Regulation n�
17/1962 were valid until May 2004 when the
Council Regulation (EC) No 1/2003 of
16 December 2002 on the implementation of the
rules on competition laid down in Articles 81 and
82 of the Treaty entered into force. The most
significant changes introduced by the Regulation
1/2003 mean the simplification of the administra-
tive procedures and decentralization of the appli-
cation of the competition rules in the EU. This
reform implies that the system of notification and
authorization was completely abandoned to be
replaced by a directly applicable exception sys-
tem. The Commission no longer had to deal with
notifications from firms taking part in agreements,
but the firms were directly liable of their conducts
before the Commission, the National Antitrust
Authorities, the European Courts, and the
National Courts if they infringe the provisions of
the Treaty reducing the Commission’s workload
significantly (McGowan 2005).

From 1 June 2005 on, in response to the greater
emphasis on combating cartels, a new Directorate
in the DG Competition devoted exclusively to the
fight against cartels became operational. The Car-
tels Directorate is responsible for carrying most of
the cartel cases and plays a leading role, in close
cooperation with the Directorate for Policy and
Strategic Support in developing the policy to
apply in the cartels arena.

Additionally, in 2005, a two-stage procedure
is introduced by the DG Competition. So, from
then on, all antitrust cases start with a first phase
of investigation after which the Commission
adopts a decision concerning the theory of iden-
tified harm and whether there is reason to pursue
the case as a matter of priority. If the case is
considered a priority, the Commission takes a
decision in principle to initiate proceedings and
then carries out a thorough investigation. This
procedure is intended to spend less time and
resources on cases that do not merit special
attention.

To conclude this third stage, we should note the
first initiative which tried to identify the main
obstacles faced by the operation of a more effi-
cient system of claims for damages which resulted
from breaches of European Union competition
laws: on 19 December 2005, the Commission
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published theGreen Paper –Damages actions for
breach of the EC antitrust rules which includes
the proposal of a series of measures aimed at
encouraging victims of infringements of Articles
81 and 82 of the Treaty to exercise their right to
claim for damages before Member States’ courts
(Pheasant 2006). Consequently, this initiative is
designed to boost the interaction between public
and private enforcement of antitrust rules (Diemer
2006).

In this period, a total of 44 cartel cases were
sanctioned, 46% of them uncovered by a leniency
application. Total fines imposed reach 5491.74
million constant euro. The Commission com-
pleted 4.4 sanctioned cases per year in this period
(more than doubling the number of the previous
stage) and imposed fines of 22 million constant
euro per participating parent firm on average,
multiplying the average fine by more than five
times with respect the previous period.

Fourth Stage (2006–)
The last stage began in 2006, with several legis-
lative reforms that aim to improve and consolidate
those tools which proved to be valuable for fight-
ing cartels, such as the sanctioning mechanisms,
as well as the framework for cooperation between
cartel participants and the Commission, in order to
streamline procedures and to enhance the trans-
parency and predictability.

The first of these improvements took place
with the publication, on 1 September 2006, of
the 2006 Fine Setting Guidelines, which the Com-
mission is currently putting in place, and they
introduce some important new points (Barbier de
La Serre and Lagathu 2013).

On 8 December 2006, the 2002 Leniency
Notice was replaced by the new 2006 Leniency
Notice (OJ C 298/17. 8.12.2006.). This is the
second reform of the leniency program and
aimed to provide for more clarity and transpar-
ency in its requirements and how to proceed in
this program, as well as make it more attractive to
potential cooperators (Sandhu 2007; Borrell
et al. 2015).

In early July 2008, the Commission adopted
the so-called Settlements Package. It consists of
two documents: the Commission Regulation
(EC) No 622/2008 of 30 June 2008 amending
Regulation (EC) No 773/2004, as regards the con-
duct of settlement procedures in cartel cases and
the Commission Notice on the conduct of settle-
ment procedures in view of the adoption of Deci-
sions pursuant to Article 7 and Article 23 of
Council Regulation (EC) No 1/2003 in cartel
cases.

The Settlement Notice details the settlement
procedure, interprets the new provisions
contained in the Settlement Regulation, and
provides further guidance on the first steps
of the settlement procedure, the settlement
discussions, the statement of objections, and
the adoption of the final decision in such a
procedure.

This package enables the Commission and
parties to proceedings to follow a more simplified
and simpler procedure when cartel participants,
having seen the evidence in the Commission file,
acknowledge their involvement in the cartel and
their liability for the infringement (Mehta and
Tierno 2008).

Finally, it is essential to stress the possible
consequences for the fight against cartels that the
adoption of the Damages Directive has and could
have. Member States have until 27 December
2016 to transpose the provisions of the Directive
into their legal systems (Directive 2014/104/EU of
the European Parliament and the Council of
26 November 2014 on certain rules governing
actions for damages under national law for
infringements of the competition law provisions
of the Member States and of the European Union).
It remains to be seen whether the setup of an EU
wide common framework for claiming private
damages will make this policy even more effec-
tive in the near future.

The Commission’s sanctioning activity during
this stage was the most prolific of all with 53 cartel
decisions until the end of 2014. Total fines
imposed reach 17,739.87 million euro constant
2010. The Commission completed 5.9 sanctioned
cases per year in this period and imposed fines of
62 million euro per participating parent firm on
average (constant 2010), almost multiplying the
average fine by three times with respect the pre-
vious period.
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Abstract
Experimental law and economics is the newest
methodological development in law and eco-
nomics research. Yet a lot of researchers – old
and young – are not familiar with the founda-
tions of the method. This may lead to skepti-
cism. In this entry, I elaborate on the purpose of
experiments and introduce building blocks
of the method that tend to distinguish experi-
mental law and economics from experimental
methods in other disciplines. Moreover, I
shortly discuss concerns about the external
validity of the results obtained in a laboratory
experiment. Finally, I introduce and invalidate
the most common criticisms against experi-
ments that most often advanced by scholars
unfamiliar with the method and the discipline.
As knowledge about the method's foundations
is further spread, experimental law and eco-
nomics will substantially contribute advancing
the research frontier of the economic theory
of law.
Definition

Experimental law and economics exposes theoret-
ical research in law and in law and economics to
methods from experimental economics, thereby
testing existing theory, investigating observed
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deviations from theory, establishing empirical
regularities as the foundation of new theoretical
constructs, and informing policy-making.
Introduction

Not every lawyer, legal policy-maker, judge, or
legal scholar conceives legal rules as a gover-
nance instrument that can be employed to coordi-
nate and steer individual behavior in society. For
those who do adopt such an ex ante perspective,
however, it is of utmost importance to hypothesize
about and investigate how law and individual
human behavior are interrelated. To pierce the
veil of ambivalent plausibility arguments and
conflicting theories, it is even more important to
understand what kind of behavior may be caused
by alternative legal interventions.

Yet, legal scholars are often surprised and
become quite reserved when they learn that a
colleague is not extensively engaged in doctrinal
legal scholarship, but rather adopts a social sci-
ence approach. Caution usually rises to suspicion
when the straying colleague conducts experi-
ments, which seem rather alien to legal scholar-
ship. But experiments can, inter alia, help
to understandwhether policy proposals – developed
through, e.g., doctrinal legal scholarship –will func-
tion as intended.

Actually, experiments are not a novel method
in legal scholarship. They have long been
conducted in the law and psychology as well as
in the criminology branches of legal research
(Engel 2013a, b). Today, “[t]he only true novelty
is the advent of experimental law and economics”
(Engel 2013a, p. 7).

This entry is not written as a review of studies
using an experimental approach to law and eco-
nomics. Excellent reviews with a cornucopia of
examples exist (cf. Croson 2002; Arlen and Talley
2008; Lawless et al. 2010). Rather, it is written
with the intention to confront all too common
misunderstanding about the experimental
approach to law and to law and economics with
information about the usefulness of experimental
methodology for legal scholarship as well as
policy-making. This entry should provide a good
first reading for an audience interested – but yet
unfamiliar – with experimental approaches to law
(and economics).
Purpose

Generally speaking, in both disciplines, eco-
nomics and law, there is a strong emphasis on
deductive reasoning. Researchers start with a set
of axioms, use rules of logic to manipulate
them, and subsequently derive conclusions
about their research question. For instance, in
(neoclassical) economics, certain assumptions
about individual behavior are used to mathemat-
ically model the theoretical construct “market”
and to draw implications for the allocation of
resources. As an example for deductive reason-
ing in law, one core assumption is that the law
makes sense (ratio legis) and a lot of doctrinal
legal scholarship is devoted to establish this
inner logic of the law by means of interpretation
and, furthermore, to match real-world facts to
these abstract norms by analytical comparison
(subsumption). Thus, doctrinal legal scholar-
ship can conclude that legal consequences
from an abstract, model-like norm are applica-
ble to real-world facts.

A consequence of this heavyweight deductive
reasoning is that theories become so complex and
refined that simply observing natural data does
often not address the pressing theoretical ques-
tions. Empirical tests of those theories are there-
fore significantly more difficult to perform.
Experiments are one way to meet such a challenge
(Croson 2002).

The more conducive purpose of conducting
experiments in law, in general, and law and eco-
nomics, in particular, is to exploit three advan-
tages of the methodology. The first, and main
advantage of experiments, lies in their possibility
to solve the identification problem – the problem
that arises when there may be bidirectional influ-
ence between dependent and independent vari-
ables that makes it difficult to separate cause and
effect. For example, consider crime levels and the
number of police: Does an increase in the level
of crime cause a demand for more police, or do
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fewer police cause more crime? Identification is
notoriously difficult with field data. To establish
causality outside of an experiment, at least three
steps are necessary (Lawless et al. 2010). First,
there needs to be a reliable association – or strong
correlation – between the two variables. Second,
one needs to credibly show that changes in the
variable hypothesized to be the cause precede the
supposed effect variable. Third and most prob-
lematic, other rival explanations for this observa-
tion (confounds) need to be ruled out, which also
concerns the rather big problem of omitted-
variable bias, where a driving variable is missing
from the statistical model used for analysis. As a
consequence, the effect of variables that enter the
analysis is over- or underestimated.

To the end of separating cause and effect, a
laboratory experiment generates an artificial envi-
ronment in which participants are randomly
assigned to different treatments. Random assign-
ment facilitates control for unobservable individ-
ual differences among the participants. If carefully
designed, the treatments in the experiment
differ only by one dimension. Accordingly, if
a treatment effect can be observed, it is a neces-
sary result from the manipulation. With their
distinguishing features – manipulation of one or
more variables of interest, random assignment,
and experimental control of other variables –
experiments are specifically designed to test
cause-effect relationships (Lawless et al. 2010).
The very large degree of control can be used to
generate a laboratory environment that tests theo-
ries and separates alternate theories that may not
be separable with naturally occurring data
(cf. Croson 2002).

The second main upside of laboratory experi-
ments is their replicability. Because laboratory
experiments are replicable, other researchers can
reproduce the experiment and verify the findings
independently. A stream of independent replica-
tions can test the robustness of findings. This is
very difficult with field data because the environ-
ment is constantly changing such that each obser-
vation or dataset is just a snapshot of a certain
combination of conditions.

Especially for legal scholars, experimentation
brings about a third important benefit that is likely
to be equally important: experiments enable the
study of problems that are hard or even impossible
to observe in the field (Lawless et al. 2010), i.e.,
even if data are already available from other
sources. How would addressees of a legal rule
act if the existing rule would be or would have
been replaced by an alternative rule? And what are
the behavioral effects of different alternative rules
that are under consideration for being
implemented? Many a fact that is relevant for
doctrinal lawyers and legal policy-makers are
counterfactuals and never enter into field data
(Engel 2013a). Experimenters can observe the
unobservable (Falk and Heckman 2009).
Building Blocks

The basic logic of an experiment is to create
different treatment groups (or experimental con-
ditions) by manipulating one or more variables of
interest, but always only one at a time, while every
other variable is experimentally controlled for.
The treatment without any variable change serves
as the control group. This experimental manipu-
lation creates desired differences between the
groups, which enables the isolation of the differ-
ent variables of interest, reduces confound, and
ultimately facilitates identification of cause-and-
effect relations. Participants are randomly
assigned to these treatment groups. Randomiza-
tion may occur for a lot of aspects in a specific
experimental design. With regard to randomly
assigning participants to experimental condition,
random assignment, e.g., assures the initial com-
parability of the different experimental groups by
equalizing the distribution of non-manipulated
participant characteristics, such as age, income,
gender, and education, across the experimental
conditions. While participants are then being
exposed to the experimental stimuli, their deci-
sion behavior is measured. Afterward, the differ-
ent measurements can be compared across
treatment groups. Because the only difference
between the groups is their exposure to the treat-
ment, any measured difference between the treat-
ment and control groups can be attributed to the
treatment.



832 Experimental Law and Economics
Beyond this general categorization, experi-
mental methodologies and their best practices
– even within the social sciences – are quite dif-
ferent. Because of different underlying theories,
experiments in a law and economics paradigm
differ in their methodology from the earlier exper-
imental approaches to law in psychology and
criminology. Experimental law and economics is
based on the methodology of experimental eco-
nomics (cf. Hoffman and Spitzer 1985; Davis and
Holt 1993; Friedman and Sunder 1994; Kagel and
Roth 1995).

Although experimental economics pushes
more and more to the field (Levitt and List 2007,
2009), the standard tool in experimental econom-
ics is the laboratory experiment. The lab offers the
possibility to effectively employ controlled varia-
tion at relatively low cost (Hoffman and Spitzer
1985; Friedman and Sunder 1994). Decision envi-
ronments can be controlled in ways that are very
difficult to duplicate in the field. In the lab, the
experimenter knows and controls participants’
material payoffs, the order in which the different
participants can act and interact, and – maybe
most importantly – the informational situation
for each single choice.

In experimental economics, one can generally
differentiate four types of experiments for specific
purposes: some experiments test theory, others
investigate observed deviations from theory
(anomalies), again others establish empirical reg-
ularities as the foundation of new theories, and
finally experiments inform policy-making or test-
bed new policy proposals (cf. Hoffman and
Spitzer 1985; Roth 1986; Smith 1994). Each of
these types faces particular methodological chal-
lenges (cf. Croson 2002).

The decisive difference between experimental
economics – and by extension experimental law
and economics – and the other experimental
approaches to law involves a number of dimen-
sions (cf. Davis and Holt 1993; Friedman and
Sunder 1994; Engel 2013b).

1. Participants are exposed to a specific incentive
structure that matches the payoffs in the theory
underlying the experiment. The choices the
participants make in the experiment determine
their compensation. This ensures that partici-
pants seriously contemplate their decision
because value is induced (Smith 1976; Fried-
man and Sunder 1994). This is the main reason
why experimenters in economics trust that
“behavior in the laboratory is reliable and
real: Participants in the lab are human beings
who perceive their behavior as relevant, expe-
rience real emotions, and take decisions with
real economic consequences” (Falk and Heck-
man 2009, p. 536).

2. Since real money is at stake, participants do not
face a hypothetical, but rather a real situation.
Note that in some cases and contradictory to
established experimental economics, it may
make a lot of sense to not incentivize a partic-
ipant. This is the case, for instance, if the par-
ticipant mimics the role of a judge who has,
ideally, no monetary incentive in the single
decision in real life (cf. Engel and Kurschilgen
2011).

3. The experiment is usually free from context.
Economic experiments are very abstract to
facilitate identification (cf. Ariely and Norton
2007). Firstly, context may add variance to the
data and blur otherwise clear results. More
worrisome, context may create systematically
biased results or demand effects, i.e., when the
participant tries to act according to the per-
ceived expectations of the experimenter. As a
result, the generated dataset would not be reli-
able. Lastly, avoiding context is, of course, a
requisite when the underlying theories are also
free from contextual cues. Note that context,
however, may be a treatment variable as well.
If so, the manipulation of context is the premier
goal of the experiment.

4. Another distinguishing feature is that experi-
mental economists generally take great care to
not deceive their subjects. This is different
in psychology experiments where deception
is commonplace, although not undisputed
(cf. Hertwig and Ortmann 2008). In experi-
mental economics, the validity of the results
depends on the link between expected payoffs
and individual behavior. If participants are
deceived about variables establishing this
link, the validity of their decisions is
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questionable. Moreover, experimental econo-
mists usually avoid tainting the participant
pool. They are “concerned about developing
and maintaining a reputation among the stu-
dent population for honesty in order to ensure
that subject actions are motivated by the
induced monetary rewards rather than by psy-
chological reactions to suspected manipula-
tion” (Davis and Holt 1993, pp. 23–24).
Admittedly, however, there is an intense, con-
temporary discussion about whether the costs
of deception in experimental economics
exceed the benefits (cf. Bonetti 1998; Hertwig
and Ortmann 2008; Jamison et al. 2008;
Alberti and Güth 2013; Krawczyk 2013).

5. Economic experiments are oftentimes interac-
tive in nature. The reason for interaction
between participants is straightforward. Eco-
nomics experiments mostly employ some form
of social dilemma game as experimental work-
horse, and theoretical predictions focus on the
results of social interaction.

6. Usually, experimenters in economics take great
effort to ensure complete anonymity. As with
all the other features, this is done with the aim
to facilitate identification, i.e., to avoid con-
founds. To provide a counterexample, the
experimentalist may not care about absolute
anonymity, if the research question addresses
reputation effects.

7. Often, the trials in the experiment are repeated
to allow for learning and to study interactive
dynamics.

These features facilitate what an experiment is
ultimately all about: complete control. Only in an
environment with extensive control can the claim
become credible that an observed difference in
behavior is indeed caused by the treatment manip-
ulation and not merely the result of correlation.
Caution

However promising and rewarding the clear sep-
aration of cause and effect, experimenters face
validity concerns. In general, the concept of valid-
ity refers to the extent to which an empirical study
produces accurate and credible data. Validity is
assessed on three dimensions. First, internal valid-
ity refers to the extent to which the research design
allows making inferences about the relationship
of different variables. Internal validity involves
that the experimenter must ensure that the choices
faced by the control and treatment groups differ in
the ways the experimenter hypothesizes, but do
not differ in some other ways. This implies
accounting for alternative explanations and omit-
ted variables. Second, external validity speaks to
the degree to which the research results can be
generalized to a population beyond the particular
study, i.e., to different people, different settings,
different times, and also different measures.
Third, construct validity refers to the extent to
which the measures used to observe certain
variables sufficiently capture the construct that
the empiricist wants to study (cf. Lawless
et al. 2010).

In order to isolate variables and to identify
cause-effect relationships, experimentalists neces-
sarily trade off external validity for internal valid-
ity. The artificial environment in a laboratory
experiment allows the experimenter to make
clean-cut inferences, but raises questions about
its congruence with the social phenomenon that
is to be studied. By design, what is measured in a
laboratory experiment is only analogous to what
the experimenter wants to understand (Smith
2010; Engel 2013b). Just because a hypothesis is
falsified in the lab does not necessarily suggest
that it will also be falsified in the field because
there are so many intervening variables that can-
not be controlled for. However, Plott (1982) coun-
ters concerns about external validity by pointing
out that a theory will likely not predict outcomes
in the real world if it does not (at least) predict
outcomes in an idealized, controlled laboratory
environment. Falk and Heckman (2009) argue
that external validity problems are not a problem
unique to experimental methodology.

Especially when legal scholars are on the hunt
for cause-and-effect relationships between legal
rules and individual behavior, they pay an
increased price because they tend to distance
themselves even more from the traditional doc-
trinal legal discourse (Engel 2013a).
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Criticism and Concern

Particularly when scholars or members of another
audience are unfamiliar with experimental work
in general and the specific methodology in partic-
ular, a standard set of criticisms is often held
against the experimental results.

Probably the most notorious objection
involves limited external validity (see above).
The gist of this critique is that the experiment
cannot tell anything about the real world because
the decisions are made in an artificial environ-
ment. As mentioned above, this is indeed reason
to be very cautious to interpret experimental find-
ings. However, this typical reason to disapprove
of experimental results is misguided if the
experiment satisfies the assumptions of the tested
theory. Theoretical predictions rest on the
assumptions of that theory irrespective of where
the assumptions are met – in the lab or in the field
(Plott 1982). The objection about limited external
validity may have more grips, when the experi-
ment concerns legal policy-making. In this con-
text, an isolated cause-effect relationship matters
less than entire institutions where certainly many
of those relationships work with or against each
other. Nevertheless, this implies the need to
understand complex institutions by disentangling
the muddle of causes and effects. Alternatively,
legal experimenters may implement sequential
designs that investigate behavior before and after
the implementation of the entire legal institution
(Engel 2013b). Lastly, empirical scholars know
that likely none of the available methods will
ever fully address reality. Falk and Heckman
(2009) emphasize that it is not so obvious whether
laboratory data or the field data are more informa-
tive. The scientific value of a method ultimately
depends on the underlying research question. The
empirical methodology notwithstanding, “eventu-
ally, reality is too complex, too little orderly, to be
studied in an objective way” (Engel 2013a, p. 18).
The concern about external validity certainly puts
another emphasis on the complementary nature of
different empirical methods, but it provides no
grounds to completely dismiss one of them.

A second standard objection against experi-
mental results concerns the participant pool.
Novices in experimental methodology often crit-
icize the fact that experiments in law and econom-
ics more often than not rely on university students.
They argue that students are certainly very differ-
ent from the population in the real world and that
they make decisions differently from professional
decision-makers outside the lab. Fortunately,
experimental research on this subject is on the
rise. Oftentimes, there is no discernible difference
in decision-making between students and profes-
sionals. If there is, however, students sometimes
are more successful than professionals – although
not always. There are a number of reasons why
this objection seems to have a weak foundation
(cf. Croson 2002; Falk and Heckman 2009).
A student sample is as representative as any
other sample, as long as it does not consists of
only students with the same academic back-
ground, if this is part of the manipulation
(cf. Frank et al. 1993, 1996). Most importantly,
most often, the experiment is not reliant on any
specific knowledge or experience. By contrast,
there are also risks in bringing professionals to
the lab. For instance, they may bring in incentives,
knowledge, and experience that do not exist in the
experimental design and therefore systematically
bias results. Nevertheless, it is surprising that peo-
ple often do not complain about seemingly weak
participant pools in other areas of science. This is
nicely illustrated with a not so ironic insight from
Gary E. Bolton that he shared with me and others
in July 2013: “In experimental economics, we
typically begin our studies with students, pretty
much for the same reasons medical experimenters
begin with mice. First, they work cheap. Second,
we can do what we want with them (within insti-
tutional rules). And third, they are genetically
similar to real human beings”.

Another prominent critique of experimental
work in law and economics is based on the size
of the payoffs in the experiment. It is often argued
that the size of payoffs is too small to induce
meaningful behavior. However, experiments
have been conducted with low and high payoffs
and, in fact, have even tested differences between
low and high stakes in experimental settings. All
in all, there are very few differences on average
behavior when the size of the stakes varies (Smith
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and Walker 1993; Beattie and Loomes 1997;
Camerer and Hogarth 1999).

Taken together, these common objections can
be summarized as the “lack of realism” chal-
lenge. This notion, however, is based on an
implicit assumption about the hierarchy of how
relevant data are generated, with field data being
deemed superior to data from the laboratory.
Ultimately, however, the issue of realism is not
a question of laboratory versus field data. The
real issue is determining the best way to identify
the causal effects in question. In this context, it is
also important to stress that empirical methods
are complements to each other (cf. Arlen and
Talley 2008), not substitutes, as the discussion
about the “lack of realism” suggests. Paradoxi-
cally, however, many of these objections also
suggest conducting more experiments instead of
fewer (Falk and Heckman 2009), because the
critique itself is often based on a variable that
can be manipulated in a new set of experiments
to test the critique. This is, for instance, true for
the aforementioned criticism that stakes are triv-
ial and that participants are inexperienced stu-
dents. However, this is not to suggest that
experimentalists should not take these common
concerns seriously. On the contrary, experimen-
talists should be their own most austere critics in
order to prevent automatic, arbitrary experimen-
tal design that would threaten the credibility of
experimental results.

In addition to these standard objections to
the experimental method, Engel (2013a) spe-
cifically discusses sets of concerns prevalent in
the legal academic arena. He distinguishes
the rather diffuse concerns into five common
categories of specific objections from legal
scholars. To traditional lawyers, the experi-
mental method appears to be (1) too scientific,
(2) too individualistic, (3) too narrow, (4) too
anxious, and (5) too small. While cleanly
dissecting and acknowledging the foundations
of these concerns, Engel (2013a) humbly
refrains from completely resolving – or, for
that matter, rejecting – them. Also, doctrinal
legal scholarship and experimental law and
economics can achieve more, if they work
hand in hand.
Summary

This entry has introduced the purpose of
conducting experiments – also in a legal
context – and the basic building blocks of the
experimental law and economics paradigm.
A cautionary emphasis has been put on the valid-
ity trade-off that is inherent in all experimentation.
Finally, criticism and objections have been
briefly surveyed. These need to be taken –
objectively – into account, if experimentalists
care for the scientific value of their own method.

As legal scholars, “[w]e will quite likely have to
live with some tension between science and doc-
trine, between individualistic and social construc-
tions of legal problems, between the conditions for
causal inference and lumpy institutional choice,
between the responsibility for legal development
and the competitive pressure of peer-review,
between intuition and explication” (Engel 2013a,
p. 29). Yet, experimenters can bring to light scien-
tific knowledge that matters for the adoption of
new rules, the further development of existing
rules, and even the decision of concrete cases.
Therefore, doctrinal legal scholars, lawyers,
judges, and regulators should find it at least useful
and relevant to have the generic knowledge avail-
able that has been generated in the laboratory.

In offering a mere introduction and a tertiary
source, this entry necessarily stayed at the surface
of what can only be called a fascinating method-
ological challenge. If this text kindled an initial
spark among the audience, it was utterly success-
ful. As is the case for the other empirical research
methods, however, experiments are not to replace
traditional legal discourse. Rather, they are prom-
ising and enlightening complements to doctrinal
legal scholarship and the continuous evolution of
the law and its economic theory.
Cross-References

▶Empirical Analysis
▶Games
▶Good Faith and Game Theory
▶Knowledge
▶ Panel Data Analysis

https://doi.org/10.1007/978-1-4614-7753-2_161
https://doi.org/10.1007/978-1-4614-7753-2_185
https://doi.org/10.1007/978-1-4614-7753-2_52
https://doi.org/10.1007/978-1-4614-7753-2_198
https://doi.org/10.1007/978-1-4614-7753-2_360


836 Exploring the Deterrent Impact of Financial Supervisory Liability
References

Alberti F, Güth W (2013) Studying deception without
deceiving participants: an experiment of deception
experiments. J Econ Behav Organ 93:196–204

Ariely D, Norton MI (2007) Psychology and experimental
economics: a gap in abstraction. Curr Dir Psychol Sci
16:336–339

Arlen JH, Talley EL (2008) Experimental law and econom-
ics. Edward Elgar, Cheltenham

Beattie J, Loomes G (1997) The impact of incentives upon
risky choice experiments. J Risk Uncertain 14:155–168

Bonetti S (1998) Experimental economics and deception.
J Econ Psychol 19:377–395

Camerer CF, Hogarth RM (1999) The effects of financial
incentives in experiments: a review and capital-labor-
production framework. J Risk Uncertain 19:7–42

Croson R (2002) Why and how to experiment: methodol-
ogies from experimental economics. Univ Ill Law Rev
2002:921–945

Davis DD, Holt CA (1993) Experimental economics.
Princeton University Press, Princeton

Engel C (2013a) Legal experiments: mission impossible?
Eleven International, The Hague

Engel C (2013b) Behavioral law and economics: empirical
methods. Preprints of the Max Planck Institute for
Research on Collective Goods Bonn, 2013/1

Engel C, Kurschilgen M (2011) Fairness ex ante and ex
post: experimentally testing ex post judicial interven-
tion into blockbuster deals. J Empir Leg Stud
8:682–708

Falk A, Heckman JJ (2009) Lab experiments are a major
source of knowledge in the social sciences. Science
326:535–538

Frank RH, Gilovich T, Regan D (1993) Does studying
economics inhibit cooperation? J Econ Perspect
7:159–171

Frank RH, Gilovich T, Regan D (1996) Do economists
make bad citizens? J Econ Perspect 10:187–192

Friedman D, Sunder S (1994) Experimental methods: a
primer for economists. Cambridge University Press,
Cambridge

Hertwig R, Ortmann A (2008) Deception in experiments:
revisiting the arguments in its defense. Ethics Behav
18:59–92

Hoffman E, Spitzer ML (1985) Experimental law and
economics: an introduction. C Law Rev 85:991–1036

Jamison J, Karlan D, Schechter L (2008) To deceive or not
to deceive: the effect of deception on behavior in future
laboratory experiments. J Econ Behav Organ
68:477–488

Kagel JH, Roth AE (1995) The handbook of experimental
economics. Princeton University Press, Princeton

KrawczykM (2013) Delineating deception in experimental
economics: researchers’ and subjects’ views. University
ofWarsawFaculty of Economic ScienceWorking Papers,
no 11/2013 (96). Online available at: http://www.wne.uw.
edu.pl/inf/wyd/WP/WNE_WP96.pdf. Retrieved 05 June
2014
Lawless RM, Robbennolt JK, Ulen TS (2010) Empirical
methods in law. Aspen, New York

Levitt SD, List JA (2007) What do laboratory experiments
measuring social preferences reveal about the real
world? J Econ Perspect 21:153–174

Levitt SD, List JA (2009) Field experiments in economics:
the past, the present, and the future. Eur Econ Rev
53:1–18

Plott CR (1982) Industrial organization theory and exper-
imental economics. J Econ Lit 20:1485–1527

Roth AE (1986) Laboratory experimentation and econom-
ics. Econ Philos 2:245–273

Smith VL (1976) Experimental economics: induced value
theory. Am Econ Rev 66:274–279

Smith VL (1994) Economics in the laboratory. J Econ
Perspect 8:113–131

Smith VL (2010) Theory and experiment: what are the
questions? J Econ Behav Organ 73:3–15

Smith VL, Walker JM (1993) Monetary rewards and deci-
sion costs in experimental economics. Econ Inq
31:245–261
Exploring the Deterrent
Impact of Financial
Supervisory Liability
Robert J. Dijkstra
Tilburg Institute for Private Law, Tilburg
University, Tilburg, The Netherlands
Abstract
This entry provides a law and economics anal-
ysis of financial supervisory liability. It dis-
cusses the deterrent impact of financial
supervisory liability by using existing law and
economics theory and empirical evidence.

JEL Classification
K13

Introduction

Financial supervisory authorities have the com-
plex task of supervising the financial markets to
safeguard the stability of the system as well as to
ensure an effective consumer protection. Their
main activities consist of licensing of financial
institutions (safeguarding entry to the market),
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the ongoing monitoring of the health of financial
institutions, sanctioning in case of noncompliance
with law and regulations, crisis management, and
conduct of business supervision (Lastra 2006).
When they fail in their activities, they run the
risk of being held liable by both third parties and
the financial institutions subject to their supervi-
sion (Tison 2003; Athanassiou 2011).

In general, public authorities are liable in the
same way as any private individual or company.
This position follows from the historical fact that
the Diceyan conception of the rule of law did not
distinguish between public and private. Where a
claimant wishes to sue another party, it should, in
theory, not matter whether the defendant is a public
authority or a private individual or company. It is
therefore interesting to notice that nowadays more
than 60% of the member states of the European
Union have limited the liability of their financial
supervisory authorities (Dijkstra 2012).

Why should financial supervisory authorities
not be treated in the same way as any other defen-
dant? What, if anything, justifies such a special
treatment? The main policy argument, commonly
used in favor of shielding financial supervisory
authorities from liability is the “defensive con-
duct” argument. This argument assumes that the
imposition of liability will inhibit the effective
operations of a financial supervisory authority.
The fear of being held liable is so severe that
authorities start to act with too much caution
when dealing with the supervisee.

On the other hand, submitting financial super-
visory authorities to normal liability rules can be
based on the preventive function of tort law, in
which the threat of being held liable gives finan-
cial supervisory authorities incentives to perform
their tasks with care (Dijkstra 2009). In this way,
financial supervisory liability improves financial
supervision by deterring the careless execution of
financial supervisory tasks.

Both sides of the debate over the impact of
financial supervisory liability can be examined
using a law and economics approach. This entry
explores the insights that existing law and eco-
nomics theory and empirical evidence offer about
the most likely deterrent impact of financial super-
visory liability.
The remainder of the entry is structured as
follows. Section “Can We Apply Economic Anal-
ysis to Financial Supervisory Authorities?” dis-
cusses the economic analysis of public authority
liability. It makes clear to what extent traditional
economic analysis can be applied to public
authorities and, more specifically, to financial
supervisory authorities. Next, section “To What
Extent Does Financial Supervisory Liability
Deter?” explores the impact of liability on the
behavior of financial supervisory authorities by
considering the context in which these authorities
operate. It describes specific factors that are likely
to influence the deterrent level of financial super-
visory liability. As the actual deterrent impact of
financial supervisory liability is at heart an empir-
ical question, section “Empirical Evidence” pre-
sents an overview of the existing empirical
evidence. Section “Conclusion” presents the con-
clusion of this entry.
Can We Apply Economic Analysis to
Financial Supervisory Authorities?

The prediction of the effect of a liability rule is
sensitive to assumptions about the underlying
behavioral model (Spitzer 1977). The party subject
to liability needs to be responsive to liability claims
for liability claims to have an effect on their behav-
ior at all. Traditionally, law and economics assumes
that parties behave rational and want to maximize
their utility. By internalizing the costs of their
actions via liability rules, they will be motivated to
take optimal care and/or engage in less dangerous
activities, to prevent damage from happening
(Faure 2008). Thismodel seems to fit well to private
companies. These companies are generally incen-
tivized to produce at minimum average costs in
order to maximize their profits. Faced with liability,
they will take preventive measures in order to avoid
being held liable and experience a decrease of
profits. But what about public authorities? To what
extent can the traditional law and economics model
also be applied to public authorities? Their objec-
tive, unlike those of private companies, is not profit
maximization. Legal literature is divided when it
comes to answering this question.
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Some scholars have argued that public author-
ities face budget constraints that could result in a
more or less similar response to liability as private
companies (e.g., Niskanen 1971; Rosenthal
2006). This perspective can be considered as an
application of the rational choice model of
bureaucratic behavior which assumes that a
bureaucrat wants to maximize the size of her
agency’s budget. Maximizing the agency’s budget
would provide bureaucrats with other perks they
value, such as, for example, prestige, compensa-
tion, and career prospects. It has therefore been
suggested that public authorities may respond to
liability with behavior approximating cost mini-
mization (Kramer and Sykes 1987).

Other scholars are more critical regarding the
application of the traditional law and economics
model to public authorities. Rosenthal (2006) and
Levinson (2000) argue that public authorities will
respond to political rather than market incentives.
When the political costs of diverting public
resources to loss prevention are too high, the
government will not make the investment even if
it is economically justified (Rosenthal 2006).
According to these scholars, liability cannot be
expected to promote efficient governmental
investment in loss prevention. One could however
argue that liability imposes, at least, some political
costs. After all, tort liability diverts public funds
from other activities that are politically more prof-
itable in terms of public perception and voter’s
appeal. Public authority liability may, at least
potentially, thus create some political incentives
to prevent careless behavior. We should however
take into consideration that political incentives
that may be powerful at the level of elected poli-
ticians and officials might not be that powerful for
the nonelected bureaucrats employed in public
authorities (Dari-Mattiacci et al. 2010).

The idea that liability results in some political
incentives might not be completely true when it
comes to financial supervisory authorities. While
most public authorities are funded from a central,
governmental budget, financial supervisory
authorities are, more and more, funded from fees
imposed on the supervised institutions. This
means that any increase of supervisory costs due
to law cases against financial supervisory
authorities is ultimately not fully born by the
taxpayer but more and more by the financial
industry, thereby diluting the impact of political
incentives. One could thus question the ability of
liability to motivate behavioral changes given the
financial authorities’ ability to pass (all or at least a
significant part of) their costs on to the financial
institutions subject to their supervision.

In addition to market and political incentives,
one might also want to consider the effect of
reputational deterrence (Gold 2016). Reputational
deterrence occurs because employees want to pro-
tect their organization’s pride as a form of pro-
tecting self-identity. They thus avoid actions that
could expose their organization to lawsuits that
can negatively affect their organizational pride.
The question remains whether it is the lawsuit or
the incident itself that generates negative publicity
and hence negatively affects reputation.

There is obviously no easy answer to the ques-
tion whether and how financial supervisory
authorities respond to liability claims. Financial
supervisory authorities are probably not solely
self-interested or only motivated by reputational
incentives, political incentives, or incentives pro-
vided by liability (Dijkstra 2010). Their behavior
is likely to be influenced by their employees’ own
morality, social norms, organizational culture, and
much more. So, at best, the behavioral conse-
quences of imposing damages liability on public
authorities are uncertain. However, the fact that
more governments limit the liability of their finan-
cial supervisory authorities based on behavioral
consequences makes it at least appropriate to
investigate the deterrent impact of financial super-
visory liability.
To What Extent Does Financial
Supervisory Liability Deter?

Conditions for Deterrence
For liability to effectively deter unlawful conduct,
a number of conditions have to be met. First, the
targets of liability rules must be aware of and
understand the rules. Secondly, they need to
have the willingness to follow the rules. This
will, among other factors, depend on the deterrent
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level of that liability claim. In general, the deter-
rent level of a liability claim can be defined as the
capacity to dissuade a potential tort-feasor from
behaving carelessly and depends on the one hand
on the size of a sanction and on the other hand on
the probability of being sanctioned (Baker et al.
2004). In combination, these two variables con-
stitute the expected sanction, and the expected
sanction is what influences behavior. The more
the public authority believes that it will be sued
and punished in a way that has a significant
impact, the greater the deterrent effect. The third
condition that needs to be met is the ability to
conform conduct to the requirements of the rules
as actors make decisions about their activities
(Robbenolt and Hans 2016).

Various circumstances, often arising from the
context in which actors operate, can influence
these conditions resulting in either over- or
under-deterrence. In a situation of under-
deterrence, the deterrent capacity of liability is
too low to motivate parties to take optimal care
while exercising their activities. In other words,
potential tort-feasors do not internalize the full
costs of their behavior. The opposite occurs in a
situation of over-deterrence. In this case, the fear
of being held liable is so severe that a potential
tort-feasor engages into so-called defensive con-
duct. Defensive conduct refers to any act or omis-
sion that is performed solely to avoid liability or to
provide a good legal defense against a liability
claim because of over-deterrence (Hauser
et al. 1991).

To determine whether liability can adequately
deter undesirable activities, encourage defensive
conduct, or has no impact at all, it is necessary to
take a closer look at the specific context in which
financial supervisory authorities operate.

Willingness to Follow the Rules: The
Probability of Being Caught, Sued, and Held
Liable
The higher the probability of being caught and
sued, the more likely it is that liability will deter
potential tort-feasors. So, what is the probability
that a financial supervisory authority is caught,
sued, and held liable by the court for careless
behavior resulting in damage? To answer this
question, we need to make a distinction between
two categories of financial supervisory liability
(Tison 2003).

First, financial supervisory authorities can be
held liable by third parties. In most cases, this will
happen after the bankruptcy of a financial institu-
tion. Creditors of the financial institution will then
try to receive compensation for their losses by
suing the financial authority based on shortcom-
ings in performing their tasks. Without a bank-
ruptcy of a financial institution, the financial
supervisory authority does not face a big risk of
being held liable as the victims will first try to get
compensation from the primary wrongdoer, the
financial institution itself. The probability of
third-party financial supervisory liability depends
thus mainly on the probability of a financial insti-
tution going bankrupt.

Under normal circumstances, the chances of a
financial institution going bankrupt are relatively
small. Even when a financial supervisory author-
ity acts negligent while performing its supervisory
tasks, it is not likely that that causes financial
institutions to go immediately bankrupt. It merely
increases the probability of defaults in the future.
The opposite is also true. Despite thorough finan-
cial supervision, there is still a possibility that a
financial institution goes bankrupt. The bank-
ruptcy of a financial institution depends namely
on a wide variety of factors and circumstances of
which financial supervision is merely one. The
chances of an actual bankruptcy are further
reduced by the fact that governments will most
likely intervene when a financial institution is “too
big to fail.” In the past, we have seen that govern-
ments will nationalize these troubled financial
institutions.

But even if a financial institution goes bank-
rupt, there is a mechanism that limits the liability
risk for a financial supervisory authority. Most
countries, namely, have a deposit guarantee sys-
tem in place that offers compensation to deposi-
tors in case a financial institution goes bankrupt
(Dijkstra 2009). Only if their losses are (much)
greater than the compensation from the deposit
guarantee fund will they have an incentive for
holding the financial supervisory authorities lia-
ble. This group of persons is likely to be limited as
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a deposit guarantee fund, with a minimum cover-
age level of EUR 100,000, normally covers 95%
of all deposits (Joint Research Centre 2010). We
can thus conclude that the risk of third-party finan-
cial supervisory liability is limited, even if finan-
cial supervisory authorities are performing their
tasks in a negligent manner.

The second category of financial supervisory
liability seems to be more straightforward as it
concerns a direct relationship between the finan-
cial supervisory authority and the victim (e.g., the
financial institution subject to supervision). In this
case, it is more likely that negligent behavior of a
financial supervisory authority results in damage
that is immediately detected by the victim. Liabil-
ity in this category will mainly arise from wrong-
ful actions, in most cases acting too strictly, aimed
at the financial institutions. Examples include the
wrongful rejection of a permit to operate (market
entrance) and a wrongfully published sanction
resulting in (reputation) damage for the financial
institution. Compared to third-party liability due
to too lenient supervision as discussed above, the
probability of being held liable by financial insti-
tutions due to too stringent supervision is larger.

For both liability categories, it is important to
mention that they are affected by the so-called
availability heuristic. This behavioral economics
term refers to a mental shortcut that relies on
immediate examples that come to a person’s
mind when thinking about a specific
topic. Judgments about the probability of being
held liable are thus often affected by whether a
recent event comes readily to mind. The key issue
is thus not the objective risk of being sued and
held liable but the perception of the severity of the
risk that this will happen (Baker et al. 2004). That
might also explain why the Dutch financial super-
visory authorities changed their mindset about the
threat of liability leading to defensive conduct
after a few lawsuits arising from the financial
crisis (Dijkstra 2017).

Willingness to Follow the Rules: The Size of
the Sanction
As a general starting point, damages should fully
compensate the victim for his losses because only
then will the injurer internalize the negative
externalities that he has caused (Visscher 2009).
So, to provide financial supervisory authorities
with the correct incentives to behave carefully,
damages should be based on the social losses
caused by their negligent behavior. A number of
factors influence the size of the sanction that
financial supervisory authorities face when being
held liable.

First, there is the earlier mentioned deposit
guarantee system. This system compensates a sig-
nificant part of the damage of depositors in case a
financial institution goes bankrupt. Consequently,
financial supervisory authorities will not face the
full costs of their careless behavior. The existence
of a deposit guarantee scheme is thus likely to
decrease the deterrent level of third-party financial
supervisory liability (Dijkstra 2009).

Secondly, financial supervisory authorities
might have specific clauses in place that shield
them from paying the full amount of damages
themselves. These clauses often relate to all cate-
gories of financial supervisory liability. The Dutch
financial supervisory authorities have, for
instance, a safeguard clause in place with the
Dutch Ministry of Finance. This safeguard clause
limits their financial risk from liability claims to
maximum 10% of their budget. In case a liability
claim exceeds this maximum, the Dutch Ministry
of Finance will cover the remainder of the damage
compensation. This means that the Dutch finan-
cial authorities will then not internalize the full
amount of the damage they have caused.

Although not all financial supervisory author-
ities have formal safeguard clauses in place, it is
likely that implicit safeguard clauses exist. It is not
realistic to assume that governments would
endanger financial supervision by allowing liabil-
ity claims to fully consume the budgets of their
financial supervisory authorities. Furthermore, the
fact that financial supervisory authorities are more
and more funded by fees imposed on the financial
institutions subject to supervision makes it less
likely that the authorities will face the full mone-
tary consequences of their careless behavior as
they can pass their costs on to the financial
industry.

In addition, financial supervisory authorities
may also have the possibility to insure the
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financial risks from liability claims, as is the case
with the Dutch financial supervisory authorities.
In general, law and economics theory predicts that
liability insurance will reduce the incentives for
potential tort-feasors (Cooter and Ulen 2016).

Awareness and Understanding of the Rules
Potential tort-feasors must be aware and under-
stand the legal rules in order for liability to deter
negligent conduct. The traditional economic
model assumes that there is no uncertainty regard-
ing the level of care needed to be compliant with
the legal rules (Cooter and Ulen 2016). In the real
world, however, legal standards are often uncer-
tain. To determine the optimal level of due care,
courts need complete and accurate information on
the costs of care and the expected costs of acci-
dents for each level of care. However, data neces-
sary to set the optimal level of care will often be
unavailable. In addition, courts will not always be
able to properly observe the actual level of care
exercised by the tort-feasor due to measurement
errors, insufficient evidence, and misrepresenta-
tion about the actual level of care. Thus, only
during a trial, when parties present the facts of
the case, is the due level of care established in a
more precise way. As a result, tort-feasors exercis-
ing a certain level of care might not know ex ante
whether or not they will be found negligent.

This also applies to financial supervisory
authorities. From case law and literature, it
becomes clear that the standard for financial
supervisory authorities under a negligent liability
rule is “reasonable care.” This standard is
surrounded by uncertainty, because financial
supervisors have discretionary powers to fulfill
their supervisory duties and face the difficult
task of considering both the interests of the super-
vised institutions and the individual members of
society. Furthermore, there are relatively few tort
judgements in the area of financial supervisory
liability which makes it difficult to know the
exact content of the standard of care. What does
this mean for the deterrent effect of tort law?

Uncertainty regarding the level of due care
changes the deterrent impact of legal rules by
creating two opposing effects (Craswell and
Calfee 1986). The first effect is an incentive to
over-comply. Tort-feasors will, in this situation,
take more care than is required by the legal stan-
dard of care to increase the chance that they will
not be held liable. However, uncertainty also cre-
ates a chance that a tort-feasor will not be held
liable, thus reducing the incentives to comply with
the legal standard. The question thus created is
which effect will prevail. Standard law and eco-
nomic theory predict that over-deterrence (and thus
defensive conduct) will occur (Craswell and Calfee
1986). Scholars have argued that this is even worse
when a public authority is involved due to the fact
that, unlike private tort-feasors, a public authority
typically balances two external costs, as it does not
bear the costs of over-precaution. Public authorities
are therefore much more quickly inclined toward
taking excessive care (e.g., De Geest 2011; DeMot
and Faure 2012).

The existence of uncertainty regarding the
standard of due care for financial supervisory
authorities might explain why politicians and
many others fear over-deterrence and thus defen-
sive conduct on the side of financial supervisory
authorities. By limiting the liability of financial
supervisory authorities to cases of gross negli-
gence and/or bad faith, they argue that the stan-
dard of care becomes clearer and hence would
result in limiting over-deterrence and thus defen-
sive conduct.

Ability to Conform Conduct
The third and last condition that needs to be met in
order for liability to effectively deter is the ability
of parties to conform their conduct to the require-
ments of the rules as they make decisions about
activities in which to engage, the extent and loca-
tion of those activities, and any precautions to
undertake (Robbenolt and Hans 2016).

Law and economic scholars view organiza-
tions and thus also financial supervisory authori-
ties as single economic and organic entities.
However, it is important to note that public
authorities themselves do not commit negligent
acts; their employees do. Financial supervisory
liability involves the imposition of liability on
the organization itself due to the harmful behavior
of its employees. Making the financial supervi-
sory authority liable may however fail to provide
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its employees with sufficient incentives to act
carefully, as the sanctions imposed on the organi-
zation might not reach the responsible employees
(Dijkstra 2009; Dari Mattiacci et al. 2010). The
question of whether incentives are transferred
from the financial supervisory authority to its
employees is a manifestation of the well-known
agency problem between organizations and their
employees. The challenge for financial supervi-
sory authorities is, therefore, one of overcoming
principal–agent problems.

While most of the financial supervisory author-
ities have mechanisms in place to mitigate these
problems (e.g., reward policies, recruitment poli-
cies, internal and external audits), it is realistic to
assume that principal–agent problems dilute, to
some extent, the deterrent effect of financial
supervisory liability.

Over-deterrence, Under-deterrence, or No
Effect at All?
The various factors from the previous paragraphs
are more likely to result in under-deterrence than
in over-deterrence. While a vague standard of care
is likely to result in over-deterrence, several other
factors contribute to under-deterrence. First, the
threat of third-party liability seems to be limited as
this liability category follows, in most cases, the
bankruptcy of a financial institution which does
not occur often. Second, in case a financial insti-
tution goes bankrupt, the existence of a deposit
guarantee scheme limits the potential damage of
third parties and thus also the potential number of
claimants. Third, the existence of explicit or
implicit safeguard clauses and the possibility to
insure the financial risk will further limit the finan-
cial consequences for the negligent behaving
financial supervisory authority mitigating the
deterrent effect of liability. Furthermore, it is ques-
tionable whether the financial supervisory author-
ity can effectively transfer the incentives from
liability to their employees. Under-deterrence is
therefore most likely to occur, thereby
questioning the risk of defensive conduct.

It is however difficult, if not impossible, to
accurately estimate the deterrent impact of finan-
cial supervisory liability from a theoretical per-
spective. Whether the imposition of liability
promotes more effective financial supervision,
encourages defensive practices, or has no discern-
ible effect is at heart an empirical question. The
next paragraph presents therefore the outcome of
empirical research on this topic.
Empirical Evidence

There is hardly any empirical research on the
deterrent impact of financial supervisory liabil-
ity available. The few studies that exist do
show however that defensive conduct is not
likely to occur, making under-deterrence more
realistic.

Van Dam (2006) asked several Dutch national
supervisory authorities, including the financial
supervisory authorities, whether their behavior is
influenced by the fear of liability. At that time, the
supervisory authorities claimed that they did not
change their policy out of fear for liability claims.
Based on their statements, Van Dam concluded
there was no indication for defensive conduct.
A couple of years later, the financial supervisory
authorities, most likely due to the influence of
increased liability claims because of the financial
crisis, seemed to have changed their minds and
argued for a limitation of their liability. The atti-
tude of the Dutch financial supervisory authorities
toward liability claims changed since the financial
crisis had put them more into the spotlights. This
could indicate that perceptions regarding liability
are likely to change when confronted with more
liability claims that generate (negative) publicity.

In another study, Trebus and Van Dijck (2014)
carried out interviews with four senior employees
of the Dutch Financial Markets Authority to
examine the impact of liability on their behavior.
None of the respondents mentioned any form of
defensive behavior in response to liability claims
nor did they feel threatened by liability in the
exercise of their daily supervisory activities.
Based on their research, Trebus and Van Dijck
concluded that financial supervisory liability has
almost no impact on the behavior of financial
supervisors.

A more comprehensive empirical research was
carried out in 2015. Dijkstra (2017) conducted a
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survey among 500 financial supervisors active in
financial supervisory authorities in the member
states of the European Union. The majority of
the respondents classified the impact of financial
supervisory liability as either neutral or positive.
The findings of this study therefore imply a mod-
est degree of deterrence. Furthermore, the relative
neutral or positive attitude suggests that financial
supervisors do not consider financial supervisory
liability a burden for executing effective financial
supervision. In addition, the survey did not find
differences between those respondents who per-
ceive the liability of their organization as limited
and those who do not. This suggests that limiting
financial supervisory liability does not affect per-
ceptions of the impact of financial supervisory
liability or possibly even the behavior of financial
supervisors. Therefore, the study calls into ques-
tion the widely accepted argument of defensive
conduct as a reason for limiting the liability of
financial supervisory authorities.

This limited empirical research can, however,
not be seen as overwhelming empirical evidence
regarding the impact of financial supervisory
liability. One could further argue that the value
of these types of studies (surveys) is limited
because they measure perceptions and not actual
behavior. They do however raise serious doubts
on whether financial supervisory liability will
result in over-deterrence and thus defensive
conduct.
Conclusion

The theoretical literature is divided regarding the
deterrent impact of financial supervisory liability.
The picture that emerges from this entry, while
lacking detail in many spots, should at least
inspire skepticism about the risk of over-
deterrence. Our theoretical analysis shows that
there are many factors influencing the deterrent
level of financial supervisory liability. Most of
them tend to lead to under-deterrence, making it
hard to believe that financial supervisory liability
will result in over-deterrence. This outcome is
supported by limited empirical evidence showing
only a modest degree of deterrence.
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External Incentives
▶ Intrinsic and Extrinsic Motivation
Externalities
Andrew Torre
School of Accounting, Economics and Finance,
Deakin University, Melbourne, VIC, Australia
Abstract
Externalities and court output are closely
related since the primary economic function
of the courts is to price and thereby internalize
external effects in missing markets. This is
achieved using the complementary technolo-
gies of torts and criminal law. An externalized
cost can be broken up into two components, the
cost imposed on the unconsenting victim and
the cost imposed on wider society, such as
insecurity and fear of further random episodes
of the same event. Damages awarded to the
victim in torts, and criminal punishment
inflicted upon the offender, value and internal-
ize the first and second components, respec-
tively. Unless damages and punishment
accompany each other, the externality will not
be fully internalized. In addition, punishment
produces absolute general deterrence, which is
a positive externality, and in this sense negative
and positive externalities are mirror images of
each other, or perfect complements, in a legal
economics framework. This framework also
establishes the theoretical underpinnings and
basis for valuing joint court output in the civil
and criminal jurisdictions.
Synonyms

Externalized benefits; Externalized costs
Definitions

Externalities are classified as either negative or
positive.

A negative externality arises when a decision
maker does not bear all of the costs of his or her
decision. As a consequence, some costs are exter-
nalized onto others without compensating them.
An example would be burglary. The private cost
to the burglar is the dollar value of the alternative
use of his or her time and the expected penalty if
caught and convicted. However, the social cost is
much higher. First, there is the cost imposed on
the victim in the form of property damage and/or
loss, and in addition, intangible costs such as fear
of further incidents and distrust of others, leading
to excessive precautions being taken to protect the
property. Second, people other than the victim
also incur the fear and self-protection costs. The
social cost of burglary therefore exceeds the
private cost.

A positive externality arises when a decision
maker does not capture all of the benefits of his or
her decision. If the burglar is caught and
convicted, then a judge will impose punishment
in the form of a monetary, noncustodial or custo-
dial penalty. The sanction produces a positive
externality in the form of absolute general deter-
rence, because punishing the burglar deters others
from similar behavior in the future. There is
a private benefit to the victim, since the penalty
may prevent burglary of his or her property in the

https://doi.org/10.1007/978-1-4614-7753-2_270
https://doi.org/10.1007/978-1-4614-7753-2_300066
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future and a much wider benefit to everyone else
for the same reason. Therefore, the social exceeds
the private benefit.
E

Introduction

A useful starting point for this essay is to concep-
tualize the legal system as a production process. In
economic theory, a production function summa-
rizes the relationship between the inputs, labor
and capital, and the corresponding outputs for
a given technology. Similarly, the legal system
utilizes a given technology to produce several
intermediate outputs and two distinct final outputs
from a bundle of inputs. Lawyers distinguish
between civil and criminal cases. A case and its
ingredients constitute the raw materials of the
legal system. For a civil matter these are the
cause of action(s), the nature and quality of the
evidence and the services of solicitors and barris-
ters, and in a criminal case the offense(s), police,
prosecutor, solicitors, and barristers’ services. The
two final joint civil and criminal court outputs that
can be valued in dollar terms are damages and
absolute general deterrence, respectively. The lat-
ter is jointly produced by the police and courts.
Intermediate civil outputs include the court’s find-
ing for the plaintiff or defendant, orders of specific
performance, injunctions, and in the case of fam-
ily law matters, custody and property division
decisions, for example. Intermediate criminal out-
puts are bail decisions, committals, trials, sentenc-
ing hearings, and the verdict. Absolute general
deterrence means that as a consequence of the
police clearing up offenses and courts inflicting
punishment in the form of fines and jail time on
convicted defendants, the social cost of crime will
be lower in the future. This is because some pro-
spective offenders at the margin of legal and ille-
gal activity will desist from the latter, since the
risk of expected punishment does not make it
worthwhile. For this reason, punishment that
deters is sometimes called utilitarian punishment
(Bagaric 2000). Society is unequivocally better
off and therefore net happiness increases. It
would only be the case that punishment never
deters some people other than the offender, if
penalties for serious offenses were abolished and
their incidence did not increase. This seems highly
improbable.

The technology of the legal system comprises
three interrelated parts. First in common law sys-
tems, there is a body of complex past decisions
called precedents or more generally the common
law. Its birth approximately occurred with the
establishment of the royal courts or curiae regis
by Henry 11, who reigned from 1154 to 1189
(Mendelson 2010, p. 12). Second, the stock of
judicial precedents is supplemented by
a voluminous compendium of statutory-based
law. The equivalent in civil law systems is a set
of codes, modeled on the classical Roman law.
However, unlike in common law jurisdictions,
codes in civil law ones are the most authoritative
source of law with judicial decisions being sub-
servient to them. Third, there are the judges who
create, interpret, and apply the law.

A production process is said to be efficient if
the cost of using the inputs to produce the outputs
is minimized; the same reasoning applies to the
legal system; damages and deterrence can be sup-
plied efficiently or inefficiently, for a given tech-
nology. However, this use of the term efficiency is
generally different from the way it is used in the
law and economics literature. In the latter, it tends
to be employed by some writers when analyzing
bodies of substantive law, in particular torts, crim-
inal, contract, and property law (Landes and
Posner 1981, 1987; Cooter 1985; Posner 1985,
2010). According to this paradigm, torts legal
rules, for example, are efficient if they prospec-
tively minimize the sum of expected damage plus
precaution or avoidance costs (Cooter and Ulen
2004, Kaplow and Shavell 1999, Posner 2010).
This hypothesis has stimulated the production of
a large critical literature. For example, applying it
to legal negligence would necessitate the court
engaging in a fairly complex calculation exercise,
in its inquiry as to whether the injurer had taken
cost-effective precautions against the legally
caused harm. Hayek’s fundamental contribution
to the socialist calculation debate in the 1920s and
1930s, in which he argued vigorously against
central planning as a substitute for the market
mechanism in allocating scarce resources between
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alternative uses, was to show that localized,
widely dispersed information precluded rational
economic calculation on the part of economic
planners (Hayek 1945). Similarly, a judge asked
to undertake an efficiency cost-benefit calculation
would find him- or herself in the same position
as a central planner. This led Leoni and Hayek
to an alternative characterization of the legal
system, particularly common law dynamics, as
a spontaneous order derived from the adjudication
of individual claims and not the result of human
design that aims at any particular end such as
wealth maximization or efficiency (Leoni 1972;
Aranson 1988; Hayek 1973, Volume 1; Cheren
2012). It seems that this approach fits more com-
fortably with rights based non-efficiency theories
such as corrective justice, which Burrows (1999)
defines as “protection of arbitrary alterations to
the initial distribution of property rights by resto-
ration of plaintiffs as far as possible to their
ex-ante position, thereby preventing defendants
from benefiting from the actual harm they have
caused.”
The Economic Nature of Externalities
and Their Relationship to Law

The subject matter of this essay is externalities,
which can be broadly classified into negative and
positive (Gans et al. 2012). Textbooks commonly
use pollution as an example of the former, and
research and development expenditure is common
for the latter. A firm that produces steel incurs
private costs of $100,000 (raw materials and
labor costs). Residents living across the road suf-
fer from asthma as a consequence of pollution
from the factory and incur medical costs of
$10,000. While the total social cost of producing
steel is $110,000, market forces will only reflect
the private cost of $100,000, since the manufac-
turer externalizes $10,000 on to the residents.
Consequently, market forces overvalue steel and
too much is produced and consumed. As the fun-
damental cause of the problem is an absence of
enforceable property rights in the airspace through
which the pollution is transmitted, property law
provides the basis for a market or private solution.
If either a court or the legislature vests property
rights in the airspace to the firm, then the affected
residents may be able to bribe the firm to cut back
its emissions of pollution in return for a payment.
Alternatively if the residents own the airspace,
then the firmmay be able to successfully negotiate
to pay the residents to accept a mutually agreed
upon level of pollution. Irrespective of the initial
assignment of property rights, transaction costs
may impede a bargain from being successfully
consummated (Cooter and Ulen 2004; Posner
2010). Sources of high transaction costs include
emotional or psychological conflict between the
parties, information about the damage cost not
being fully available to both parties, disagree-
ments about the cost estimates making it difficult
to negotiate a price, or too many parties to deal
with (Cooter and Ulen 2004; Posner 2010). The
more people that are involved, the less likely it is
that an agreement acceptable to everyone will be
reached. If bargaining fails, then the standard
solution advocated is to force the firm to take
into account the $10,000 externalized cost when
it is computing its profit, by imposing a tax or
a fine equal to this amount (Gans et al. 2012). This
is only efficient if it would be more expensive for
the affected residents to take corrective action
themselves, for example, by relocating.

In contrast to pollution, research and develop-
ment expenditure produces a positive externality;
consequently market forces will undersupply
it. Unimpeded market forces will lead private
firms to underinvest in knowledge creation
because they are unable to fully appropriate the
benefits of their investment. For example, in the
case of a new drug that is very expensive to
develop, it would be relatively easy for
a competitor to discover its molecular formula
through reverse engineering. As a consequence
drugs will be undersupplied and overvalued
(priced too high) by market forces. Traditional
solutions are government subsidies, and patenting
of the intellectual property embodied in the drug,
to rectify the market failure.

These two examples suggest some sort of rela-
tionship between legal technology, in particular
physical and intellectual property law, and exter-
nalities; however, the relationship is at best



Externalities 847

E

cursory. Yet using a legal economics framework,
it is possible to see the centrality of torts and
criminal law to the problem at hand, and their
relationship to the two externality types, in
a different light. Torts and criminal law are very
much concerned with defining and internalizing
negative externalities, and in addition, perhaps
counterintuitively, criminal law generates a
positive externality. An externalized cost can be
broken up into two components, the cost imposed
on the unconsenting victim, for example, viola-
tion of bodily integrity following a sexual assault,
and the cost imposed on wider society, for exam-
ple, insecurity and fear of further random episodes
of the same event. A finding in favor of the victim,
followed by an award of damages in torts, values
and internalizes the first, while a guilty verdict,
followed by punishment, values and internalizes
the second component. Full internalization occurs
because the injurer is forced to confront both
components of the externalized cost. As well,
punishment produces deterrence, which is
a positive externality or externalized benefit.
Since an award of damages without a criminal
penalty will only achieve partial internalization,
economically, torts and criminal law are comple-
mentary technologies, not substitutes.

Historically, this was not always the case,
because there were alternative ways for a victim
to pursue justice for the same wrongful act,
a choice between “compensation or vengeance”
(Seipp 1996). If compensation was chosen, it
would be paid to the victim and the king, so that
the externalized cost would be fully internalized.
However, most victims tended to choose ven-
geance since not many wrongdoers had sufficient
wealth to pay the necessary compensation and
during the Middle Ages (fifth to the fifteenth
century), revenge was considered a “higher
right” (Frankel 1996). Professor Mendelson clas-
sifies modern torts into three categories: statutory,
trespass, and action on the case (Mendelson
2010). Trespass comprises battery, assault, false
imprisonment, variants of statutory trespass, tres-
pass to land, trespass to goods, and cattle trespass,
while case comprises, inter alia, deceit, detinue
(unlawful deprivation of possession), conversion,
nuisance, libel, slander, defamation, negligence,
passing off, and a series of miscellaneous inten-
tional torts of action on the case for personal
injury (idem. p. 8). These causes of action protect
a multiplicity of entitlements, which include phys-
ical integrity or immunity from direct and indirect
injury (battery and negligence); the right to use
land, light, air, running water, the sea, and its
shore (trespass to land, private and public nui-
sance, and negligence); and the right to corporeal
and intellectual property (conversion, detinue,
trespass to goods, passing off, misrepresentation,
and injurious falsehood) (idem. p. 6). All of these
causes of action have equivalent counterparts in
the criminal law.
Two Illustrations of the Close Nexus
Between Externalities and Torts and
Criminal Law

Two detailed examples are now used to illustrate
the themes exposited in this essay. The first is the
case of a property owner who proposes buying an
airspace lot above the roof of an apartment block,
which is adjacent to his top floor apartment. The
entire apartment block is owned by one person
and the objective of the property owner’s pur-
chase is to preserve his unimpeded city views. If
this market transaction fails and the adjacent
owner in any way obstructs the property owner’s
view, she will externalize an uncompensated cost
onto him. As in any market transaction, the prop-
erty owner will have a maximum willingness to
pay for unimpeded views and the apartment
owner will have a minimum or reservation price
that she will require before relinquishing the right
to her air space lot. For a deal to be consummated,
the negotiated price will need to lie between these
two values. The two most likely stumbling blocks
to a successful outcome would be agreeing on a
mutually acceptable price and/or animosity
between the parties. These potential problems
are called transaction costs and can prevent the
completion of a successful bargain that would
internalize the externality (Cooter and Ulen
2004; Gans et al. 2012; Posner 2010).

If bargaining fails and the apartment owner
subsequently erects a structure on her roof without
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in anyway invading the property owner’s air-
space, then even though she is externalizing
a cost on to him, no common law legal right
would have been violated. This is because, as
reaffirmed by the English House of Lords in
1997 in the case of Hunter v Canary Wharf Ltd.,
the law of torts does not recognize a legal right to
a view from one’s property (Mendelson 2010,
p. 668). If however the property owner ignored
his neighbor’s refusal to sell her air space lot and
attempted to coerce her into changing her mind,
by, for example, entering the balcony of the neigh-
bor’s top floor apartment without her permission,
then this would infringe a legally recognized right.
This externalized cost would be actionable at
common law for trespass to the neighbor’s land
(Mendelson 2010, p. 138). While an injunction
ordering the tortfeasor to desist from the trespass
would enforce the neighbor’s property right, it
would not in the economic sense force the prop-
erty owner to confront the full costs of his decision
to bypass the market. The first step in achieving
this, i.e., fully internalizing the externality, would
be a finding for the victim and an award of com-
pensatory damages, which measures the court’s
assessment of the externalized cost, imposed on
the neighbor. The second step is a finding of guilt
and the infliction of punishment. For example,
section 9(1)(e) of the Victorian Summary
Offences Act 1966 provides for a fine of $3,500
or up to 6 months imprisonment for criminal
trespass. In the absence of punishment, the rest
of society would not be compensated for the costs
imposed on it. Those social costs include appre-
hension, distrust of others, and excessive expen-
diture on self-protection. The deterrence that
follows punishment, as well as being an external-
ized benefit or positive externality, is a public
good, because everyone in society is able to con-
sume it simultaneously and no one can be
excluded on the basis of willingness and ability
to pay. Punitive or exemplary damages would be
an imperfect substitute for punishment, even
though it is unlikely that they could be insured
against, because as already noted, the ability of the
injurer to pay can substantially impact their deter-
rence value. This is particularly the case in coun-
tries such as Australia where a defendant cannot
be punished twice by an award of punitive dam-
ages and criminal conviction (Mendelson 2010,
p. 48).

Legal negligence provides the background for
the second example. Mendelson writes: “the
advent of railways in the early 1830s, which
brought in its wake an unprecedented toll of acci-
dental injuries and death, provided the impetus for
the development of negligence as a separate tort”
(Mendelson 2010, p. 277). The entitlement not to
be injured or killed by negligent driving is one of
the rights recognized and protected by this tort and
the criminal law. Protecting road and street users’
rights not to be interfered with by negligent driv-
ing using the market mechanism or Coase bar-
gains would entail very high transaction costs
and thus market failure (Coase 1937, 1960).
Drivers would have to locate and then contact
every potential victim of their negligent driving
and then negotiate a price at which each victim
would be prepared to relinquish the right not to be
negligently harmed. Alternatively, every potential
victim would have to locate and contact every
potential negligent driver, and then negotiate the
price to buy the right not to be harmed. For both
injurer and victim, it would not be economical to
use cars, streets, or the roads because the search
and bargaining costs, (transaction costs) would be
too high (Posner 2010). In this case however,
unlike the first where the property owner is com-
pelled to bargain with his neighbor if he does not
want his view to be obstructed, transaction costs
are too high to justify a market solution.

Legal negligence requires the victim to estab-
lish that the injurer breached a legally recognized
duty of care, which factually causes reasonably
foreseeable damage (Mendelson 2010, p. 281).
Similar elements constitute the criminal counter-
part of the tort of negligent driving. For example,
S.318(2)(b) of the Victorian Crimes Act 1958
provides that:

Any person who by the culpable driving of a motor
vehicle causes the death of another person shall be
guilty of an indictable offence and shall be liable to
level 3 imprisonment (20 years maximum) or
a level 3 fine or both. For the purposes of subsection
(1) a person drives a motor vehicle culpably if he
drives the motor vehicle negligently, that is to say, if
he fails unjustifiably and to a gross degree to
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observe the standard of care which a reasonable
man would have observed in all the circumstances
of the case.

In both of these examples, the cause of the
externalized cost problem is not an absence of
property rights, since these are well defined in
both cases. The respective sources of the prob-
lem are market bypass where a market transac-
tion would have been relatively cheap and
failure to observe a legal standard of care in
the face of prohibitively high transaction costs
that make market bypass impossible (Posner
2010).
Judicial Valuation of Externalities

The notion of “price lists” for externalized harms
can be found very early on in the history of Anglo-
Saxon and Germanic law. An example is “the
code of Æthelberht, the King of Wessex, which
contains elaborate tariffs of fines for breach of the
peace” (Mendelson 2010, p. 10). More generally,
“wergeld” tables served two functions. First, they
provided for a fixed scale of compensation, which
was determined by the victim’s social and legal
status. For example, the “wergeld” of princes and
free lords was 360 shillings, the judicial class
30 shillings, rent-paying tenants and other free-
men 15 shillings, and a day laborer’s “wergeld”
was paid in wheat (Mendelson 2010, p. 34). Sec-
ond, the tables put a monetary value on injuries to
different parts of the body, which was propor-
tional to the victim’s “wergeld”; for example, the
price of permanent injury to the mouth, nose,
eyes, tongue, ears, male sexual organs, hands,
and feet was set equal to one half of the victim’s
“wergeld” (Mendelson 2010, p. 35).

In contemporary times judicial valuations of
externalized costs can be inferred from the aver-
age quantum of compensation they award in torts
to victims and the average quantum of punishment
they impose on offenders. The averages aggregate
and summarize the dispersed or localized infor-
mation about the distribution of diverse cases for
a particular cause of action and offense. They are
socially optimal because the judges’ comparative
advantage is in producing justice according to
law. This requires access to all of the relevant
information about the case, and knowledge of
the relevant substantive law, which they only pos-
sess. The last statement needs to be somewhat
qualified when considering the ‘optimality’ of
court awarded tortious damages. In Australia, fol-
lowing reform legislation early this century, a
distinction is now made between intentional and
unintentional wrongs; the former are still
governed by the common law of damages, while
the latter are governed by statute (Mendelson
2010). Statutory based damages are subject to
statutory thresholds and capping (Mendelson
2010). Consequently, judicially determined
awards in the case of negligence for example,
are constrained optima. However common law
principles also considerably constrain the courts’
assessment of the victim’s disability. In estimating
‘the quantum of damages for past and future pain
and suffering, loss of enjoyment of life and loss of
earning capacity’ courts apply the ‘once for all’
rule established in 1699 (Mendelson 2010). Com-
pensation is a lump sum, which cannot be subse-
quently changed, if the plaintiff’s injury worsens
or develops into something more serious down the
track (Mendelson, 2010). Similarly, when victims
sustain very serious and permanent injuries, for
example quadriplegia, courts face insuperable
obstacles in forecasting the victim’s future loss
of earning capacity and nursing requirements. As
noted by Mendelson (2010), this situation makes
it very likely that the gravity of the victim’s injury
and injurer advantage are positively correlated.
Average damages denoted by AD measure the
price of the externalized harm borne by the victim.
The supply of absolute general deterrence plus
the judicial valuation of the externalized cost to
society implied by the optimal punishment is
found by minimizing Eqs. 1 and 2 with respect
to X* and F*, the optimal jail sentence and fine,
respectively:
MIN:E C½ � ¼ E D O X�½ �½ �½ � þ PX�bO X�½ �
¼ D O X�½ �½ � þ EPX�bO X�½ � (1)

MIN:E C½ � ¼ E D O F�½ �½ �½ � þ PF�O F�½ �
¼ D O F�½ �½ � þ EPF�O F�½ � (2)
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where E[C] is expected cost, D is harm, O is
offenses, EP is the expected probability of the
offender being jailed or fined, b is the cost of
incarcerating an offender each time period, and
X* and F* are the average jail sentence and fine
for the offense. The asterisk indicates that they are
exogenous and optimal in the sense explained
earlier. The solutions are given by Eqs. 3 and 4,
respectively:

F�EP
e

þ F�EP (3)

X�b�EP
e

þ X�b�EP (4)

The first term on the RHS of Eqs. 3 and 4 is the
value of the positive externality corresponding to
the optimal fine F* and term of imprisonment X*,
given EP the probability of the sanction being
imposed and e the absolute general deterrence
elasticity, whose value will lie between 0 and
�1. A value of �0.5, for example, indicates that
a 1% (10%) increase in the average fine or jail
sentence lowers the expected future costs of crime
by 0.5% (5%), etc. Avalue of�1 indicates perfect
absolute general deterrence. The second term of
Eqs. 3 and 4 is the court’s valuation of the exter-
nalized social cost of the offense, i.e., the burden
placed on wider society:

VN ¼ ADþ F�EP (5)

VN ¼ ADþ X�b�EP (6)

Expressions 5 and 6 give the dollar value (VN)
of the court’s valuation of the negative externality
implicit in the award of tortious damages (AD) and
the punishment imposed for the corresponding
offense, while Eqs. 7 and 8 give the value of the
positive externality (VP) from deterrence:

VP ¼ F�EP
e

(7)

VP ¼ X�b�EP
e

(8)

The two cases discussed in the third section of
this essay can be used to illustrate how these
expressions would be translated into dollar values.
The parameter values used are deterrence elastic-
ity –0.3, the probability of a fine or imprisonment
0.5, and the annual cost of incarceration $80,000.

Case 1
Damages
Fine
(average
value)
 Imprisonment
Tort of trespass to land
 $5,000
Offense of trespass to land
 $5,000
 6 months
Judicial value of negative externality
(i) Damages + fine
 $7,500
(ii) Damages + imprisonment
 $15,000
Judicial value of positive externality
(i) Fine
 $8,333
(ii) Imprisonment
 $33,333
Total: negative and positive
externality
$15,833
 $48,333
Civil output
 $5,000
Criminal output
 $10,833
 $53,333
(Assumes only 1 case: civil and corresponding criminal matter)

Case 2
Damages
Fine
(average
value)
 Imprisonment
Tort of negligence
 $20,000
Offense of culpable driving
 $20,000
 1 year
Judicial value of negative externality
(i) Damages + fine
 $30,000
(ii) Damages + imprisonment
 $60,000
Judicial value of positive externality
(i) Fine
 $33,333
(ii) Imprisonment
 $133,333
Total: negative and positive
externality
$63,333
 $193,333
Civil output
 $20,000
Criminal output
 $43,333
 $173,333
(Assumes only 1 case: civil and corresponding criminal matter)
Summary

The production of goods and services that are sold
in the marketplace increases social welfare
because it generates a social surplus, profit plus
consumer surplus. The latter is the difference
between the average prices paid for an item and
buyers’ maximum willingness to pay and is
a measure of consumer welfare. Profit measures
business surplus, which is the difference between
revenue and the opportunity cost of all scarce
resources used to generate it. Conceptually
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valuing the output of products that are priced in
the market is straightforward. This is not the case
however for nonprofit services that are not priced
by the market mechanism.

Final output valuation in these cases requires
a well-developed theory of the organization’s eco-
nomic functions. In relation to the courts, the
position adopted in this essay is that they price
external effects in missing markets, in both the
civil and criminal jurisdictions. The valuation of
their final output follows logically from this.
Average civil and criminal jurisdiction output is
equal to expressions 5 + 7, where fines are used as
punishment, and expressions 6 + 8, where impris-
onment is used. Total civil jurisdiction output is
average damages multiplied by the number of
cases (the first term in Eqs. 5 and 6), and total
criminal jurisdiction output is the second terms of
Eqs. 5 and 6 plus Eqs. 7 and 8 multiplied by the
number of cases.

As the two examples show, the pricing exercise
is related to the sanction used; the negative exter-
nality of land trespass is judicially valued at
$7,500 (damages + fine) and $15,000 (damages
+ imprisonment), while the corresponding figures
for negligent driving are $30,000 and $60,000,
respectively. The value of the positive externality
or public good of deterrence is $8,333 (fine),
$33,333 (imprisonment) for land trespass, and
$33,333 and $133,333 for negligent driving.
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