
G

Galbraith, John Kenneth
Alexandre Chirat
Triangle, Université Lumière Lyon II, Lyon,
France
Abstract
John Kenneth Galbraith was a post-Keynesian
and an institutionalist economist. He is famous
for having built an unconventional vision of
American Capitalism in his postwar trilogy
(1952b, 1958, 1967). His socioeconomic anal-
ysis deals with subjects such as theory of the
firm, managerial revolution, public spending,
theory of consumption, price control (1952a),
financial crises (1955), power relationship
(1983), and more generally with the dynamic
of capitalist institutions.
Biography

“Ken” Galbraith (October 15, 1908–April
29, 2006), born in Ontario, was trained after the
1929 Great Crash and passed a Ph.D. at Berkeley
in Agricultural Economics (Galbraith 1981). He
moved to Harvard during the 1930s and spent a
year in Cambridge among Keynes’ fellows (UK).
During World War II, Galbraith led the Office for
Price Administration. He also oversaw a commit-
tee for the evaluation of the effects of American
bombings on the German War Economy.
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Galbraith then made a journalist career at Fortune
Magazine. At the political level, he was a leading
figure, with his friend Arthur Schlesinger, of the
American for Democratic Action (ADA) and a
special adviser of Democratic candidates running
for the Presidency. In 1958, he lamented the “pri-
vate opulence and public squalor” in his best-
seller The Affluent Society (1958). J.F. Kennedy
named him Ambassador to India in 1961. This
experience delayed the publication of his master-
work, The New Industrial State, which gave rise
to several debates among economists. He spent
the rest of his academic life struggling against
neoclassical economics and its “conventional
wisdom,” against the fact that economists tended
to overlook real social issues in favor of purely
analytical constructions and intellectual puzzle.
For these reasons, John Kenneth Galbraith was
one of the most renowned public intellectuals of
postwar Anglo-Saxons societies. Indeed he
always relied on public enlightenment and devel-
oped his ideas for large audiences. For instance,
he took part in a TV series entitled The Age of
Uncertainty, broadcast on the BBC during the
1970s, which aimed to get people acquainted
with economic knowledge (Parker 2005).
Innovative and Original Aspects

In his work Galbraith has always insisted on the
idea that power de facto tends to overthrow de jure
relationship. For instance, in line with Berle and
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Means (1991), he explained that corporations are
ruled by those who possess and control crucial
factors of production. In the “planning system,”
this factor is “organized intelligence” (1967). That
is why he thought that a “technostructure” rather
than its owners controls modern corporations.

His contribution to Law and Economics is linked
to his analysis of the structure of the American
economy. In the first opus of his trilogy, American
Capitalism, he explained that monopoly and oligop-
oly are now the norm rather than the exception.
Thus, the Antitrust Legislation, which is embodied
by the Sherman and Clayton Acts, is irrelevant.
Whereas some economists pleaded for an en-
forcement of the antitrust laws against increasing
monopoly and monopolistic power, Galbraith
explained that competition among giants
(corporations, unions, workers’ and buyers’ cooper-
atives) is susceptible to lead to some equilibrium
(1952b). This is at the heart of his idea that
“countervailing power” is the new regulative mech-
anism of the American economy. “In Galbraith’s
theory the offsetting power of groups on opposite
sides of the market fills the breach, and market
power is thereby kept from upsetting the allocative
and distributive mechanism” (Peterson 1957). In
this regard, he dismissed the ClaytonAct for serving
as a means to dismantle the bargaining power of
Unions rather than the original market power of
giant modern corporations.

In The Affluent Society, Galbraith explains that
antitrust laws were defended by economists since
they aim to protect consumers from abuses and to
struggle against inequalities. However, in the
affluent society, “increased production” is becom-
ing a substitute to “redistribution” (1958). Thus,
antitrust laws are anachronistic in American mod-
ern capitalism. They are a “charade” according to
Galbraith since he considers that big corporations
are more efficient to achieve increasing outputs.
He notes that “it is at least amusing that during
both World Wars the enforcement of the antitrust
laws, the traditional design for ensuring greater
resource-use efficiency, was suspended” (1958).
With the second opus of his trilogy, Galbraith
belongs to “a minority of economists,” who con-
sider that “the antitrust laws have outlived their
usefulness” and are unable “to deal with the phe-
nomenon of oligopoly” (Breit and Elzinga 1968).

Galbraith pursues such a line of reasoning in
The New Industrial State. American conception of
antitrust laws is a paradox. On the one hand, there
is a deep ideal of competition requiring the
absence of market power, thanks to the enforce-
ment of the antitrust laws. On the other, there is an
ideal American way of life, which requires big
corporations in order to achieve increasing out-
puts. “No one can ask [a firm] to be an oligopolist
for the purposes of capital investment, organiza-
tion and technology and to be small and compet-
itive for the purposes of prices and allocative
efficiency. There is a unity in social phenomena
which must be respected” (1967). There are some
other contradictions. Regarding antitrust legisla-
tion, monopoly is illegal. But oligopoly without
overt collusion, even if it has the same economic
consequences, is not. Moreover, antitrust laws are
sometimes used to condemn two small merging
competitors rather than a single firm that controls
a greater extent of market shares. His judgment is
without appeal: “present enforcement [of antitrust
laws] attacks the symbol of market power and
leaves the substance” (1967).

Instead of relying on antitrust laws, Galbraith
thinks that direct social control of corporations is
more efficient. This preference is first understand-
able because he thinks as every institutionalist that
concentration is “the inevitable product of eco-
nomic imperatives” (Muller 1975). Then, his
experience at the head of the Office for Price
Administration convinced him that direct negoti-
ation between corporations and public administra-
tions is workable. He argues that price control is a
more effective means for avoiding oligopolies’
abuses (1952a, 1967). Muller, considering the
relevance of Galbraith’s analysis, adds that direct
public control and indirect ones, through antitrust
laws, could be complementary so as to reduce the
undesirable effects of market power.

This succinct summary of Galbraith’s concep-
tion of antitrust laws is one of his numerous
innovative analyses. Nowadays such a reflexion
appears even more original since Competition
Policy, especially in the European Union, has
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become a substitute rather than a complement to
Industrial Policy.
G

Impact and Legacy

John Kenneth Galbraith did not give birth to a
school of thought, since on the one hand he was
on the fringe of academia and on the other hand he
did not like to teach. James Galbraith sums up that
“the Galbraith paradox is that the great theorist of
organizations worked alone – he was an intellec-
tual entrepreneur” (2007). Some of his works are
largely known, others deserve to be. The impact of
Galbraith’s works on postwar economics was
however crucial, since he always refused to aban-
don his critical glance towards economics.
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Abstract
This entry begins by setting games within the
general framework to demonstrate their con-
ceptual importance for describing this activity
of humankind. Then the concept of merging
economics and mathematics into what is called
game theory is developed. Descriptions of
important properties, definitions, and typical
examples of games are provided.
Definition

A game is a structured interaction of at least two
players. It consists of rules that set the institutional
framework of possible moves. These lead to out-
comes that are subject to individual preferences,
which generate the incentives to play. If individual
ends are incompatible, dilemmata develop, which
make the underlying strategic interaction particu-
larly visible.
Games and Science

Even before John von Neumann and Oskar
Morgenstern (1944) merged mathematical and
economic theory in their groundbreaking work
Theory of Games and Economic Behavior games
were attracting interest in other fields. For
instance, Johan Huizinga (1933) looked at
games from a psychological perspective showing
that they are a fundamental force and a formative
element of culture as defined by philosophical
anthropology. Games date back to a time before
the development of humankind: Many creatures,
especially primates, but also other mammals as
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well, show game-related behavioral patterns as an
expression of rivalry. From a phylogenetic per-
spective, animals play, and from an ontogenetic
perspective, games are incorporated into the exis-
tence and the development of the personal indi-
viduality of humankind. Games represent a field
of tension between conflict – mankind’s
aggression – and cooperation, the attempt to
bind interests. If we say “a game is captivating,”
then we metaphorically combine these antagonis-
tic aspects in one sentence. In history and social
sciences, managing conflict and mapping it in
parlor games have always accompanied human
development. In fact, John von Neumann (1928)
looked at this issue in his first book on game theory.
The greatest works on strategy, which are often
compared today to game-theoretic models, were
developed by scholars like Sun Zi (544–466 BC)
from China or Carl von Clausewitz (1780–1831)
from Germany. The Art of War (�500 BC, 2003,
2007) and On War (Vom Kriege, 1832) are two
classic books about leadership under conditions
that involve strategic, operational, or tactical
interaction – an aspect of humankind that is also
found in important religious works such as the
Talmud, the Bible, and the Koran.

The work of John von Neumann (1928) and
Oskar Morgenstern triggered not only a broad
scientific development of game theory, such as
the work by John Nash (1950) on equilibria
published half a decade later, it also triggered a
very strict observation of reality and its dilemma
situations. On the level of political thinking, the
concept of zero-sum games is perhaps the best-
known outflow and potentially the least under-
stood. In terms of the military, the concept of a
credible threat during the Cold War was the direct
result of game-theoretic thinking.
Economic and Political Aspects of Game
Theory

If human rivalry is to be oriented toward a com-
mon good, and if the social contract written by
societies is to be productive, the distinction
between institutional rules and the moves allowed
within this framework is of utmost importance.
This relates to extending competition in markets
to the idea of competition among institutions,
especially public institutions. According to the
philosophy of Immanuel Kant (1787) and, in par-
ticular, his concept of the “categorical impera-
tive,” economic institutions should be designed
in such a way that the maxim of their implemen-
tation can be accepted as a general rule or regula-
tion. Thus, dilemmata reach beyond individual
rivalry, extending to the interaction between insti-
tution setters, institutions, and their efficiency in
relation to other institutions, thus binding together
economics and law. This lies at the core of the
very successful German social market economy in
the tradition of Walter Eucken (1952) and Ludwig
Erhard (1957). Rules are to be set so that they are
self-enforcing and follow mankind’s open incen-
tive concept. In such a world, games have two
properties: rivalry over better arrangements at the
higher institutional level and rivalry within the
economic or social world below this roof. This
addresses two aspects accentuated by game the-
ory: hierarchy and dynamics. Who and how are
the rules set for games, how open are they to long-
term change, and who is in charge? Furthermore,
with regard to moves (the complete set of which is
called strategies), how can players learn to distin-
guish between “good” moves and “bad” moves?
The final chapter will take up this subject using
institutional competition as an example.

The rest of the entry is structured as follows:
First we will look at the information side of game
theory and the prerequisites for efficient activities.
Then we will look at how one type of game may
switch to other type when circumstances change.
Finally, we will look at dynamic contexts.
The General Structure of Games

A game is a model of strategic (or tactical) interac-
tion between players who have sets of possible
actions. Since the model captures this interaction
between the players, outcomes are interdependent.
Dixit and Nalebuff (2010) is an introductory text
that requires little formal experience. Standard
textbooks are Rasmusen (2006) or Osborne and
Rubinstein (1994). Binmore (1991) adds humor
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to theory. Players come up with strategies s and
have preferences that are modeled by ordinal pay-
offs or cardinal functions, for instance, production
functions p(.) or utility functions u(.). In its exten-
sive form, the game starts with two possible moves
from the first player’s strategy set (s1

1 and s1
2). This

is followed by the moves of the second player.
Figure 1 illustrates the sequential structure.

One of the best-known games is the prisoner’s
dilemma. The fundamental idea is straightfor-
ward: A murder has been committed and the
police apprehend two suspects tramping in the
area. They lock them up separately and have
them interrogated by an attorney. The vagrants
would be best off if they both remained silent;
then they would be sentenced to only 1 year
each for vagrancy. However, if one of them finks
(cheats, defects) and accuses the other, he will be
set free and the other will be jailed for 9 years. If
both accuse the other person, they will both be
jailed for 6 years. To all extent and purposes, it
would be socially efficient to remain silent. How-
ever, under the absence of coordination, the best
possible strategy is to accuse the other, which,
however, produces an inferior outcome (Fig. 2).

If both defendants remain silent, the outcome is
better than if they accuse each other (both payoffs
are strictly higher values). The best strategies for
one player against the other are underlined. How-
ever, this advantage does not exist with respect to
the other two pairs of payoffs. In addition, the
payoff resulting from mutual accusation remains
unchanged in the sense that neither prisoner can
deviate without disadvantaging himself. This
leads to the following definition:

A set of player strategies is a Nash equilibrium if no
deviation of any individual player’s strategies
(i.e. given the strategies of the other players) results
in a better outcome for that player.

Results in field D are thus underlined twice as
they are the Nash equilibrium.
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One of the most interesting games in the genre
of prisoner’s dilemmas is the tragedy of the com-
mons (Hardin 1968). In this game, a joint
resource is distributed. An overexploitation and
destruction of the resource can only be prevented
if all parties agree to the terms of exploitation.
However, under the absence of coordination,
each individual will seek to achieve his/her own
optimal outcome, and the resource will break
down. The resource-efficient outcome will only
be achieved if there is a high enough expectancy
to cooperate. Figure 3 shows that this is the case
if 60% act in consort. If player A then decides to
defect, he will be worse off (6.6 instead of 6.8
points). This is not yet the case when only 30%
act in consort.

There are many interesting dilemma situations:
The chicken game models a situation where two
cars approach each other on a narrow road with
the question being, which car gives way to which?
The battle of the sexes models a situation where a
couple wants to spend their weekend away from
home; he wants to go to a soccer game, while she
wants to go to the theater. Both strategies on their
own are incompatible with one another, and there
is no joint utility-maximizing outcome. The prob-
lem in this game is that mixed strategies are not
possible. A compromise can only be found, and
socially efficient results can only emerge, if a mix
between the two is possible, for instance, if two
weekends are taken into consideration.
From these discussions, two other notions can
easily be derived:

• In zero-sum games, the extent of the loss on the
one side is identical to the gain on the
other side.

• Zero-sum games are a special variant of con-
stant sum games.

• In policy discussions, people think situations
are zero-sum situations even when they truly
are not. For instance, following Ricardo’s clas-
sic theory of comparative costs, trade is a redis-
tribution that makes both parties better off.
Games with Functions as Payoffs

Often, games are set within a dynamic context as
they develop in an evolutionary way or are played
repetitively. Players are then able to gain experi-
ence, which may encourage them not to fall into
inefficient Nash equilibria, e.g., into the prisoner’s
dilemma trap. Another aspect is the changing of
payoffs in dynamic utility or production func-
tions, as in the following case which combines
the economics of competition with the legal side
of good regulations and governance. The example
follows (Blum et al. 2005, section 7.2.2). In a
competitive environment, the antitrust organiza-
tion sets penalties, p, if competition rules are
broken. The standard reward from competition is
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Basic game Line player (player 1)

Prisoner’s dilemma B1 > A1 > D1 > C1

Chicken game B1 > A1 > C1 > D1

Assurance game A1 > D1 > C1 and A1 > B1

Social optimum A1 > C1 > D1 and A1 > B1
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s � 0; it becomes zero if all players violate com-
petition laws. An extra externality or fringe profit,
f� 0, emerges if all players comply with the rules.
The effort of players is given as e � 0 and the
related disutility is g(e) � 0 (Fig. 4).

Table 1 lists three types of games and the
structure of their payoffs, to which we have
added a social-optimum outcome.

If we evaluate the outcomes, we obtain:

• Prisoner’s dilemma: (player 1, B1 > A1 >

D1 > C1; player 2, C2 > A2 > D2 > B2)

B1 > A1 or C2 > A2 resp:ð Þ , s� p
> sþ f � g eð Þ , f < g eð Þ � p: (P1)

A1 > D1 or A2 > D2 resp:ð Þ , sþ f � g eð Þ
> �p , f > g eð Þ � pþ sð Þ:

(P2)
D1 > C1 or D2 > B2resp:ð Þ , �p

> s� g eð Þ � p , g eð Þ > s: (P3)

• Chicken game: (player 1, B1>A1>C1>D1;
player 2, C2 > A2 > B2 > D2)
•
B1 > A1 or C2 > A2resp:ð Þ , s� p

> sþ f � g eð Þ , f < g eð Þ � p: (C1)

•
A1 > C1 or A2 > B2resp:ð Þ

, sþ f � g eð Þ > s� g eð Þ � p
, f > �p: (C2)

•
C1 > D1 or B2 > D2resp:ð Þ

, s� g eð Þ � p > �p , g eð Þ < s: (C3)

• Assurance game: (player 1, A1>D1>C1 and
A1> B1; player 2, A2>D2> B2 and A2> C2)

•
A1 > D1 or A2 > D2resp:ð Þ

, sþ f � g eð Þ > �p , f
> g eð Þ � pþ sð Þ: (A1)

•
D1 > C1 or D2 > B2resp:ð Þ , �p

> s� g eð Þ � p , g eð Þ > s: (A2)

•
A1 > B1 or A2 > C2resp:ð Þ

, sþ f � g eð Þ > s� p , f
> g eð Þ � p: (A3)
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If we plot these results on a graph, we
obtain the following result, which is illus-
trated in Fig. 5. It seems that good competition
regimes depend on credible penalties; suffi-
cient externalities for good competitive
behavior that can be internalized, i.e., through
long-term growth; and a limited disutility of
effort, i.e., limited levels of transaction costs
for compliance.
What Can Be Learned from Game Theory

Game theory is a formal tool that shows the extent
to which the outcomes of different decisions inter-
act, especially if players have opposing goals. It
provides a rigorous analytical environment for
evaluating efficiency in static or dynamic environ-
ments. Although the ability to model reality in a
very concrete way is limited, the overall structural
messages are extremely important in understand-
ing how to manage dilemma situations. In addi-
tion, players should check whether the game is a
true abstraction of reality – otherwise, failure can
be bitter. In summer 2015, Greek finance minister
Varoufakis made this experience when trying in
vain to provoke the lender Troika in a poker-type
manner and through impulsive behavior in order
to improve his negotiation position, a strategy
already proposed 50 years ago in the Strategy of
Conflict by (Schelling 1960).
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Definition

The GE/Honeywell case, one of the most contro-
versial merger cases in the history of European
merger control, was subject to a long and heated
transatlantic debate on the vertical and conglom-
erate aspects of the European Commission’s 2001
prohibition decision. However, horizontal over-
laps in the specific markets for aircraft and marine
engines were, ultimately, the only reason given by
the Court of First Instance for upholding the con-
troversial decision.
The GE/Honeywell Case

In 2001, the attempted US$ 45 billion merger
between General Electric Company (GE) and
Honeywell International, Inc. could have become
the largest deal of its kind in industrial history.
However, while the U.S. Department of Justice
Antitrust Division (DoJ) allowed the merger on
the condition that minor structural remedies be
carried out, the European Commission prohibited
the merger (European Commission 2001a, b).
Although the Court of First Instance (CFI) criti-
cized the Commission’s analysis of the vertical
and conglomerate effects of the merger, it
dismissed GE’s appeal in 2005, upholding the
prohibition decision based on alleged horizontal
effects.

GE is a diversified conglomerate and partici-
pates in a large variety of markets worldwide. The
main industries it served in 2001 were: aircraft
engines, transportation systems, industrial sys-
tems, power systems, plastics, lighting, medical
systems, domestic appliances, broadcasting (via
NBC), financial services, and information ser-
vices. GE’s only independent competitors in the
supply of civil aircraft engines were Pratt &Whit-
ney, part of United Technologies (USA), and
Rolls-Royce (UK). GE also owned one of the
world’s largest lease aircraft fleets through GE
Capital Aviation Services (GECAS).

At time of merger proposal, Honeywell
International was a diversified technology and
manufacturing company, serving customers
worldwide with aerospace products and services;
control technologies for buildings, homes, and
industry; automotive products turbochargers; and
speciality materials. Its aerospace division had a
strong position in flight control systems, the
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combination of cockpit displays, computers, and
software that control the aircraft.

There are a large number of publications
available on the GE/Honeywell case which may
be categorized by five groups. Firstly, there are
official publications from the European Commis-
sion, the CFI, and the US DoJ. A second group of
literature mainly investigates the divergent out-
comes and discusses which merger control system
is superior, comprising Varian (2001), Jin (2002),
Kolasky (2002a, b, c, d), Burnside (2002),
Hochstadt (2003), Emch (2004), Evans and
Salinger (2002), Pflanz and Caffara (2002),
Ruffner (2003), Morgan and McGuire (2004),
Schnell (2004), Fox (2002a, b), Girardet (2006).
Thirdly, there is a large body of economic and
legal literature focusing on parts of the EC deci-
sion. Here, the focus is particularly on conglom-
erate effects, i.e., bundling and leveraging, which
received most of the scientific community’s atten-
tion, (e.g., Briggs and Rosenblatt 2001, 2002;
Drauz 2002; Emch 2003; Reynolds and Ordover
2002; Choi 2001; Nalebuff 2002; Grant and
Neven 2005; Patterson and Shapiro 2001). The
fourth group of literature analyses the ruling of the
Court of First Instance comprising Howarth
(2006), Montag (2006), Pflanz (2006), Kolasky
(2006), Weidenbach and Leupold (2006),
Schwaderer (2006, 2007), Fox (2006), von
Bonin (2006). Representing the fifth group,
Schumacher (2010, 2013) shows that in contrast
to the decision of the European Commission and
the CFI, the merger would not have led to anti-
competitive horizontal effects. According to the
two-level approach of the European Commission,
firstly the competitive situation of the engine man-
ufacturer in relation to its direct customer, the
aircraft or marine vessel manufacturer, and sec-
ondly the competitive effects in the respective
market of end-use applications must be consid-
ered. Schumacher (2010) shows that GE was not
in the position to exert market power prior to the
merger and would not have been ex post. Apply-
ing the new ECMerger Regulation of 2004 and its
Horizontal and Non-horizontal Merger Guide-
lines or its 2001 predecessor, an overall competi-
tive appraisal has to go beyond the definition
of the relevant market and the calculation of
structural indicators such as market shares.
Assessment of the competitive closeness, firstly,
of the parties’ aircraft engines and, secondly, of
aircraft powered by these engines requires the
analysis of bidding data and technical character-
istics. The engine markets affected are world-
wide bidding markets characterized by volatile
market shares, the high importance of after-sales
revenue and profitable outside options. Based on
publicly available data, information from aero-
space professionals and industry knowledge, the
conclusion of an effects-based analysis of
GE/Honeywell is diametrically opposed to the
Commission’s decision regarding both horizon-
tal and nonhorizontal aspects. As shown in sim-
ilar complex aerospace mergers GE/Smiths
Aerospace (2007) and UTC/Goodrich (2012),
the “more economic approach” to European
merger control, including empirical analysis
firmly grounded in industry-specific expertise,
can help to avoid a pro-competitive merger
being prohibited again based on speculative the-
ories of harm inconsistent with the realities of
the case.
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From a business perspective, gender diversity rep-
resents the heterogeneousness of a workforce in
terms of gender, including that of top management
and the board of directors. Gender occupational
segregation is a phenomenon which is present in
most countries, regardless of economic condi-
tions and the existence of anti-discrimination laws
that ensure full citizenship for women. However,
the presence of women in positions of power and
decision-making in organizations and in public and
private institutions is virtually nonexistent. Most
analysts agree that organizational dynamics are the
main obstacle to the career advancement of women
and that these are still dominated by androcentric
values that exclude them from decision-making.
This still does not solve the problem of reconciling
work with privacy.

The inclusion criterion for gender diversity in
organizations corresponds to a strategy of promot-
ing the participation of women in positions of
responsibility. The central idea of the concept of
diversity is the maximum utilization of the poten-
tial of heterogeneous groups, i.e., how they are
different in terms of gender. Variability is empha-
sized, so that each person is valued for what they
are and what they can contribute with regard to
their personal characteristics. A diversity strategy
gives organizations the ability to attract and retain
diverse talents which are representative of both
sexes. In this sense, gender diversity recognizes
that there is no single way to work but that
labor plurality may be advantageous for an orga-
nization, as it encourages innovation and comple-
mentary perspectives.

Generalized differences were identified in the
gender management practices due to women and
men having several approaches to overall style,
decision-making, and interpersonal relationships.
Several authors, such as Robinson and Dechant
(1997), suggest that the incorporation of women
into the main management bodies entails
a significant increase in business due to the eco-
nomic result set of skills, knowledge, and personal
experiences of women. Women have a higher
ability to achieve a better understanding of the
demands of customers, increasing their chances
of entering new markets (Carter et al. 2003), in
order to promote an effective resolution of prob-
lems and evaluate alternatives (Rose 2007) and to
hire the best executives and directors to limit bias
against minorities (Campbell and Minguez-Vera
2008). All of this will result in positive signals
being sent out to the labor market and the gener-
ation of capital for products that will reduce the
costs borne by companies (Rose 2007).

Additionally, the proponents of gender diversity
on the board feel that their presence is meant to
increase business organizational values and busi-
ness results through the creation of new knowledge
and perspectives (Carter et al. 2003). These are the
key factors in the process of adopting sustainable
forms of behavior in the economic sphere. Further-
more, according to Calas and Smircich (2004),
with regard to the traditional feminine qualities,
rhetoric is a rationale that must include the value
being held for radical changes and for configuring
a new business model that creates value not only
for shareholders but also for different stakeholders.

The above characteristics are specified in the
globally proven fact that women are more sensi-
tive to other perspectives of corporate behavior,
have a greater ability to identify the needs of
different stakeholders, and can provide more
opportunities to satisfy them (Brennan and
McCafferty 1997). Thus, counselors need to be
more participative and democratic and show more
group spirit than their colleagues in promoting
participation and dialogue within the board
and, by extension, in encouraging greater commu-
nication and paying more attention to the interests
of the various stakeholders (Eagly et al. 2003).
They also need to have had a greater number of
experiences outside the business world (Hillman
et al. 2002). All of the above creates, ultimately,
an increased focus on CSR (Singh and
Vinnicombe 2004).

However, from the point of view of value cre-
ation, the presence of more women may also
involve a number of disadvantages associated



Genocide 921
mainly with the diversity of opinions and the
appearance of discrepancies that may cause delays
in decision-making (Smith et al. 2006).
G
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Abstract
The entry defines crimes of mass atrocity, such
as genocide, provides data on their intensity,
and discusses domestic and international
institutions formed to address the crimes. In
addition, the entry briefly surveys the eco-
nomic literature on mass atrocity crimes from
theoretical and empirical perspectives. It pays
particular attention to the economics of inter-
national law.
Definition

By combining the Greek genos (a people, tribe,
race) and the Latin cide (to kill), Raphael Lemkin
(1944, p. 79) invented the word genocide. Article
2 of the 1948 United Nations (UN) Convention on
the Prevention and Punishment of the Crime of
Genocide defines genocide as “any of the follow-
ing acts committed with intent to destroy, in whole
or in part, a national, ethnical, racial or religious
group, as such: (a) Killing members of the group;
(b) Causing serious bodily or mental harm to
members of the group; (c) Deliberately inflicting
on the group conditions of life calculated to bring
about its physical destruction in whole or in part;
(d) Imposing measures intended to prevent births
within the group; (e) Forcibly transferring chil-
dren of the group to another group” (United
Nations 1948). As of 31 October 2014, only
146 UN members are Party to the Convention.
Data, Mass Atrocity Crimes, and
Institutions

Data
In a summary of large-sample datasets on atroci-
ties involving civilians, Anderton (in Anderton
and Brauer forthcoming; henceforth “in A/B
forthcoming”) identifies 201 distinct cases of
state-sponsored genocides and mass atrocities
(GMAs) from 1900 to 2013, 43 state-perpetrated
genocides from 1955 to 2013, and 34 GMAs per-
petrated by non-state groups from 1989 to 2013.
Some well-known genocides include the Arme-
nian genocide (1915–1918; estimated fatalities
~1.5 million), the Holocaust (1933–1945; ~10
million), Cambodia (1975–1979; ~1.9 million),
Rwanda (1994; ~0.8 million), and Sudan-Darfur
(2003–2011; ~0.4 million). A cautious estimate of
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intentional civilian fatalities associated with the
202 state-perpetrated GMAs since 1900 is 84 mil-
lion. Less well-known are non-state perpetrated
atrocities such as conducted by the so-called
Islamic State, with estimated fatalities of 8,198
from 2005 to 2013 (see Uppsala Conflict Data
Program at http://www.pcr.uu.se).

Mass Atrocity Crimes
As defined in the UN Convention, genocide is the
intentional destruction, in whole or in part, of a
specific group of people. In non-genocidal mass
killing, perpetrators do not seek to destroy a group
as such (Waller 2007, p. 14). Crimes against
humanity encompass widespread or systematic
attacks against civilians involving inhumane
means such as extermination, forcible population
transfer, torture, rape, and disappearances. War
crimes are grave breaches of the Geneva Conven-
tions including willful killing, torture, willfully
causing great suffering or serious injury, and
extensive destruction and appropriation of prop-
erty. Ethnic cleansing is the removal of people of a
particular group from a state or region using
means such as forced migration or mass killing
(Pergorier 2013). Violence against civilians
(VAC) can incorporate mass atrocities but it also
includes incidents that are relatively small, specif-
ically, less than 1,000 per case or per year. Along
with genocide, crimes against humanity, war
crimes, and ethnic cleansing are both legal and
scholarly terms.

At the Nuremberg trials of 1945–1946, the
International Military Tribunal found none of the
accused guilty of crimes committed prior to the
outbreak of war on 1 September 1939; litigation
was limited to atrocities during wartime (Schabas
2010, pp. 126–127). Lemkin’s (1944) and the
UN’s conceptions of genocide were novel pre-
cisely because they spoke to criminal acts com-
mitted in wartime or in peacetime. Nevertheless,
the UN definition of genocide has been subject to
critical scrutiny by scholars, for instance in regard
to groups left out (e.g., political), how to identify
“intent,” the inability of the Convention to prevent
genocide, the relationship of genocide to other
atrocities, and misuse of the term (e.g., Curthoys
and Docker 2008). The UN definition of genocide
has not expanded since 1948 to include other
groups, but international criminal law has
evolved. Schabas (2010, p. 141) maintains that
the expanded concept of crimes against humanity
has “emerged as the best legal tool to address
atrocities” and “genocide as a legal concept
remains essentially reserved for the clearest
cases of physical destruction of national, ethnic,
racial, or religious groups.”

International and Domestic Institutions
The twentieth and twenty-first centuries display
the emergence and growth of international
and domestic laws designed to prevent, punish,
and/or foster restitution for atrocity crimes. Table 1
shows a selection of such institutions as well as
sources that provide further information. Adjudi-
cation of mass atrocity crimes began in earnest
following World War I with the establishment of
the Turkish Military Tribunal (TMT)
(1919–1920), which prosecuted organizers of the
Armenian genocide. The trials, characterized as “a
milestone in Turkish legal history” (Dadrian
1997, p. 30), revealed the systematic planning
behind the genocide, enrichment of perpetrators
through looting of victims’ assets, and the lack of
military necessity for the forced relocation of
Armenians. However, the TMT convicted only
15 men among the hundreds who orchestrated
the genocide (Dadrian 1997).

Following World War II, the International Mil-
itary Tribunal (IMT) at Nuremberg was
established in which leading officials were tried
for war crimes and crimes against humanity
(1945–1946). Twelve Nazi leaders received the
death sentence and many others were given long
jail terms. The trials had an important influence on
the growth of international criminal law including
the 1948 Genocide Convention, the International
Criminal Tribunal for the Former Yugoslavia
(ICTY) established in 1993, the International
Criminal Tribunal for Rwanda (ICTR) established
in 1994, and the International Criminal Court
(ICC) ratified in 2002. As of December 2014,
the ICTY had indicted 161 people for atrocity
crimes associated with the wars in the former
Yugoslavia in the 1990s. As of December 2014,
the ICTR had indicted 95 people for atrocity

http://www.pcr.uu.se


Genocide, Table 1 Selection of legal institutions, jurisprudence, and international norms related to genocide prevention
and post-genocide justice

Selection of legal institutions (or norms) Selection of sources for further information

International

International Military Tribunal at Nuremberg (IMT)
(1945–1946)

US Holocaust Memorial Museum (http://www.ushmm.org)

Convention on the prevention and punishment of the
crime of genocide (1948, 1951)

United Nations (https://treaties.un.org), Schabas (2010), US
Holocaust Memorial Museum (http://www.ushmm.org)

International Criminal Tribunal for the former
Yugoslavia (ICTY) (1993)

United Nations (http://www.icty.org)

International Criminal Tribunal for Rwanda (ICTR)
(1994)

United Nations (http://www.unictr.org)

International Criminal Court (ICC) (2002) International Criminal Court (http://www.icc-cpi.int)

Norms on the responsibilities of transnational
corporations and other business enterprises with regard
to human rights (2003)

Hillemanns (2003)

Extraordinary Chambers in the Courts of Cambodia
(ECCC) (2003)

Extraordinary Chambers in the Courts of Cambodia (http://
www.eccc.gov.kh/en)

Responsibility to Protect (R2P) (2005) United Nations (UN A/RES 60/1 www.un.org/Docs; http://
www.un.org/en/preventgenocide)

Domestic

Turkish military tribunal (1919–1920) Dadrian (1997)

US Alien Tort Claims Act (1789, 1980) Michalowski (2013)

Prosecution of civilian atrocities (not necessarily
genocide) in domestic courts (includes Nuremberg and
others)

Schabas (2003), Prevent genocide international (http://
www.preventgenocide.org)
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crimes associated with the 1994 civil war and
genocide and it established the legal precedent
that mass rape during wartime is genocidal. Fol-
lowing the huge backlog of cases awaiting trial in
Rwanda, the government turned to the Gacaca
court system, based on traditional law developed
within communities (Bornkamm 2012). As of
October 2014, the ICC has indicted 36 individuals
for atrocity crimes including three current or for-
mer heads of state: Omar al-Bashir (Sudan),
Uhuru Kenyatta (Kenya), and Laurent Gbagbo
(Côte d’Ivoire). According to its Statutes, the
ICC has jurisdiction with respect to genocide,
crimes against humanity, and war crimes.

Another important international genocide
development occurred at the 2005 UN World
Summit, in which member states unanimously
adopted a norm known as the Responsibility to
Protect (R2P). R2P was part of the impetus for
UN Security Council Resolution 1973, passed on
17 March 2011, which authorized member states
to take actions, including enforcement of a no-fly
zone, to protect civilians from attacks by the
Libyan military. Nevertheless, the UN’s R2P res-
olution has no legal force (UN Doc. A/RES/60/1,
paras 138, 139).

Following the Nuremberg trials and the UN
Convention, several dozen nations have devel-
oped domestic laws to put on trial suspected
Nazi war criminals and/or perpetrators of more
recent atrocities (Schabas 2003). For example, in
2000 the Chilean Court of Appeals lifted former
President Augusto Pinochet’s immunity from
prosecution, paving the way for trial for his role
in civilian atrocities that occurred during his lead-
ership (Pinochet died prior to any conviction).
The case is notable not only because it involved
a state’s prosecution of its former leader, but also
because Pinochet’s initial arrest occurred in Lon-
don based on an application of “universal juris-
diction” by European judges. Universal
jurisdiction is a principle by which a state
(or states, in the Pinochet case) asserts its right to
prosecute a person for an alleged crime regardless
of the crime’s location and the accused’s residence
or nationality (Lunga 1992).

http://www.ushmm.org
https://treaties.un.org
http://www.ushmm.org
http://www.icty.org
http://www.unictr.org
http://www.icc-cpi.int
http://www.eccc.gov.kh/en
http://www.eccc.gov.kh/en
http://www.un.org/Docs
http://www.un.org/en/preventgenocide
http://www.un.org/en/preventgenocide
http://www.preventgenocide.org
http://www.preventgenocide.org
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Not shown in Table 1 are formalized norms
within for-profit and non-profit organizations
designed to inhibit complicity in atrocities. The
ICC followed the ICTYand ICTR in having juris-
diction only over “natural persons” and not “legal
persons” (Cernic 2010, p. 141), which ruled out
prosecution of corporations complicit in genocide
(individual agents within corporations can be
tried). Multinational corporations have been com-
plicit in genocide in many cases, but have not
usually faced prosecution (Kelly 2012). Neverthe-
less, there have been legal efforts, including use of
the US Alien Tort Claims Act, to bring litigation
against corporations for alleged complicity in
atrocities and other human rights abuses. Such
litigation is leading companies to develop norms
to avoid such complicity (Michalowski 2013).
Theoretical and Empirical Aspects

This section asks: What are (some of) the risk
factors that economic theory and associated
empirical work point to, i.e., what makes the risk
nonzero (r> 0)? The section thereafter asks: How
can genocide risk be reduced below 1 (r < 1)?

Theoretical Perspectives
Formal economicmodels of genocide are relatively
new in the literature on conflict, peace, and security
between and within states. Verwimp (2003), Fer-
rero (2013), Anderton and Carter (2015), and
Anderton and Brauer (in A/B forthcoming) present
nonstrategic constrained optimization models to
highlight conditions under which a political author-
ity would choose genocide as part of its goal of
controlling territory or government (or both). The
models reveal conditions in which genocide has a
low opportunity cost for the authority, specifically,
when genocide enhances the authority’s control in
the context of crisis or war, is not too disruptive to
economic activities (e.g., trade), is conducive to
looting victims’ wealth, and is not likely to gener-
ate third-party intervention. Under such conditions,
genocide is “cheap,” and a positive amount
demanded can exist. Genocide prevention requires
that the opportunity cost of genocide is made high
through sanctions, credible threats of third-party
intervention to help victims and/or oppose author-
ities, threats of prosecution, and surveillance of
atrocities which can lead to “naming and shaming”
of perpetrators. In addition to modeling genocide
risk factors, Anderton and Brauer (in A/B forth-
coming) use a Lancaster household production
model to study the “optimal” choice of genocidal
techniques (e.g., mass killing, starvation, forced
relocation, etc.) by a regime that has already chosen
genocide. Among the results is a “bleakness theo-
rem” in which protection policies along one or just
a few dimensions have relatively little overall
effect, and sometimes no effect, in protecting
victims.

Game theory models of genocide consider stra-
tegic interactions between warring groups and/or
between an oppressive in-group and an out-group
in which intentional destruction of civilian groups
is part of war tactics or strategy. For example,
Azam and Hoeffler (2002) identify conditions in
which warring sides use violence against civilians
to strengthen themselves in their strategic interac-
tion. Focusing on the years preceding the 1994
Rwandan genocide, Verwimp (2004) develops a
four-player game to model the strategic interac-
tions among the regime, the domestic opposition,
a violent rebel group, and the international com-
munity. Within the game, eliminating the moder-
ate Hutu opposition and exterminating the Tutsi
can be “optimal” strategies. Anderton (2010)
draws upon the bargaining theory of war to show
how severe threat against an authority group or an
incentive to eliminate a persistent rival can lead to
genocide as an “optimal” choice. Anderton (2010)
and Gangopadhyay (in A/B forthcoming) use
evolutionary game theory to model how genocide
can become socially contagious (acceptable)
among “ordinary people.” Vargas’ (in A/B forth-
coming) model of contestation between a govern-
ment and a rebel group reveals the incentives of
each to side to kill the civilians who are
supporting the enemy. Within the model, Vargas
finds that the strengthening of either side can have
ambiguous effects on the total number of civilians
killed, thus showing that third-party support
for one side or the other can potentially increase
civilian killing. Esteban et al.’s (forthcoming; in
A/B forthcoming) inter-temporal models of
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contestation between a government and a rebel
group reveal several important and sometimes
counterintuitive results. In particular they find
that new discoveries of resources, democratiza-
tion of the polity, and third-party intervention to
defend vulnerable civilians can enhance incen-
tives for mass killing if they materialize under
the “wrong” conditions.

The lessons of constrained rational choice and
game theory models for thinking about the emer-
gence of laws designed to punish and prevent
genocide are critical. Laws that come into being
will be evaluated by potential perpetrators of
genocide as part of the constraint set being
faced. Such agents, if determined to carry out
genocide, have an extensive menu of inputs for
working around such laws to achieve objectives.
Laws to punish or prevent genocide must consider
the multiple options available to potential perpe-
trators and the potential for laws to lead to
unintended consequences. This concern is espe-
cially significant in the context of strategic inter-
play between a government, rebel organization,
and possible third-party intervener. If not care-
fully designed, law to prevent and punish geno-
cide can serve to increase incentives for atrocities.
(On the design of law, see the next section.)

Perspectives from behavioral economics also
help to study genocide (e.g., Anderton and
Brauer; Slovic, Västfjäll, and Gregory, both in
A/B forthcoming). Especially important is the
reference-dependent objective function of one
or a few leaders who have become accustomed
to control of political, economic, and/or territo-
rial goods. Experiments in behavioral economics
often find evidence of loss aversion, in which,
relative to a reference point such as current hold
on power, subjects believe they are worse off
from a loss than a similar gain leads them to
feel better off. The notion of loss of power as a
form of extreme crisis or existential threat in the
minds of leaders is palpable in many genocide
case studies (Totten and Parsons 2013). Such
losses, coupled with the behavioral phenomenon
of loss aversion, suggest that leaders could make
extreme choices including repressive violence
or genocide to avoid loss (Midlarksy 2005,
pp. 64–74).
Empirical Perspectives
About 30 published large-sample cross-country
empirical studies of genocide or other forms of
VAC risk or seriousness exist (see Anderton 2014;
Anderton and Carter 2015; and Hoeffler in A/B
forthcoming). Most of these focus on genocide
risk or severity from the perspective of countries,
and thus they focus on the problem of genocide
from the “macro” or top-down perspective.
Another branch of empirical genocide literature
focuses on particular countries, regions, or locales
in which genocide took hold and spread, thus
emphasizing a “micro” or bottom-up perspective.
While almost all of the empirical studies of geno-
cide in the literature focus on risk or seriousness
based on historical data, studies are emerging with
an emphasis on forecasting (e.g., Rost 2013;
Butcher and Goldsmith in A/B forthcoming).

The most prominent macro-empirical study of
genocide risk in the literature is by Harff (2003),
who focused on a sample of states that experienced
“state failure” (e.g., civil war, regime collapse) from
1955 to 1997. Of 126 state failures in the sample,
35 led to genocide. Conditioned on state failure,
Harff used logit analysis to identify six significant
risk factors for genocide onset: magnitude of polit-
ical upheaval; history of prior genocide; exclusion-
ary ideology held by the ruling elite; autocratic
regime; ethnic minority elite; and low trade open-
ness. Failing to make the list of significant risk
factors was economic development, which Harff
proxied by infant mortality. Another important
macro-empirical study of mass atrocity risk is East-
erly et al. (2006), who assemble a dataset for many
countries for the period 1820–1998. Among their
key results, they find that mass atrocity is signifi-
cantly less likely at high levels of democracy and
economic development, in which the latter was
proxied by real income per capita.

Regarding potential economic risk factors for
genocide, subsequent empirical research suggests
that Harff’s result for trade is not robust with most
studies reporting no significant impact of trade on
atrocity risk. In addition, Harff’s result on eco-
nomic development is open to question because
an inverse relationship between real income per
capita and atrocity risk or seriousness is one of the
few modest empirical regularities in the literature.



926 Genocide
Other economic risk factors considered in the
empirical literature are income inequality and
resource dependence, in which no empirical reg-
ularities have yet emerged, and economic discrim-
ination, which is only beginning to be considered
but in which two studies report a significant pos-
itive effect on genocide risk (Rost 2013; Anderton
and Carter 2015). In the emerging empirical fore-
casting literature on genocide, no clear results as
yet stand out in regard to the roles of economic
variables. In their survey of such literature,
Butcher and Goldsmith (in A/B forthcoming) sug-
gest that “while economic factors might have an
underlying causal effect on the likelihood of geno-
cidal violence in a society, as predictors in fore-
casting models they might be overshadowed by
political or demographic factors that are more
proximate to genocide onset.”

In addition to large-sample, macro-empirical
studies of genocide risk or severity are country-
specific, micro-empirical studies that focus on
particular characteristics of a nation, region, or
individuals that led to the onset or spread of atroc-
ity (e.g., Ibañez and Moya in A/B forthcoming;
Justino in A/B forthcoming). Country-specific
studies typically identify historical, social, and
economic conditions particular to the country
and tactical and strategic aspects of war that are
critical for understanding atrocity. Such finer-
grained elements can be glossed over in large-
sample cross-section studies. For example, Ibañez
and Moya’s (in A/B forthcoming) study of
Colombia reveals many dynamic, nuanced, and
interrelated aspects of community and household
incentives for civilians to flee violence, why some
do not flee, and why contesting military forces
(government, militias, rebels) tactically and stra-
tegically kill and/or force the relocation of civil-
ians. Such complexities are obviously critical in
considering laws to reduce risks of future civilian
atrocities, but also in prosecuting perpetrators and
designing reparations in post-genocide settings.
Economics of International Law

Despite some cases of GMA having been brought
to trial in national and international courts or
tribunals – the Armenian trials in Turkey, the
Nuremburg trials, the Pinochet case, and more
recent tribunals regarding Cambodia, Rwanda,
and the Balkan wars of the 1990s – the overall
record of reducing the risk of GMA to below
certainty (r < 1) is only mildly encouraging.
There are several reasons for this. First, even
assuming away issues of ignorance and apathy,
as a matter of economics, unilateral action runs
into the problem of sufficient scale and multilat-
eral, collective action into issues related to strate-
gic behavior, free-riding, coordination, agency,
benefit appropriation, and cost shifting. Even
assuming that none of these pose a problem, all
options rely on the existence of well-codified and
well-functioning regimes of national and interna-
tional law and their enforcement. Second, as a
matter of law, then, reducing GMA risk is difficult
because (a) state sovereigns are cautious to accede
to any international treaty that may later expose
them to legal liability in the first place and
(b) because state sovereigns generally do not
cede jurisdiction over nonstate GMA actors to
international bodies (e.g., Nigeria maintains juris-
dictional prerogative over Boko Haram; and if a
nonstate actor prevails in an internal conflict it
may not be brought to justice at all). And third,
as a matter of institutional design, these topics
bring up questions, to echo Oliver Williamson
(1999), as to what kind of bad GMAs are in the
first place and, correspondingly, what kind of
good GMA-related laws are, and how to best
supply them.

On the demand (or usage) side, are GMA and
GMA-related law private (excludable and rival-
rous), public (nonexcludable, nonrivalrous), club
(excludable, nonrivalrous), or common-resource
pool (nonexcludable, rivalrous) bads or goods, or
some changing mixture thereof? And on the sup-
ply side, are they best provided by private or
public actors, or some changing combination of
the two, and what is the technology of their pro-
duction (e.g., best-shot, weakest-link, aggregate
effort, or variants thereof)? What sort of issues in
agency, transaction costs, and institutional design
arise? While a considerable global public goods
(GPG) literature has sprung up in economics (e.g.,
Kaul and Conceição 2006 and literature cited
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therein), application to the design of international
law as an instance of GPGs is thin in general
and almost entirely absent in regard to law and
GMA (see, e.g., a recent symposium of papers in
the European Journal of International Law,
23(3), 2012).

As regards GMAs, we suggest that indiscrim-
inate chemical weapons gasing may be conceptu-
alized as a public bad for the affected population if
it is neither feasible to exclude oneself from the
gassing nor feasible to seek effective shelter (there
can be no rivalry for shelter if there is none to be
had). Those who do manage to crowd into a
shelter, however, partake in the benefit it offers,
the shelter being a common-resource pool good,
while those left behind on the street suffer a com-
mon-resource pool bad (nonexclusionary but
rivalrous). In contrast, genocide would be a club
bad precisely because its architects differentiate
and select victims. Finally, examples of a private
bad suffered in violent conflict include
un-orchestrated rape in war or the death of a
soldier in the performance of his or her duties
(the “expected” bad in war, but not a war crime).
Similarly, in regard to the good that GMA-related
law may provide, international law of war is
intended as a GPG in that all soldiers share in
the benefits the law provides and none of them
are excluded. In contrast, national law is private to
the state whose legislative body passes it: It
excludes nationals of other states and reserves
benefits to its own nationals. But all international
law is effectively a club good, benefitting those
who accede, and becomes a pure GPG if and only
if all states become Party to the treaty in question.
In practice, however, it is conceivable that benefits
can be withheld so that the benefits law offers
become rival to those with the means to access
its provisions when needed. Thus, while the
Genocide Convention is (not quite) a global pub-
lic good in principle, the evident practice of “too
little, too late” suggests that its enforcement is
rivalrous and therefore constitutes a common-
resource pool good.

Even this cursory “walk around goods space”
(Brauer and van Tuyll 2008, Chap. 8) suggests
that the good (or bad) in question can take various
forms and that each may change across
geographic space and time. Neither the goods
nor the bads are necessarily unitary (of a single
form), and to conceive of GMA simply as a global
public bad requiring a global public good
response may be inadequate. Moreover, as Shaffer
(2012) points out, international laws can be rival-
rous to each other and their construction is
designed, in part, to trade off against multiple
national laws (legal pluralism).

In addition, economically efficient (no under-
or overprovision) GMA-law in response to GMAs
may depend on the summation technology of
GMA production. Applying Hirshleifer’s (1983)
insight, that some GPGs are best provided as best-
shot products (the single-best effort suffices; no
need for anyone else to contribute to its provi-
sion), weakest-link products (the weakest pro-
vider limits the good’s effectiveness), or
aggregate effort products (the more is provided
by all, the better for all), Shaffer (2012; esp.
Table 2, p. 690), argues that best-shot GPGs are
best dealt with in global administrative law,
weakest-link GPGs by fostering legal pluralism,
and that only aggregate effort GPGs may require a
global constitutionalist approach. To illustrate,
when a single country has effectively become
the world’s only superpower to intervene in
other states’ (GMA or GMA-alleged) affairs, it
may be tempted to overreach or under-reach
according to its own cost-benefit calculated per-
ception of its Responsibility to Protect, regardless
of the wishes of all other UNmembers. But super-
power intervention or nonintervention solely at its
own discretion challenges global legitimacy (the
US is often accused in this regard; France, in
regional interventions, less so). Such situations,
Shaffer (2012) argues, are best dealt with by
global administrative law which might hold the
“incumbent” of the superpower “office” responsi-
ble for its actions. We imagine (since Shaffer does
not address GMA), that instead of a Genocide
Convention, there might exist an UN-approved
automatic trigger obligating the superpower to
intervene in cases of GMA, subject to global
administrative law. As of this writing, little has
been theoretized in this regard.

An additional issue pertains to trans-
generational global public goods. Again, this is
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insufficiently theorized but probably of great
importance in cases of GMAs since each event
carries significant generational implications (for a
review see, e.g., Ibañez and Moya in A/B forth-
coming). For public goods provision, Sandler
(1999) speaks for four levels of awareness rules:
First, the myopic view considers making a mar-
ginal cost (MC) contribution to the provision of a
GPG only up to the sum of the marginal benefits
(MB) a state estimates for its own current gener-
ation, MC = SMB. Second, although still selfish,
a forward-looking view is to include one’s own
offspring generations, i, such that MC = SMBi.
Since the expected benefits are larger, this trans-
lates into greater willingness to make a larger MC
contribution. Third, a more generous view of the
benefits summation includes other states’
populations, j, but only for the current generation
(MC = SMBj). The most enlightened view of
all – we call this the “Buddha rule” – sums the
expected benefits across all generations across all
populations, MC = SMBij. Since such benefit is
likely to be large, it justifies correspondingly large
outlays.

Finally, design criteria for GPG that would take
account of goods (or bads)-space, summation
technologies, transboundary, and trans-
generational aspects have been discussed in the
literature (Sandler 1997) but rarely in regard to
GMA-related national and international law
(Myerson, in A/B forthcoming, is an exception).
It would appear that a fruitful field of inquiry is
ready for exploration in this regard.
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Germany
Abstract
Geodesy, starting as a scientific discipline
exploring the size of the earth in the eighteenth
century, soon produced the basis of modern
land tax systems and enabled the institution
of individual property rights in real estate, a
backbone of the constitutional order. Geodesy
stimulated the development of the modern state
by data collection and land management
methods. The satellite techniques and the
advancement and the expansion of the sensor
technology based upon the theoretical mastery
of the space in methods and incoming
data made the geodesy and its professionals
effective in the public management and the
economy. Geodesy as an economic sector
producing and managing geo-information is
deeply woven in different disciplines of sci-
ence, public administration, and economy but
recognizable by its methods and results.
Definition

Geodesy is a discipline in science, government,
land management, and industry. It addresses the
shape and the shape near earth, the national gov-
ernment of land, the land management, and real
estate property.
Geodesy: Reference Frame for the Earth

Geodesy explains the knowledge about the shape
and shape near earth. It comprises specific
methods which are useful to analyze tectonic
movements but also to manage countries, land,
and plots.

It needed more than two millennia to go back
to the anthropocentric worldview, but then in the
seventeenth and more in the eighteenth century,
the technical progress blessed Europe with tele-
scope and a growth of mathematics. The conquest
of the continents brought new knowledge about
the earth. The question for the right dimension and
the shape of the earth moved into the center of the
scientific research. Since the angular measure-
ment succeeded to feature a considerable accu-
racy, the measurement of length was the biggest
problem for 200 years (Torge 2009).

The geodetic science succeeded to improve the
determination of the dimension of the earth by
long triangulation chains along the several merid-
ians on the northern and southern hemisphere.
The determination of the International Meter was
more or less a by-product. On the basis of this and
the expansive surveying methods, the European
governments had new tools to manage the coun-
tries in a just way. The national economies were
able to flower out in an unimagined way.

This deconvolution was a precondition for the
preeminence of the European nations in the world.
The implemented techniques gave distinction to
the scientific specialization under the name of

https://treaties.un.org
https://treaties.un.org
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“geodesy.” The application of the methods in
small-scale areas of about less than 1 km2, in
which the spatial discrepancies are negligible to
small for a sufficient accuracy (Kahmen 2005),
coined the profession of the “geometer,” later
referred to as “surveying engineer”.

Whereas the systems of base mapping – big or
small – got a national character, because the mil-
itary security asked for that, geodetic technology
always had to be international. Only with interna-
tional cooperation and in addition with the coop-
eration with the neighbored geosciences, the
possibility evolved for tackling the phenomenon
“earth” (Ledersteger 1969) (Fig. 1). And all the
more so when the scientific progress bestowed
methods on us which could determine the gravity
field, the rotation of the earth, the movements of
the continents, and the mass movements of the
earth’s interior (Fig. 2).

To determine the geodetic frame for national
control networks was always one of the most
important tasks of geodesy. But international
cooperation on this became more and more suc-
cessful (Schuster 2005). The International Earth
Rotation and Reference Systems Service (IERS)
maintains the International Terrestrial Reference
System (ITRS), which describes the procedures
for creating reference frames suitable for use with
measurements on or near the earth’s surface. This
International Terrestrial Reference Frame consists
of the high-precision coordinates and velocities of
about 400 globally distributed stations (Fig. 3).
These three-dimensional Cartesian coordinates
and velocities define the positions and the plate
tectonic movement, the ITRS.

The ITRF points are part of the European
ETRF and the regional networks like the German
control net, called DREF, or even networks of
lower order under national control; they form
together the international frame of high precision.
It makes us measure the dislocations of the 19 tec-
tonic plates (Fig. 4), (Sella et al. 2011).

From the beginning astronomical geodesy was
necessary to locate the datum of every triangula-
tion net on the ellipsoid. Soon satellite orbits were
calculated, and the theoretical earth tides were
compared with those measured by gravimeters
and horizontal pendulums. Insofar geodesy was
prepared for the huge next step, the use of the
earth near satellites. Up to that time, the meteoro-
logical conditions only were disruptive elements
for the optical determination of lengths and
heights, but then the meteorological surroundings
more and more came into view with the higher
accuracy of all results.

Geodetic measures are deeply influenced by the
shift of masses (Fig. 5) between tectonic plates and
the respective interdependence with solid earth and
oceans, atmosphere, hydrosphere, cryosphere, bio-
sphere, and asthenosphere (universe). The scientific
picture of the earth changed from the spherical
shape of the spheroid to the ellipsoid, further to the
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Geodesy, Fig. 4 Tectonic plate dislocations (ITRS Combination Centre at DGFI-TUM 2014) https://www.dgfi.tum.de/
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geoid. In addition the geodetic science taught us that
our earth is in an ongoing process of change.

Today, the highly accurate geodetic frames
ITRF and ETRF and the national frames like
DREF are combined, even merged. Everybody
can locate himself or move in that system. His
measurements – mounted in the net – are now
worldwide identifiable for about better than
1 [cm] (Seitz et al. 2016). Unlike earlier times
the surveying engineer can detect, if the sunspot

https://www.dgfi.tum.de/international-services/itrs-combination-centre
https://www.dgfi.tum.de/international-services/itrs-combination-centre
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activity is strong and the magnetic field is
jammed. This he has to take care of when
performing his measurements.
Individual Property Rights

During the colonization of earth, people became
increasingly aware that fruitful land is a scarce
resource. It is worth to settle there and to assert
the ground. On those places, where people met for
trade and change, regulations were accepted for the
peaceful way of dealing with each other. Not men-
tioning the tremendous achievements of the
Romans in surveying of their empire, the geodesy
steps into the limelight of history, when the harvest
tax systematically turned to ground tax. At the end
of the eighteenth century, the science provided the
technological possibility to expanse scalable maps
over the country and to document securely the
property borders (Fig. 6). Since that time a fair,
area-based tax regime became possible. Tax cadas-
tres became fashionable for modern states. Soon
large-scale soil fertility evaluation systems for
farmland were set up on these cadastres.

The systematization of the taxation (Fig. 7) and
the spread over the countries took technically and
politically nearly a century in Europe. But this
installation provided the nations with safe funds
(Fig. 8). The other side of the coin was that the
citizen’s rights in their property were
strengthened. Geodetic technique was weaved in
the deploying civil system of justice. The civil
code, the land register ordinance, and the official
regulations for the property cadastre came to their
heyday at the beginning of the twentieth century.
The taxable value is a legal definition for private
plots, operational premises, and farming or for-
estry property. It should be equivalent to the mar-
ket value, but all over Europe, there is a great
variety of tax procedures and level of taxation.
In countries like the Netherlands and Sweden,
the method of mass evaluation for the ground
taxation is discussed. A lot of member states of
the European Union are seeking for an easy and
secure way for this taxation. The qualitative clas-
sification of the nations concerning just ground
tax, secure property, and successful mortgaging is
an unmistakable sign for the development of land
management.

The development did not come to halt (beside
the communistic part of the world). Legal and
management principles changed with the devel-
opment of the economy and its regulations. The
improved cartography and copying techniques
lead to further cadastres showing other attributes
of parcels and their buildings (i.e., cadastre on
public land charges or pollution suspicion cadas-
tre, geothermal cadastre, ao). They influence the
rights in land substantially.

The geodetic professionals working in private
or public businesses managed the property
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cadastre and taxation in form of cadastre measure-
ments and cadastre amendments and the evalua-
tion of the ground (Schuster 1981).

In the nineteenth and twentieth century, the
rural and urban land readjustment and the man-
agement of settlement became an important eco-
nomic factor driven by geodetic professionals.
With the measures of public authorities, the
farmers succeeded to raise their crop yields sub-
stantially; the drift of the population to the cities
was stopped. They succeeded to overcome the big
streams of people into the industrial areas.

At least after the SecondWorld War, they man-
aged to integrate 12 million people into the West
German population. Geodetic reallotment and
evaluation measures were a significant part of
the success.
Real Estate Economy

Geodesy is a basis for all real estate economy.
The upcoming time of geo-information opens
new economic prospects and effective tools for
the protection of our environment. The safe gov-
ernmental documentation of properties and the
loan capabilities (Kerl and Schuster 2003) pro-
vided the growing economy by capital generation.
The results are reflected in a growing built-up
space for industry and residence. Diverse forms
of right or property were developed on the basis of
the property register and cadastre. They devel-
oped their own business cycles. Geodetic services
were part of this process of development, but
managed mostly only the geometric relocation of
the property borders. Slowly they supplied the
growing demand of their clients in consulting
concerning the more and more complex subject.

In the socialist countries, this development
failed even if the geodetic basics and also services
for mapping and the building regulations were
still or even newly existing. Without the individ-
ual property in land, the economic shaping forces
were lame. The real estate economy was no area
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of added value. After the political transformation
in 1989, this form of economy on the basis of land
quickly induced a takeoff. The authorities quickly
transformed their character and got reformed. But
with these events, the societal questions around
land are not yet answered. The more developed a
nation and its civil class is, the more sophisticated
and dense is the wood of regulations based on
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land. This business life pushes the gross national
product of a country immensely. But in that
sphere, there is easily coming up the danger of
non-genuine growth: economic blows and the
growth of bureaucracy can jeopardize the national
economy. Both emerge because of inappropriate
regulations and misguided public work.

Geodesy is part of this economic process by its
land management component, which expanded its
methods and performance strongly in the second
half of the twentieth century. The German federal
building law (BauGB) and the federal land use
order (BauNVO) together with the rapidly grow-
ing public law considerably influenced the
methods of property evaluation and readjustment,
which were used in the public and private part of
the business life. Other developed countries have
similar regulations.

The development of standard ground values
and the installation of committees of expert val-
uers became an internationally acclaimed model
for subduing the blows or deflation elements.

Since the Millennium not only the migration
from country to town was noticeable but also the
diminishing of an aging European population
becomes apparent. The economic output of the
house construction industry became much smaller
and this happened as well in that part of the
geodetic economy. On the other hand, the invest-
ments for the maintenance and renewal of the
buildings pushed ahead by certain tax reductions
and ecological regulations grew strongly. The
industry sold their houses for workers by privati-
zation, so the number of transactions swelled
(Fig. 9). The people as economic actors wish to
safeguard their property, and by that the economic
transactions remained on a high level.

Foreign capital searched from 2005 to 2008
for investment opportunities. This pushed the
price level especially in the European agglomera-
tion zones. Geodetic services are involved in
that part of the economy with evaluation of real
estate, property consulting, and evaluation for
mortgages.

These different types of propulsions let the
transaction traffic remain on a high level, even if
the development of new development in unbuilt
areas was strongly reduced.
From both pictures (Figs. 9 and 10), you can
deduce the economic importance of the real estate
economy. In a city of 500.000 inhabitants happen
to be concluded not more than about 4000 con-
tracts per year, which means not more than about
8.000 contract parties. It is a small part of the
town’s people to exchange a fortune of 500 Mio
€ up to 1 billion € per year. A number of 250–500
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unbuilt plots with a transaction value of 50 to
80 Mio € changed the ownership. These plots
are predominantly the basis of a development of
the city further on.

The number of contracts for developed, built
plots is about 1.500; their value balances around
500 Mio €.

1200 to 1500 contracts are concluded
concerning residence and part ownership with a
value of about 60 Mio €.

Behind the curtain of this development, over
the years there are a lot of different influences
changing from year to year. The last ascent of
values is reckoned to be based on the fear of
people for their financial assets, not coming from
a bigger need on the renter’s side.

From “concrete gold” people expect to gain the
best long-term maintenance of value.

Market economy is a contract economy. The
exchange of property only means the top of the
economic contracts in the real estate economy.
The broad base of contracts is the renting
contracts.

An exchange by contract of about one billion €
releases work for the service institutions register
and cadastral office, notary, broker, and public
appointed surveyor of about 50 Mio €. The
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transaction tax for the community as well costs
the parties 5% which means about 50 Mio €.
Geodetic Technology

Geodetic technology is more productive than ever
in history (Schuster 1985). The number of sensors
and items grew enormously: satellites for GNSS,
altimetry, gravity field missions, side-looking air-
borne radar (SLAR) or synthetic aperture radar
(SAR), and Doppler Orbitography and Radio-
positioning Integrated by Satellite (DORIS)
(Fig. 11). Not to forget the equipment for atmo-
spheric exploration, the Very Long Baseline Inter-
ferometry (VLBI) and the tide gauges or even
complex systems like tsunami detectors are all
being used in the low and medium earth orbits.

With remote sensing a new geodetic technique
came up for evaluation of the satellite photogra-
phy, laser and radar surveys.

New sensor technology presents a variety of
technical devices with regional impact like sur-
veying planes or helicopters, steered by IMUs
(inertial measurement units) with a variety of air-
craft cameras and lasers. Most of the sensors
built have a local impact: GNSS Rovers for dm
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or cm – accuracy, combined positioning and sen-
sor systems for vehicle fleets or personal tracking
as well as tachymeters as total stations and laser
scanners of different type (Fig. 12).

In the metrological scale, we find many robot-
ics and high-precision measuring instruments
(laser tracker ao), necessary for 3D measure-
ments, and in-house laser systems in a local refer-
ence system.

The geodetic methods are directed upon maps
and scientific results, but also upon data pools
consisting of maps and alphanumerical informa-
tion like property cadastre and surveying and
engineering geodesy. They are used for the con-
trol of the building process. There is a big variety
of procedures, products, and results. As far as they
are based on measurements, they are to be distin-
guished by an implicit or explicit stochastic. For
long the maps developed to graphic interactive
systems (GIS). The orthophoto as an automati-
cally generated aerial scalable photo is a world-
wide proven and successful product.

Unexpectedly the unmanned aerial vehicle
(UAV) or shortly drone started its triumphal
march into the geodetic technology: equipped
with cameras of most different quality or even
small lasers, they catch up the objects in the
space near to the surface (Haala and Schwieger
2017). The point clouds produced lead to new
economic useful results, i.e., for monitoring,
quantity or mass calculation, urban models of
higher level of detail (LOD), roof landscapes as
orthophotos (Fig. 13), a geodetic base for the
building information modeling (BIM), or disaster
control. Powerful geodetic software modulates
the transformation of the point clouds.

Geodetic laser scan or even laser slam methods
(without any fixed standpoint) capture new fields
of application spirited up by the revolutionary
building information models, which need and are
able to process Big Data results during the con-
struction process (Fig. 14).

Parallel to mechanical engineering, the quick
comparison between the actual status of a con-
struction in progress can be realized with an
authentic point cloud by laser slam, which is
called “trusted living point cloud” (Fig. 15).

The actual expansion of the sensor technology
and the velocity of the data capturing enable the
geodesy to do its bit for the “smart construction
site.” The cross-linking of sensors, devices,
machines, and finally the workforces is beginning
(Fig. 16). The result is a seamless communication
between sensors and server over the Internet. The
sensors deliver the current necessary information
for workforce and fleet management and support
the accounting of the site’s activities. Complex
algorithms and modern mathematical filter
methods have to be composed.

Inertial measurement units (IMUs) in connec-
tion with great effort in terms of data filtering will
play a great role in the future geodetic technology,
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because they are able to fix the coordinates of a
moving object down to [mm] accuracy together
with GNSS as a frame. So the coordinates of any
moving object can be created coincidently. One
scientific challenge of the hour is the high-
precision time adjustment of the different moving
sensors.
Geodesy, Fig. 14 Building captured by laser slam – base
for BIM
The New Age of Geo-Information

Geodesy means basically the technique, which
connects freely selected points with an imaginary
line. This technique got social and economic
importance with the property cadastre. The border
points were surveyed, and the imaginary line
between them was the property boundary. It is
the borderline between the spheres of activity
between neighbors. These borderlines are the
most important legal and economic reference
frame (Schuster 1997). Most of the authoritative
actions and private measures relate to that system.
Coordinate systems – as described above – are
from that view auxiliary systems, which ease to
comprehend the economic life.

Two hundred years ago, the installation of such
a reference system “property borders” needed a
huge economic effort of the authority. Today, the
sum of new technologies enables the geodetic
community to give a coordinate to all points, on
which the society wants to imprint its will. Since
that procedure happens quickly, the movement of
objects or even that of men can be documented in
such coordinate systems.

Vice versa every coordinate created bears a cer-
tain information, the geo-information (3. Geo-
Fortschrittsbericht der Bundesregierung 2012).

Seen from an economic viewpoint, the ele-
ments of the unnumbered nature and that of
human privacy become finite-measurable. This
means that water, air, wood, etc. a hundred years
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ago were unnumbered “free goods”; every human
being was allowed to use or pollute them. Since
the pollution is measurable, every tree is identifi-
able and such countable items run short in the
mind of the people and economically as well.
They even run short in a double sense of the
word, physically and economically.
The information – attached to the coordinate –
has a value, even when it is outdated. This value
has not an eigenvalue in the economic sense; it has
only a value in relation to the primary object: the
“plot” or the “natural person” or “legal entity.”

These newly created huge amount of data need
an evaluation to be understandable. Therefore
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meta-levels are needed, which means the graphic
design in gliding scales and gliding adapted
degree of abstraction.

Meta-data as well mean numerical descrip-
tion, the naming of maps and the description of
the accuracy of the coordinates or related
structures.

The public authorities gain a lot of advantages
for their work on future topics like climate,
energy, mobility, sustainability, and demo-
graphics. The European authorities started early
with INSPIRE and Copernicus (former GMES)
(Allessandro and Claude 1999). On national and
regional level, the European structure got sub-
structures (i.e., GDI-DE) partitioned to
responsibilities.

The INSPIRE directive gives the legal frame
for that Europe-wide geo-data infrastructure.

Worldwide suppliers of geo-information like
Google or Microsoft today seem to be unavoid-
able, and they disperse in the economy with new
business models (Barwinski and Schuster 1988;
Schuster 1997).

Discussing the naming of this new field of
work, international groups decided to change the
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term to “geomatic” to show that the geodesy has
expanded its field.
Geodesy as an Economic Sector

It is comparatively simple to value the costs of an
economic sector on the European continent,
because the professionals remain for a very high
percentage of their professional life in their pro-
fession once chosen.

The “Market Report” presented by the Comité
de Liaison des Géomètres (CLGE) and Geometer
Europas (GE) (Schuster et al. 2003) comes to the
conclusion that the volume of costs, deduced from
the salary payments to geodetic professionals in
the year 2000, is about 24 billion €. This sum
comprises those who are busy with the mainte-
nance of the public property system and public
maps as public servants, as well as those who are
active in the private business life in form of sur-
veying, evaluation, and software (Schuster 2003).

Given that the predominant part of demand in
geodesy is due to the building applications,
Fig. 17 shows the dramatic changes in demand
of official surveyors 100 built houses
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since the 1950s and the steadily growing number
of supply (number of private offices) in a state like
North Rhine-Westphalia with about 18 Mio
inhabitants.

The private service structure of the supply
answered with the reduction of personnel and
an furthermore improved its offering with better
quality of comprehensive services on the basis of
the extending public regulations; the public
structure passed several waves of reorganization
but benefitted from the extending relevant
legislation.

So, the demand for geodetic supply is relevant
to the legal situation of land as a whole. The
differences between countries can be huge.

In a developed country like the Netherlands,
the geodetic community speaks about
“crowdsourcing,” which means that the owners
themselves are able to identify the property
boundaries between their parcels on the basis of
a well-explained cadastral information of the pub-
lic authority.

The Internet now has brought up a new situa-
tion, where some hundred experts, i.e., from Goo-
gle and Bing, can theoretically reach the whole
mankind with their products. The funds for this
investment and its maintenance comemostly from
sources outside of the professional sphere (i.e.,
marketing). The underlying business model cou-
ples different sectors, which is not unusual in the
economy (Schuster 2004).

Whereas the old business model of the geodesy
was relatively closed and strongly regulated and
could be broken down into

– Public mapping
– Maintenance of cadastre
– Cadastral surveys
– Sequent control of building geometry,

the business field expanded its supply strongly
by the vast new field of sensors, the practically
unlimited possibility for the geo-referencing of
any object, and the use of the Internet. The
enlargement of the supply is financed in the
middle-class economy by the old business, big
public investments, and the hope, which was
induced by the technological progress. The
demand is lagging behind, which means generally
low prices for the services.

The situation in various European countries is
different, and it is scarcely straightforward
because of the degree of regulation, not to men-
tion the clearness in detail. Beside such difficulties
one can say that the old geodetic business model
was pillared by:

– Ground tax
– Transaction traffic
– Settlements
– Military needs
– Sequent control of building geometry

Nowadays is upcoming a growing income for
the use of most different geo-information. One
quickly spreading example is the area cadastre.
With this GIS the communities are able to split the
fees for percolation water and sewage. New ser-
vices are created. With the cadastre of trees, of
greens, and of public eases, they help to manage
the real estates and have an organizational added
value.

Many people look forward to a growing activ-
ity in geodesy. But the answer to the question is
not yet clear, until new “biting” business models
and broader economic trends will show
up. Undoubtedly, they will deform the old eco-
nomic basis.
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Definition

The issues at hand. Geographical indications
(GIs) are signs (or symbols) used in connection
with the sale of goods which convey an associa-
tion, direct or indirect, with a place or location,
which may be relevant for certain features of the
good in question.
Rules concerning GIs may be found both at
the municipal (or domestic) level and in interna-
tional agreements. The international framework
for dealing with GIs is to be found in the 1883
Paris Convention, in the 1891 Madrid Arrange-
ment and in the 1958 Lisbon agreement. After the
adoption by the European Union of the sui generis
regime for GIs and designations of origin in 1992,
a multilateral equilibrium was found in the 1994
TRIPs agreement.

When the same geographical symbol is used
simultaneously by many businesses, a number of
issues arise which may be dealt with in several
ways. The different alternatives are discussed here-
after along with the reasons which may dictate the
choice among them. They all rely, however, on
a common assumption: that GIs should, at least
in principle, not be appropriated by one single
business at the expense of all its rivals. Therefore,
we first deal with this assumption, which is shared
by most legal systems.
Geographical Symbols and Individual
Trademarks

Most legal systems prevent a single business to
register as a trademark a geographical symbol
(or to otherwise obtain exclusive legal rights
over it). The reason for this prohibition is straight-
forward and has two prongs. Let us assume that
the business trying to appropriate the geographi-
cal symbol is in fact established in the geograph-
ical area to which the symbol alludes to. If this is
the case, and the geographical origin is responsi-
ble for features which are relevant for consumers’
choices, then the grant of a trademark registration
would generate an unwarranted competitive
advantage for the benefit of one business to the
exclusion and detriment of all its competitors. The
matter gets even worse if we consider the second
prong: if the business holding the trademark is not
even located in the geographical area to which the
symbol alludes and, therefore, the goods originat-
ing from it do not possess the corresponding fea-
tures, then the public is deceived.

Usually, these difficulties are tackled by four
related rules:

https://doi.org/10.1594/PANGAEA.864046
https://doi.org/10.1594/PANGAEA.864046
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• There is a bar on the registration of signs which
convey an association between features of the
good and a given place (in US law: primarily
geographically descriptive symbols).

• Should in fact the goods bearing the trademark
in violation of the previous rule also come from
an area different from the one designated by the
symbol, this would also amount to prohibited
deceptive behavior.

• However, the two rules above do not prevent
the registration of a geographical symbol
which, on its face, has no association whatso-
ever with features of the goods on which it is
affixed; Montblanc fountain pens is a good
example of this situation.

• Also, in some – but not in all – legal systems
registrability may be obtained through the
acquisition of a “secondary meaning,” which,
in this case, indicates that the relevant public
no longer associates the indication with a
geographical place but with a business origin
which has obtained recognition in the
marketplace.
One Geographical Symbol, Many Users:
The Legal Options

All the difficulties associated with the use of
a geographical symbol, discussed in the previous
paragraph, fade away when the geographical
symbol is used simultaneously by several busi-
nesses, all located in the area which is relevant for
the characteristics of the goods. This is an occur-
rence which is more frequent in connection with
agricultural goods, such as wines, cheese, fruit,
and the like, but may occasionally be relevant also
for manufactured goods which embody handicraft
traditions, such as pottery and fabrics (Cuccia and
Santagata 2004). This does not mean that the
simultaneous use of the same geographical indi-
cation by different businesses is unproblematic.
To the contrary, this situation may generate a
number of difficulties, which, while different
from the ones arising from the use by a single
business, still require the adoption of appropriate
legal devices to avoid the emergence of recurring
shortcomings, which include consumer deception
and unwarranted competitive advantage, again,
but are not limited to them.

Three are the main options available to deal
with the issues arising by the use of geographical
symbols by multiple businesses, which may
consist in the setting up of property rights, in
the resort to liability rules, and in the adoption of
a sui generis regime. While the choice between
these different options ultimately rests on inter-
national considerations, rather than on the com-
parative assessment of the economic costs and
benefits of the different approaches, for analyti-
cal reasons we will first describe the different
options available at the domestic level in an
economic analysis of law (EAL) perspective,
reserving for a later stage consideration of
the international factors which determine the
choice.
The Domestic Level: Property Rights

It is possible to set up property rights enabling
multiple businesses to use the same geographical
symbol in a coordinated and nondeceptive manner
in two different ways: collective trademarks and
certification marks. Both are known in common
law systems as well as in civil law countries.
However, the latter tend to favor collective trade-
marks, the former certification marks (Belson
2002; on the status of collective and certification
trademarks in the TRIPs Agreement see Pires
de Carvalho 2006; on the corresponding notions
Spada 1996). In either case, the geographical sign
is registered as a trademark; as a result, any use by
an unauthorized third party of a sign which is
identical or similar for the goods indicated in
the certificate is automatically considered as an
infringement.

What distinguishes collective and certification
trademarks is that in the former, the holder of the
trademark is an entity (a corporation, a consor-
tium, an association) and the users are members of
the same; in the latter, the holder of the trademark
is an independent third party, with no links with
the users, which is legally prevented from engag-
ing in the business for which the trademark is
registered. This third party is contractually
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bound to certify that users comply with the appli-
cable standards, as agreed in an appropriate doc-
ument (the “specification”).

In short, collective trademarks are
membership-based; certification trademarks are
contract-based. All the differences in the rules
concerning collective and certification trade-
marks flow directly from this distinguishing
feature.

Collective Trademarks
Each user obtains authority from the entity which
holds the trademark to use it in conformity with
the “specification,”which is adopted and submit-
ted with the application for registration. In prin-
ciple, only businesses which are members of the
entity holding the registration are allowed to use
the collective trademark. On the one hand, this
rule is consistent with the more communitarian
underpinnings of collective trademarks: only
businesses which operate in the geographical
area which is relevant for the features of the
goods or otherwise share a characteristic which
is signaled by the collective trademark are allo-
wed to resort to it. On the other hand, making
membership of the trademark-holding entity a
precondition for use entails the possibility of
abuse. More specifically, the risk is recurring
that businesses complying with all the require-
ments are denied the opportunity to become
members of the collective trademark holding
entity and therefore to obtain a license to use
it. Legal systems tackle this risk in several ways
(Sarti 2011; Spada 1996). In some systems, an
“open door” policy is mandated: applications for
registration of collective trademarks are granted
only on condition that the by-laws of the appli-
cant entity provide that each business meeting
the requirements is allowed to become a member
and to obtain a license to use. In other systems,
even non-members are entitled by law to use the
geographical indication corresponding to the
collective trademark, provided the sign is used
as a descriptor of geographical origin rather than
as trademark. Legal systems which do not adopt
these approaches may resort to antitrust laws to
make sure that the denial of admission to mem-
bership of a business meeting all requirements is
prevented.
Certification Trademarks
The entity holding the certification trademark may
be public or private and may come in any legal
form. What is of essence is that its relationship
with users is contract-based: compliance with
rules set in the specification entitles to use of the
trademark; no discrimination is allowed in the
certification. This is the rational basis of the rule
whereby the certifying entity may not be in the
business sector for which it gives the certification.
The Domestic Level: Tort

Businesses located in a certain area which is rele-
vant for some of the features of the goods they
supply have not only the option to obtain a property
right in the geographical indication, but, as an
alternative, they may also resort to tort law. This
is particularly so in legal systems which give pro-
tection against unfair competition. However, the
scope of protection afforded under liability rules
is more limited than the one based on property
rules. A predicate required before a business oper-
ating in the relevant area may claim protection
against use by a third party to associate with the
location is that the geographical sign has already
reached a certain degree of recognition or reputa-
tion. It should be noted in this connection that,
when protection is sought at the international
level, recognition in the country of destination
(import), not of origin (export), is controlling. The
businesses operating in the relevant area must also
prove that the third party resorting to the
corresponding geographical symbol is taking
advantage of a reputation it has not earned (“free
ride”), to the detriment of lawful users (“injury”)
and, additionally, that the public is likely to be
deceived. This requirement entails another limita-
tion in protection; disclaimers, such as corrective
additions on the label (e.g., Roquefort, produced in
Ontario, Canada) or qualifying language (e.g.,
Roquefort-type), may avert liability.
A Comparative Assessment

There is not much literature comparing the costs
and benefits of protection of GIs under property
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rules as opposed to liability rules. This is rather
unsurprising, as the protection of GIs is not pre-
vailing in the Anglo-Saxon world (Faulhaber
2005), and European scholars are wary of treading
in waters not tested by American literature
(Ricolfi 2009a). However, in a welfare maximiza-
tion perspective, we may quite safely assume that
the property and liability rules are effective in a
roughly equivalent way in pursuing the goal of
lowering consumer search costs. As to the other
function of trademarks, to provide an incentive
to invest in quality (or, rather, a combination
of quality and price which meets consumers’
desires), it is submitted that, on the one hand,
property rules tend to be superior. Resort to a
standard set by the relevant community in a for-
mal and transparent way, the specification, is
likely to avert resort to free-riding better than a
reference to more nebulous “best practices” to be
established during litigation. However, the costs
of setting up a collective trademark registration
system are likely to be substantial (Van Caenegem
2004). On the other hand, assuming that adjust-
ment over time is a desirable feature for GIs,
where standards may change over time, it is argu-
able that tort-based systems are superior to
property-based systems, as they tend to be more
flexible. This is so because they rely on the under-
standing associated with a specific geographical
symbol at the time a controversy arises rather than
on the notion codified once and for all in a
specification.
The Sui Generis Regime of Protection of
Geographical Indications

In the quest for protection of geographical sym-
bols, there is a third alternative which tops the
property and liability rules-based systems just
sketched out: the sui generis regime adopted
back in 1992 by the EU, which is remarkable in
itself and as an (alleged) blueprint for the multi-
lateral provisions adopted by Artt. 22 ff. TRIPs.
The current version of the EU regime is to be
found in reg. no. 1151/2012. All in all, this regime
is more similar to property than to liability rules-
based systems, even though it deviates from them
in that there is no person or entity which may be
described as the owner or holder of a sign. The
collective monopoly, bestowed on all businesses
which can show their location in the relevant area
and compliance with the requirements set by the
specification, is the result of a public law proceed-
ing initiated at the local level and completed by
the grant of title by the EU Commission. What
is provided by this set of rules is a sui generis
regime, characterized by low access requirements
and strong levels of protection. This feature is not
very usual in intellectual property law, where, by
and large, the level of protection is commensurate
to the access requirement. The deviation shown
by the EU sui generis regime is accounted for by a
clear political choice intended to give a high level
of protection to agricultural communities and to
their local traditions in growing and producing
foodstuffs.

Three components of the regime stand out.

1. As far as access requirements are concerned,
the regime, Art. 5 of reg. no. 1151/12, applies
to so-called protected designation of origin
(PDO) which, as in the prior international
framework, refers to signs identifying products
whose quality or characteristics are essentially
or exclusively due to a particular geographical
environment with its inherent natural and
human factors (the so-called milieu). The pro-
tection extends, however, also to “protected
geographical indications” (PGI), the require-
ment for which are remarkably lower as they
depend not on objective criteria (themilieu) but
on the subjective factor of the reputation and
even admit to some relaxation as to the local-
ization of the production steps;

2. While in theory “generic terms shall not
be registered” as PDOs or PGIs, Art. 6 of reg.
no. 1151/12, in practice even descriptive terms,
like “Feta,” for the characteristic cheese of
Greek origin, have been found to be registrable
even though they had been in common usage
outside Greece for long time (the ruling by
the European Court of Justice was adopted
in 2005). Under Art. 13 PDOs and PGIs,
once registered, are no longer subject to
genericization.

3. Registration as PDO or PGI confers an exclu-
sivity over the sign entailing very strong
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protection. While the protection for ordinary
trademarks is granted only against the risk of
confusion, here the grant extends to usage
which falls short of such a risk (e.g., mere
“evocation”) and does not take into account
the presence of disclaimers which may prevent
consumers’ confusion (Art. 13 of reg.
no. 1151/12).

Originally the sui generis regime was thought
of as a tool to facilitate the replacement of member
States rules by a single EU protection title. How-
ever, Art. 11 of the current regulation opens up
access to this EU title also to non-EU entities, in
furtherance of the TRIPs-mandated prohibition of
discrimination against non-EU nationals.

The comparative assessment carried out above
may be extended to the sui generis regime. Over-
all, the regime is closer to property than to tort:
access requires registration; once registration is
obtained, no proof of deception of the public or
of injury to lawful users is required. What is
remarkable in the regime is the political nature
of the process which leads to the registration.
For example: one single Greek island may register
a dozen GIs for olives and oil, not so much
because there is a business rationale for this pro-
liferation but because local politicians and com-
munities choose to engage in an exercise where
most of the costs are borne by the general tax-
payer. This is hardly surprising: a preferential
treatment for agricultural communities is at the
basis of the French-German alliance which has
been underpinning the design of the EU from its
beginnings.
The International Level

One might assume that lawmakers are in a posi-
tion to choose among the options described in
above in order to maximize the welfare of their
constituency and that they accordingly proceed to
select the regime which minimizes costs and max-
imizes the benefits. In real life, lawmakers have
another, overriding variable to consider: the posi-
tion in international trade of the political entity
they are legislating for. In this connection, two
considerations should be factored in. First, the
choice has a very strong mercantilist component:
usually countries tend to support exports and dis-
courage imports; and this applies also to goods
bearing geographical indications. In this regard,
producers’ interests may prevail over consumers’,
as predicted by collective action theory. Second,
goods originating from a given country (country
A) may derive competitive advantage (or disad-
vantage) not so much from rules adopted in
country A as from rules applicable in the export
markets countries B, C, . . . N. As a result, it is
submitted that, while EAL is a powerful analytical
tool to examine the competitive consequences of
the different options, it is public choice theory
which ultimately accounts for the choice among
the various options.

This is the backdrop against which the interna-
tional framework of norms concerning GIs has to
be assessed. In doing so, one should never forget
that here we are dealing with power structures
rather than with economic optimality.

The 1891 Madrid Agreement: The Tort-Based
Approach The 1883 Paris Convention, which
is considered – along with the 1886 Berne
Convention for copyright – as one of the two
pillars of international intellectual property pro-
tection, only mentioned geographical indications
without adopting specific rules concerning them.
As a follow-up to it, the 1891 Madrid Agreement
was adopted, which visualized protection of GIs
as an issue of unfair competition. Access require-
ments for protection are low. Also simple (and
indirect) indications of geographical origin are
protected; therefore no specific link between the
features and the place of origin is required. Cor-
respondingly, protection is weak: it is confined to
cases of actual fraud; even more to the point, the
relevant recognition and reputation of the goods
designated by a geographical indication has to be
established on the sales market, not in the country
of origin. In this perspective, the Madrid rules are
acceptable to countries which tend to import,
rather than to export, goods bearing GIs.

The 1958 Lisbon Agreement for the Protection
of Appellations of Origin The countries which
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tend to export, rather than to import, goods bear-
ing a geographical indication pushed in the oppo-
site direction half a century later, finally adopting
the Lisbon Agreement in 1958. This convention
presents features which are the obverse of the ones
observed in the Madrid Agreement. The access
requirements for protection are high: only signs
identifying products, the quality or characteristics
of which are exclusively due to the milieu, are
eligible and their protection is contingent on reg-
istration in appropriate national registers. The
scope of protection is correspondingly high: it
extends to usurpation and imitation; infringement
is not ruled out by disclaimers or rectifying lan-
guage (e.g., “like” or “type”); and, most impor-
tantly, it has an extraterritorial dimension, in that,
once the appellation of origin is registered in one
State party to the Agreement, protection extends
to all the other States automatically, without the
need to establish either recognition or reputation
on the sales market.

The problem with the Lisbon Agreement is
that it only includes like-minded countries. The
27 States which are parties to it are notable for the
importance and quality of their agricultural produc-
tion, which makes them export-, rather than
import-oriented. For their own part, import-
oriented jurisdictions are loath to join an agreement
which would increase the level of protection of
foreign productions to the detriment of local busi-
nesses. In 2015, the Geneva Act has tried to take
care of these difficulties, lowering the access
requirements to the system. Whether this move
will in fact enable the participant countries to
reach the required critical mass remains to be seen.

A Half-Way House: The GI Provisions in TRIPs
EU officials like the idea that the TRIPs provi-
sions concerning GIs (Artt. 22–24) follow the
blueprint of the European sui generis regime
(Gervais 1998). This is to a very large extent
a delusion. While a regime resembling the EU
approach is envisaged for wines and spirits (Art.
23), all other GIs are dealt with as a tort or unfair
competition issue: no protection is available with-
out deception of the public (Art. 22). As a result,
the EU has placed itself into a situation where it is
under the obligation to extend the benefits of its
generous sui generis regime to all businesses
which are resident in a country which is a TRIPs
member (Artt. 3–4) while its own businesses
cannot claim a protection going beyond tort law
for European GIs abroad, which was already
available to them under the 1891 Madrid Agree-
ment all the time. The EU appears all the more
misguided as it tries to lure developing countries
to follow it into a bargain in which it is a clear
loser (Ricolfi 2009b).
Future Directions: Conflicting Agendas
in GI Protection

There is no doubt that the EU and the Anglo-
Saxon world are pushing in opposite directions
as far as GIs are concerned (O’Connor 2004). The
latter favors GI rules which avoid competitive
disadvantage deriving from location for their
powerful agro-businesses. The former extends
into the twenty-first century the traditional pro-
agricultural communities attitude inherited from
the French-German arrangements at the basis of
the European architecture. What we do not know
as yet is how this divergence will fare when
brought into the much wider compass of global
competition. Initially, the rival views have played
out in the bilateral and regional free-trade agree-
ments (Rangel-Ortiz 2014). Until the US elections
in 2016, it would have seemed that the American
approach was taking the upper hand also in inter-
national trade negotiations, such as the Trans
Pacific Partnership (TPP) and the Trans-Atlantic
Trade and Investment Partnership (TTIP). How-
ever, the situation is very much in a state of flux
now, as a result of the repudiation of these treatises
by the Trump presidency.

We may wonder what role was – and is being –
played by Economic Analysis of Law in the pro-
cess. Perhaps unsurprisingly, EAL-based tools
may contribute to understanding what are the
costs and benefits of the different alternatives at
hand, but as the choices are being taken at the
super-national, rather than domestic level, they
seem to be suggested much more by power
dynamics rather than by the pursuit of welfare
optimization.
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Abstract
The following entry provides an overview of
some elected aspects of the German law sys-
tem. From different points of view, the German
system has been deeply influenced by the
ordoliberal ideas developed within the Frei-
burg School in the early 1930s of the twentieth
century. One of the core ordoliberal concepts
that have to be discussed within the constitu-
tional framework is that of a social market
economy. Social market economy became the
interpretive framework for the economic and
social order of Western Germany in the after-
math of World War II, and today, it represents
not only a key concept at national level but also
within the European Union. No less important
is the role of the so-called Private Law Society,
another key concept of ordoliberal thinking. Its
main elements are clearly reflected in the
Bürgerliches Gesetzbuch (BGB) of 1900
which is based on the idea of the citizen as a
homo oeconomicus. Notwithstanding its tradi-
tional approach – libertarian, unsocial, and
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individualistic – the BGB, a child of the
abstract conceptualism of the Pandectist school,
has been able to survive till today. This is the
merit of judge-made law and, in particular, of
the theory of the indirect horizontal effect of
fundamental rights in relations governed by pri-
vate law. In recent times, the BGB has even
assumed a highly visible role as a possible
model within the harmonization of European
contract law. The entry finishes with a descrip-
tion of the German system of legal education, a
state-oriented and judge-centered bureaucratic
model which is still embedded in the model of
a “uniform jurist,” the so-called Einheitsjurist.
The Constitutional Framework

The memory of the collapse of the ill-functioning,
weak, and helpless Weimar democracy which
facilitated the slide into a totalitarian dictatorship
has profoundly influenced the framers elaborating
the post-1945 constitutional order of a West Ger-
man state (Kielmansegg 1990). The document
which should offer appropriate guarantees for
the development of a solid democracy, able to
defend itself against its enemies, was elaborated
by a Parliamentary Council, composed of
65 members elected by the state parliaments, and
approved by the Länder rather than by popular
referendum. It entered into force on 23 May 1949
and was named Grundgesetz (Basic Law) and not
Verfassung (Constitution) in order to underline its
provisional character while waiting for unifica-
tion. Despite this, the Basic Law outgrew its tem-
porary character by means of the accession of the
five East German Länder to the FRG in October
1990, and with only a few provisions revised and
others inserted, it became an all-German constitu-
tion within the new Berlin Republic.
The Discussions About the Basic Law’s
Economic Order: Social State, Social
Market Economy, and Ordoliberalism

Unlike the Weimar Constitution, the Basic Law
does not contain any explicit reference to social
rights. The only indirect references are included in
Art. 20, which defines Germany a “democratic
and social federal state,” and in Art. 28 which
requires the constitutional order in the Länder to
conform “to the principles of a democratic and
social state governed by the rule of law” (the
so-called principle of homogeneity). The reasons
for the mere affirmation of the social state princi-
ple are closely connected to the highly conflicting
positions between the constitution-shaping politi-
cal forces with regard to the economic order
which the Grundgesetz should refer to. While
the Social Democratic Party tried to promote the
concept of economic democracy, based on a form
of planned economy, workers’ participation in
management, and the nationalization of important
economic interests (Bommarius 2011), the Chris-
tian Democratic Party argued in favor of a system
of neoliberal democracy, in which state interven-
tion should be aimed at creating the necessary
conditions for the functionality of the market
mechanism. Since the various political forces
involved in the constitution-making process
were not able to reach a consensus on this issue,
they set aside the prescription of a specific eco-
nomic model in the Grundgesetz. As the Federal
Constitutional Court later stated, the Basic Law is
“neutral” as regards the economic order
(4 BVerfGE 7 (1954)). Instead, they contented
themselves with reference to the principle of the
social state, thus giving rise to the paradoxical fact
that the Basic Law ascribes a fundamental rank to
“the social,” yet without defining it more precisely
by means of specific social rights.

After a short time, a new key word was coined
through which the task of the German State to
perform as a “social state” should be fulfilled
(Zacher 1987): the ideas underlying the concept
of a social market economy are theoretically and
ideologically deeply rooted in the ordoliberal
ideas developed within the Freiburg School dur-
ing the Nazi dictatorship. In harsh opposition to
the Weimar party and intervention state (Stolleis
2002), its proponents – among others the econo-
mists Eucken, Rüstow, Röpke, and the lawyer
Böhm – were united in the idea of militating
against social and political pluralism and arguing
in favor of a “strong state,” called to efficiently
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manage the economy by building and enforcing a
legal regime representing an ordo intrinsic to eco-
nomic life (Joerges and Roedl 2004). The
ordoliberals thus propagated the so-called third
way as the proper alternative between laissez-
faire liberalism and collectivist forms of political
economy, calling for the establishment of a system
of undistorted competition in order to enhance the
functioning of the economic order.

It was Alfred Müller-Armack who substanti-
ated the ordoliberal ideas in the enticing slogan
social market economy and transformed it into
policy together with Ludwig Erhard under the
chancellorship of Konrad Adenauer. Social mar-
ket economy refers to a strategy based on volun-
tary market transactions with undistorted
competition and private law mechanisms as its
fundamental elements, to be complemented only
by a certain kind of state intervention: contrary to
what one could think, in fact, the meaning of the
attribute “social” does not refer to a policy of
social justice associated with a welfare state.
Müller-Armack, by arguing for the “total
mobilisation of all forces” (Müller Armack
1933), to be achieved by enabling individuals as
self-responsible and self-determined entrepre-
neurs (Bonefeld 2012; Somma 2013), primarily
referred to the efficiency of a market economy,
i.e., to the fact that the latter generates economic
growth and wealth, thus directly and automati-
cally bringing about social achievements
(Joerges and Roedl 2004). In addition, he required
“a system of social and societal measures” as
social peacekeeping tools which however had to
bemarktkonform, i.e., consistent with the compet-
itive order (Müller-Armack 1966).

Social market economy has become a core
concept of the foundational period of the FRG,
whose success story in the postwar period is
frequently associated with it. With its inser-
tion, in 1990, into the treaty establishing a
Monetary, Economic, and Social Union
between the FRG and the GDR, the term
achieved the rank of a legal norm for the
first time. It is also included in the Treaty of
the European Union (Art. 3) which sets among
its objectives that of a “highly competitive
social market economy.”
The System of Fundamental Rights and
the Bundesverfassungsgericht as the
Guardian of the Grundgesetz

The outstanding importance of the fundamental
rights included in the Grundgesetz is emphasized
by their location – they are all placed at the head of
the document (Arts. 1–19), with the guarantee of
human dignity at its core. In the words of the
Federal Constitutional Court
(Bundesverfassungsgericht), the paramount impor-
tance of Article 1 par. 1 – which declares human
dignity as inviolable and provides for its obligatory
respect and protection by all state authorities – can
be explained only by the historical experience and
spiritual-moral confrontation with the previous
system of National Socialism. In order to avoid
another abyss, the Grundgesetz has constructed a
“value-bound order in which the individual person
and his/her dignity is placed at the center of all its
rules and regulations” (39 BVerfGE 1 (1975)). Art.
1 par. 1 thus expresses the highest value of the
Grundgesetz, which not only has an effect on the
following fundamental rights but also informs the
substance and spirit of the entire document
(Häberle 1987).

The whole system and structure for the
protection of fundamental rights aim to correct
the mistakes of the past. While the fundamen-
tal rights included in the Weimar Constitution
were only declaratory and thus not judicially
enforceable, the Basic Law’s fundamental
rights are transformed in subjective rights by
Art. 1 par. 3 which states that they “shall bind
the legislature, the executive and the judiciary
as directly applicable law.” In addition and
also directed at remedying the deficiencies of
the Weimar Constitution, the Grundgesetz con-
tains precise rules and limits which have to be
respected in the context of the restriction of a
fundamental right, whose “essential core”
(Wesensgehalt) may in no case be infringed
(Art. 19).

On the other hand, the Grundgesetz provides
for the forfeiture of certain fundamental rights,
should they be abused “in order to combat the
free democratic basic order” (Art. 18). Besides
the possibility of a party ban (Art. 21) and the
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prohibition of associations (Art. 9), the forfei-
ture of basic rights is considered to be one of the
core elements regarding the conception of
democracy in the Basic Law, qualified as a “mil-
itant democracy” (streitbare oder wehrhafte
Demokratie), which “expects its citizens to
defend the free democratic basic order and does
not accept the misuse of fundamental rights
aiming to undermine it” (28 BVerfGE
36 (1970)). In order to further strengthen this
concept, the Parliamentary Council opted for
the textual anchoring of a so-called eternity
clause (Ewigkeitsklausel) according to which
certain core elements of the Constitution are
unamendable (Art. 79). The federal state princi-
ple, human dignity, and the basic principles of
state order mentioned in Art. 20 belong to the
elements which represent the identity of the
Basic Law and are thus immune to any constitu-
tional revision.

The supreme guardian of the Constitution is
the Bundesverfassungsgericht (BVerfG). It was
established in 1951 and is vested with extraordi-
nary powers. It has not only the competence for
constitutional disputes between federal organs
and between the federation and the Länder but
also the right to control the constitutionality of
laws and to deal with individual constitutional
complaints which can be initiated by a person
who alleges to be negatively affected in his/her
fundamental rights by an action of the public
authority. The proceedings for controlling the
constitutionality of laws can either be initiated
by an ordinary court (concrete judicial review)
or upon application of the Federal Government,
a Land government, or one fourth of the members
of the Bundestag (abstract judicial review). In
addition to these competences, the BVerfG also
rules “in the other instances provided for in this
Basic Law” (Art. 93). It is the competent organ for
declaring the forfeiture of basic rights (Art. 18),
for cases of impeachment of federal judges (Art.
98) and of the federal president (Art. 61). Its
function as a guardian of the Constitution perhaps
finds its most evident expression in Art.
21 according to which the BVerfG shall rule on
the question of the unconstitutionality of political
parties.
The Federal System and the Division of
Powers

The federation established after reunification in
1990 consists of 16 Länder, and each of them
has its own constitution upon which the state
institutions are based. Although both the Bund
and the Länder are vested with the three branches
of public power, these are not separate and distinct
from each other. On the contrary, Germany’s sys-
tem of cooperative federalism gives a significant
example of what Fritz Scharpf termed Politikver-
flechtung (Scharpf 2009), referring to the complex
interrelationship, interdependencies, and over-
lappings between the competences of the federa-
tion and the states. The Federalism Reform I of
2006 aims to disentangle these interdependencies,
on the one hand by more precisely delimiting the
allocation of legislative competences between the
federal and the state level and on the other by
reducing the risk of blocking situations which
can potentially arise during the legislative process
because of a divergence of majorities between
Bundestag (Federal Diet) and Bundesrat
(Federal Council). The latter consists of at least
three and at the most six members of every Land
government and has the ability to block federal
legislation whenever it affects the interests of the
Länder. In that case, the Grundgesetz requires the
Bundesrat’s consent, and the latter has an absolute
veto which cannot be overridden by an equivalent
vote of the Bundestag (Art. 77). In order to
decrease the Bundesrat’s possibility to block fed-
eral lawmaking, the federalism reform has signif-
icantly reduced the percentage of laws requiring
its consent. Besides that, it profoundly altered the
rules concerning the division of legislative com-
petences. While the previous so-called “frame-
work” legislation was abolished, both the
matters of the federation’s exclusive (Arts.
71, 73) and concurrent (Art. 72) legislation were
expanded.

The strong interconnection between federal
and state level is at its greatest within the admin-
istration of justice. The courts of first and second
instance (Amtsgerichte, Landgerichte, and
Oberlandesgerichte) are state courts, whereas
only the highest courts are established at the
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federal level. Hence, there is a hierarchical divi-
sion between the federal level and the Länder, and
the federal courts do only control questions of
legality. In addition to decentralization, there is
also a high degree of specialization within the
German court system. There are five different
judicial branches – the ordinary, administrative,
financial, labor, and social jurisdiction – with
respective federal courts (Bundesgerichte) at
their head which are scattered in different cities
throughout Germany.
The German Civil Code and Private Law
Society

The significance and importance of private law is
emphasized by the ordoliberal concept of a Pri-
vate Law Society (Böhm 1966), according to
which the French Revolution marks the moment
in which public order ceases to be the core gover-
nance mechanism in a hierarchically organized
society, and consensus and private transactions
become the main instruments for governing most
parts of social life. However, since economic free-
dom, according to ordoliberal thinking, does only
exist through order – it is an “ordered freedom”
(Bonefeld 2012) – the new society, characterized
by the equality of its members, party autonomy,
freedom of contract, and freedom of competition,
needs a strong state, called to assure the orderly
conduct of self-interested entrepreneurs.

The German Civil Code of 1896 (Bürgerliches
Gesetzbuch – BGB), which came into force on
1 January 1900 after 20 years of work, clearly
reflects the core elements of a Private Law Soci-
ety. The principle of freedom of contract, though it
is nowhere expressly proclaimed, dominates the
law of obligations and the idea that contracting
parties are formally free and equal implicates that
contracts thus formed must be adhered to in all
cases. The typical citizen for the BGB is the homo
oeconomicus, a person “who can be expected to
have business experience and sound judgement,
capable of succeeding in a bourgeois society with
freedom of contract, freedom of establishment
and freedom of competition” (Zweigert and Kötz
1994). Whenever the content of a contract was the
result of a bargaining process, the former was
considered to be fair – it was the contractual
mechanism itself that was said to guarantee the
correctness of its outcome (Schmidt-Rimpler
1941). Put succinctly, the bargaining process
between the parties was seen as “the epitome of
fairness” (Markesinis et al. 2006), and the parties
were considered to be the best guarantors of their
respective rights. Thus, the idea that individuals
are free to engage in private transactions as they
see fit only finds limits in the case of the violation
of statutory prohibitions (§ 134), bonos mores, or
in those cases in which one party has exploited the
plight, inexperience, or lack of judgment of the
other (§ 138), whereas the draftsmen expressly
rejected the doctrine of laesio enormis, holding
that the idea of a iustum pretium did not conform
to the idea of freedom of contract.

Severe criticism was expressed by those who
argued against the dominance of laissez-faire con-
cepts in favor of a more solidaristic approach,
calling for the limitation of freedom of contract,
which was accused of favoring only the propertied
classes while suppressing the socially weaker
ones (Anton Menger). Nonetheless, at the end,
only a few “drops of socialist oil” (Otto von
Gierke) were added to the soulless individualism
of the Code. Party autonomy should not be con-
siderably restricted, neither by means of statutory
nor judge-made law. In fact, the role that the few
open-textured general clauses inserted into the
BGB should once have played was a role the
drafting fathers had not counted on.

The BGB is divided into five books, each of
which is devoted to a different subject, with a
complicated system of cross-referencing between
them. This applies especially to the first book, the
so-called General Part (Allgemeiner Teil) which
contains certain basic institutions – such as the
provisions concerning natural and legal persons
(including the concepts of consumer (§ 13)
and business (§ 14) which were introduced
in 2000 by a statute implementing various
EEC consumer directives), juristic entities and
foundations, and general rules about legal acts
(Rechtsgeschäfte) – that have an effect on all the
other four books (Law of Obligations, Law of
Property, Family Law, and Law of Succession).



German Law System 953

G

In particular, the provisions regarding legal
acts – an artificial concept which represents the
leading topic of the Allgemeiner Teil – provide
evidence of the BGB’s abstract conceptual
calculus. The fundamental component of a
Rechtsgeschäft is the declaration of intent, and
this is why it does not only include “normal”
types of contract, such as sale or lease and the
so-called real contracts necessary to create or
transfer real rights over another’s property, but
also the contract of family law such as marriage,
as well as unilateral acts such as that of making a
will (Zweigert and Kötz 1994).

In its concepts and its language, the BGB is the
child of the abstract conceptualism of the
Pandectist school. It does not deal with particular
cases in a concrete manner, but adopts an
extremely abstract, logical, and accurate legal jar-
gon which is admired for its rigor of thought and
precision, but criticized because of its lack of
comprehensibility, especially for the ordinary
citizen.
The BGB During the Twentieth Century

The question immediately arising in this context is
how a Code which was said to be more “the
cadence of the Nineteenth than the upbeat to the
Twentieth Century” (Radbruch), thus doing
no more than prudently summing up the past
rather than boldly anticipating the future
(Zitelmann 1900), could have survived till this
day, transiting the German Empire, the Weimar
Republic, Nazi Germany, two world wars, and
German reunification without being subjected to
fundamental revision; a Code which was
described and criticized as conceptualist, libertar-
ian, unsocial and individualistic, and unaware of
the changing economic and social climate in the
late nineteenth century.

The few drops of socialist oil inserted into the
BGB indeed soon proved to be insufficient, in
particular in the field of labor law. Already during
the Weimar Republic, it became clear that the
existing regulation was inadequate and incomplete
and that legislative reforms were necessary in order
to better protect dependent workers by means of
provisions concerning security of employment,
worker participation, and minimum rates of pay
(Zweigert and Kötz 1994). Thus, labor law for the
most part developed outside the Code. But also in
other areas of law, such as the law of housing, the
need to takemore account of the social needs of the
time and to better protect the economically weaker
parties in society led to a considerable increase of
legislation outside the BGB; only since the 1960s
parts of it have been gradually incorporated into
the Code.

In certain cases, even the Code itself proved to
be a useful instrument for coping with the chang-
ing social circumstances. In the aftermath of
World War I, in a period of great instability, a
sheet anchor to approach the arising great social
and economic problems was represented by the
general clauses inserted in the BGB. In particular
§ 242, which states that the performance of a
contract has to be according to the requirements
of good faith (Treu und Glauben), was envisaged
by the judiciary as a possible loophole in order to
afford the revaluation of debts, which proved nec-
essary in consequence of the staggering hyperin-
flation of the early 1920s. Since currency laws
explicitly established the nominalistic principle
Mark ist gleich Mark (a paper Mark repaid during
the inflation is equal to a gold Mark invested
before inflation) and government rejected revalu-
ation, it was left to the judiciary to find a solution
for the constantly growing problem of the infla-
tion effects on monetary relations. Although the
legislator had never intended the principle of good
faith to be used in this manner, in 1923, the
Reichsgericht used it to request a revision of mon-
etary obligations owed under contracts (RGZ
107, 78).

The significance and importance of the general
clauses as a means which allows the courts to keep
the Code up to date have also emerged in other
areas. To cite just one example, in the context of
standard terms of contract whose proliferation was
the aftereffect of the Industrial Revolution at the
end of the nineteenth century, the general clauses
(especially § 242) turned out to be the decisive
instrument in order to efficiently control the
increasing number of cases dealing with standard
terms.Many of the rules developed by the judiciary
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in the course of time eventually turned into statu-
tory form within the Act on General Conditions
of Business of 1977 (Gesetz zur Regelung der
Allgemeinen Geschäftsbedingungen – AGBG)
whose provisions were partly inserted into the sec-
ond book of the BGB in the course of the 2002 Act
Modernizing the Law of Obligations (for details,
see below).

However, the downside of open-textured prin-
ciples with no clearly defined content became
evident during the Nazi regime when the arbitrary
misuse in particular of the principles of good faith
and good morals, reinterpreted by the judges in
order to direct the law in a way which served their
nationalist ideology, led to the reassessment of a
whole legal order by means of interpretation,
resulting in the phenomenon of an entartetes
Recht (Rüthers 1989), a “degenerated law,”
entirely based on the National Socialist Weltan-
schauung. Though the Nazis had initially warned
against the general clauses, there was now a real
proliferation of undetermined terms in a number
of newmeasures and special laws in order to serve
as “entry points” for their ideology. Even more,
the Führer principle and the völkische Rechtsidee
(the popular notion of the law) according to which
law was no longer perceived in terms of the rights
of the individual but as the rights of the people as
determined by the state became supra-positive
and preexisting principles able to limit the
existing written law. Doctrinal rationality and
legal certainty got completely lost (Stolleis
1998). The plans of the Academy of German
Law to create a Volksgesetzbuch, a “people’s
Code,” in order to replace the BGB, however,
did not progress beyond the draft.

The BGB initially continued to be in force
in both parts of Germany also after World War
II. In the GDR, it was gradually replaced only
some years after the construction of the Wall.
On 1 April 1966, the Family Code led to the
abrogation of the fourth book of the BGB;
10 years later, the BGB was entirely replaced by
the Zivilgesetzbuch (ZGB) which entered into
force on 1 January 1976 (and was replaced by
the BGB in 1990). In the FRG, the entering into
force of the Grundgesetz in 1949 has fundamen-
tally inspired the evolution of German Private
Law, through to its constitutionalization. In this
context, again, the role of the general clauses
was – and continues to be – a fundamental
one. Today, the general clauses are commonly
described as “gateways” (Einfallstore) for the
Basic Law’s value judgments (Wertesystem) in
the realm of private law. In other words, the fun-
damental rights enshrined in the Grundgesetz do
not have any direct effect on private law relation-
ships, but it is the courts’ duty to take them into
account while interpreting the general clauses of
the BGB in order to provide them with more
concrete content. The idea of the fundamental
rights’ mittelbare Drittwirkung (indirect horizon-
tal effect) was laid down for the first time in the
famous Lüth Case of 1958 (7 BVerfGE 198), in
which the BVerfG stated that the Basic Law con-
tains an “objective order of values” (objektive
Werteordnung) which must be looked upon as a
fundamental constitutional decision affecting all
areas of law, including private law.

The theory of the “radiating effect” (Ausstrah-
lungswirkung) of the basic rights in relations
governed by private law has played a fundamental
role in all subsequent court decisions on the sub-
ject and has given rise to a substantive body of
case law developed by the courts. That it has also
led to far-reaching consequences within the law of
contract becomes particularly clear in the context
of the famous Bürgschaft Case of 1993 in which
the Federal Constitutional Court obliged civil
courts to intervene on the basis of the general
clauses of good morals and good faith – using
the principles of party autonomy (Art. 2) and the
social state (Art. 20) enshrined in the Constitution
as interpretative guidelines – in a case in which the
“structural imbalance of bargaining power” had
led to an “exceptionally burdensome contract” for
the weaker party (89 BVerfGE 214 (1993)).
The Europeanization of the BGB: Legal
Developments in Private Law in the
Twenty-First Century

The Act Modernizing the Law of Obligations
(Schuldrechtsmodernisierungsgesetz) of 1 January
2002 is considered to be one of the most sweeping
reforms of the BGB since it was enacted. The
necessity to transpose several EC Directives,
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among which the Consumer Sales Directive of
1999, was used as an occasion to realize the often
called for fundamental reform of the law of obliga-
tions (the so-called grobe Lösung). This explains
why most parts of the new provisions go back to
and are largely based on reform proposals which
had never progressed beyond the draft stage, pre-
pared by a commission of leading academics and
practicing lawyers in the early 1990s already.
Because of its extremely short legislative process,
the modernizing reform was heavily criticized by
those who had argued in favor of a kleine Lösung,
i.e., a legislation transforming only the Consumer
Sales Directive without totally reforming the whole
law of obligations. The Modernizing Act not only
affected key elements of the general law of obliga-
tions and the contracts of the sale of goods, but also
led to the integration into the BGB of many of the
special statutes concerning consumer rights which
over the years had developed outside the BGB and
are the result of a transposition of EC Directives in
this field. Since central parts of the new law of
obligations have transposed European Directives,
the reform is largely understood as a Europeaniza-
tion of the BGB (Schulze and Schulte-Nölke
2001); the reform has thus also aimed to turn the
BGB into a model in the context of the harmoni-
zation of European contract law. Having said that,
the highly visible influence of the BGB within the
framework of the Draft Common Frame of Refer-
ence (DCFR) is certainly also due to the leading
role of German academics within the Joint Net-
work on European Private Law entrusted with its
elaboration.

The influence of EC/EU law has constantly
grown over the last years, in particular in the
field of consumer protection law which is increas-
ingly inspired by the so-called information model.
In German literature, the instrumentalization of
the consumer as a means to promote the internal
market on the basis of a model of procedural
justice – more precisely of the idea that a suffi-
ciently informed consumer is able to reach a
completely rational decision – is said to have
brought about a “dematerialization” and “re-
formalization” of (national) consumer protection
law (Micklitz 2012). The most recent example of
this tendency is represented by the Consumer
Rights Directive 2011/83/EU which was
implemented in June 2013 by means of an amend-
ment of the law of obligations.
Legal Education and Legal Professions:
The German Construct of Einheitsjurist

The particularity and main characteristic of the
German system of legal education is the fact that
it is embedded in the model of a “uniform jurist,”
the so-called Einheitsjurist. The admission to all
legal professions requires exactly the same formal
qualification, so education is identical for every-
one, regardless of the legal profession to be
adopted in the future. Since federal legislation,
i.e., the German statute of judges (Deutsches
Richtergesetz – DRiG), only lays down general
provisions and standards in the field of university
education and practical training, each Land
disposes of more detailed regulations. This has
given rise to quite different rules – mainly related
to procedural aspects of examination – in the
16 Länder (Keilmann 2006).

The legal education system is a two-phase one.
It is a state-oriented and judge-centered bureau-
cratic model with traditionally great emphasis on
the technical skills needed in the judiciary which
has only been slightly reduced in recent times. It
has its roots in the Prussian system of legal edu-
cation and justice which already at the beginning
of the eighteenth century was characterized by a
state-controlled meritocratic selection for entry
into the public administration on the basis of
state examinations.

University studies in law end with an exami-
nation which today is called “first examination”
(erste Prüfung) and no longer “first state exam”
(Erstes Staatsexamen) because it is no longer
entirely organized by the Länder’s Court of
Appeals and the state offices for the Law Exami-
nations (Landesjustizprüfungsämter). The modi-
fication brought about by the Act on the Reform of
Legal Education of 2002 is an aggregate final
exam mark, composed of an examination
conducted by the law faculties in certain areas of
specialization which students can choose
(universitäre Schwerpunktbereichsprüfung) and
a state exam which covers compulsory subjects
(staatliche Pflichtfachprüfung). The former
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represents 30, the latter 70 % of the final mark.
Low average marks, high failure rates, and the
assumption among students that university
courses do not suitably prepare them for the
exam have caused a run on the expensive service
of private law teachers, the so-called Repetitoren.
This dualism of abstract metatheory and practical
legal training, which goes back to ideas diffused
by Wilhelm von Humboldt at the beginning of the
nineteenth century (Keilmann 2006), is heavily
criticized but does not seem to draw to a close.
Today, even the law faculties themselves offer
special preparation classes in order to keep up
with the private Repetitoren (Korioth 2006). The
fact that privatization has affected the legal edu-
cation system is also proved by the presence of the
Bucerius Law School, the first and up to now the
only private law school in Germany which was
founded in 2000 and is located in Hamburg.

Legal studies are followed by a biennial prac-
tical training (Referendariat or Vorberei-
tungsdienst), organized and paid for by the Land
in which it is undertaken. This period, during
which the Referendare are instructed in various
areas (civil courts, criminal courts or public pros-
ecutor’s office, public administration, and law
firms) in order to obtain preparation for the main
legal professions, ends with the “second state
examination” (zweite Staatsprüfung). After suc-
cessfully passing it – candidates only have two
attempts, but failure rates are less than 15 % – the
young lawyer is called Assessor or Volljurist (fully
qualified jurist) and, having obtained “the qualifi-
cation for the office of a judge” (§ 5 DRiG), he/she
is theoretically qualified for any legal profession.
That means, for example, that there is no addi-
tional bar exam, and to practice as a Rechtsanwalt
(attorney), only a formal admission is required.
However, access to a legal career is strongly deter-
mined by examination grades. Since for a career in
the judiciary or civil service it is a precondition to
achieve a top mark in the second state examina-
tion (the so-called Prädikatsnote) – a criteria
which is fulfilled by fewer than 10 % of the
aspirants – the overwhelming majority work as
attorneys; only a small percentage has the option
of becoming a judge (Richter), a public prosecutor
(Staatsanwalt), a notary (Notar), or undertaking an
academic career. As a response to this reality, the
Reform of 2002 has extended the practical training
during the Referendariat at a law firm from 3 to a
minimum of 9 and a maximum of 13 months.

Attorneys who have practiced as lawyers for at
least 3 years can specialize in a particular field of
expertise in order to attain the title of Fachanwalt.
In a few Länder, attorneys can also become the
so-called Anwaltsnotare (lawyer notaries) who
combine the profession of an attorney with that of
a notary on the condition that they have practiced
the forensic profession for 5 years. They are the
second major type of notaries beside the so-called
Nurnotare (fulltime notaries). Both groups have to
pass a third exam, the so-called notarielle
Fachprüfung. Due to the limited number of posts
available, competition is hard, and the door to this
profession is only open to the top law graduates.

As seen above, the judiciary follows a sepa-
rate career path: it is immediately entered after
the second state examination by those who have
achieved excellent final marks, and only rarely
does a practicing lawyer transfer to become a
judge. The initial appointment to a local or a
regional court will only be for a certain period,
usually for 3 years, during which the candidate is
a Richter auf Probe, i.e., his employment status
is “on probation.” A Richter auf Lebenszeit, a
lifetime judge, can be promoted to higher
regional courts on the condition that he has
worked for at least 10 years in the courts of first
instance. Whereas the initial appointments and
this kind of promotion are made by the state’s
ministers of justice, appointments to the five
federal courts involve the competent Federal
Minister and a so-called Richterwahlausschuss,
a committee for the selection of judges which
consists of the competent Land ministers and
an equal number of members elected by the
Bundestag.
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Definition

One seminal question in social choice theory was:
is it possible to find a social choice function such
that each agent is always better off when telling the
truth concerning his preferences nomatter what the
others report? In other words, can we find a
strategy-proof voting rule? With at least three
alternatives and two voters, the answer is clearly
no under a very general framework, as was
proved independently by Allan Gibbard and
Mark Satterthwaite. Since then, the Gibbard-
Satterthwaite theorem is at the core of social choice
theory, game theory, and mechanism design.
Introduction

Since K. Arrow’s 1951 analysis, which marks the
revival of the theory of social choice, economists
investigate from an axiomatic point of view the
aggregation of individual preferences in order to
obtain a social welfare function (i.e., a complete
and transitive ranking based on the individual
preferences) or a social choice function (i.e., one
alternative from the individual preferences). Such
questions concern huge domains of human
beings, for example, the family’s choice of the
walls color in the living room, the choice of the
Palme d’Or winner by the jury of the Cannes
International Film Festival, or the vote for the
President of the European Commission. Thus, in
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addition to his (im)possibility theorem, K. Arrow
has initiated a new domain in economic analysis.

Since then, the question of the strategic behavior
of individuals during an election was raised again
on several levels. Indeed for a very long time, since
we find, for example, a letter from Pline the Youn-
ger in Roman Antiquity, the question of manipula-
tion had attracted attention. Whether playing on
who will be a voter, who can be a candidate, the
choice of the voting rule, abstention, beliefs about
preferences or preferences expressed during the
vote, the idea that at least one individual can do a
manipulation to his advantage has interested and
concerned many thinkers.

Concerning this last form of manipulation,
it was historically mentioned at least seven
times before the Gibbard-Satterthwaite theorem
(an expression first used by (Schmeidler and
Sonnenschein 1978)). First, a story probably
apocryphal tells that Borda responded to one of
his critics who pointed out that his method was
manipulable that it was intended for use by honest
people. There is also a reference to this question in
Ch. Dodgson (alias Lewis Carroll), who said in a
specific voting system, “This voting principle
makes an election more of a skill game than real
test of voters’ wishes” (see Black (1958)). In the
modern period, Black (1948) discusses the link
between unimodal preferences and strategic
votes, while (Arrow 1951, p. 7) explicitly states
that he will not deal with this issue even though he
later returns to it in a footnote [footnote 8,
pp. 80–81]. Arrow’s general analysis, however,
will lead (Vickrey 1960, pp. 517–519) to conjec-
ture that immunity to strategic manipulation is
logically equivalent to the association of the
axiom of independence of irrelevant alternatives
and that of positive association. Finally, it will be
R. Farquharson in his 1958 doctoral dissertation,
published in 1969, (Farquharson 1969), who will
introduce the distinction between “sophisticated
strategy” and “sincere strategy,” and then in an
article with M. Dummett in 1961 when they make
the conjecture: “It seems unlikely that there is any
voting procedure in which it can never be advan-
tageous for any voter to vote ‘strategically,’ i.e.,
non sincerely” (Dummett and Farquharson 1961,
p. 34). In an interview given in 2006 to R. Fara
and M. Salles, M. Dummett confesses that he felt
at this time that proving this conjecture would be
extremely difficult and that is why they did not try
the demonstration. We refer the reader to (Barberà
2010) for more details on this historical part.

Thus, for more than 20 years after (Arrow
1951), all scholars of social choice theory seem
to have been convinced that the question of the
manipulation of preferences by an individual
(i.e., the fact that he does not express his true
preferences in order to lead to a social choice
that satisfies him better than would have been
obtained if he had been honest) was an important
question, easy to explain, but very difficult
to prove.

As an illustration of this question of the manip-
ulation of preferences by an individual, we can
give the following example (from (Feldman 1979,
p. 459)):

Imagine a committee made up of 21 members
each having one vote and whose actual prefer-
ences presented in descending order can be bro-
ken down into three groups.
Type 1
 Type 2
 Type 3
A
 B
 C
B
 C
 B
C
 A
 A
10 voters
 9 voters
 2 voters
In a majority election where voters indicate
their real preferences, A gets 10 votes, B gets
9 votes, and C gets 2 votes; this leads to the
election of A. However, if anticipating this result,
the voters in group 3 manipulate their preferences
and vote for B, this will lead to 10 voters for A and
11 voters for B and so B will be elected. This
strategic choice of the voters of the group 3 allows
them to obtain a more favorable result than they
would have obtained if they had voted sincerely. I

Therefore, a question immediately comes to
mind: is it possible to imagine a social choice
function such that each individual, regardless of
the others’ choices, is always better off by
expressing his true preferences? In other words,
is there a social choice function such that always
telling the truth is a strictly dominant strategy for
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each individual? The answer to this question was
independently given by the philosopher Allan
Gibbard (1973) and the economist Mark
Satterthwaite (1975) (work summarizing part of
his doctoral dissertation defended in 1973) and it
is unfortunately negative. What we call since the
Gibbard-Satterthwaite theorem can be broadly
stated as follows: it is not possible to find a social
choice function that is both nonmanipulable and
nontrivial.

This last term deserves an explanation. By a
trivial function we mean one of the following
solutions (or a solution equivalent to it): 1/ a
dictatorship (i.e., all the power of decision resides
with a single individual and he has no indifferent
choice), 2/ the permanent choice of an alternative
whatever the preferences expressed by the indi-
viduals are (which could, for example, correspond
to a tradition which would be imposed in all
circumstances), 3/ the perfect unanimity of all
the voters (which in fact means having perfect
clones and therefore no diversity in the prefer-
ences), or 4/ the majority between two alternatives
only, whatever the number of other alternatives
existing and the votes that are expressed for them.
Thus, if all individuals know their preferences and
those of others and that there are at least three
possible alternatives and at least two voters,
there is no social choice function that implies
that each individual always has an interest in
expressing his or her real preferences. We thus
find here the conditions of Arrow’s theorem and
the same conclusion since when there are only two
alternatives, majority voting is at the same time a
nondictatorial and nonmanipulable social choice
function.

Since then, the Gibbard-Satterthwaite theorem
has been considered, along with Arrow’s theorem,
as one of the two most famous results of social
choice theory and has led to a very large literature
in this field. It also plays a crucial role in public
economics and in the theory of incentive mecha-
nisms, which can be broadly seen as a social
engineering approach of finding the rules to
achieve a specific outcome from agents
interacting strategically and having private infor-
mation (see Börger (2015)). Indeed, because of
this theorem, the incentives of individuals must be
considered as relevant constraints in the design of
any mechanism.
Gibbard-Satterthwaite Theorem

Many proofs of this theorem have been proposed
and it is possible to consider that they take one of
the following four paths: 1/ that used by
A. Gibbard and which uses Arrow’s theorem,
2/ that used by M. Satterthwaite thanks to a
combinatorial argument and recurrences on the
number of individuals and alternatives, 3/ that
considering this theorem as the consequence of
the fact that nonmanipulability requires strong
monotony (see Moulin (1988)), and 4/ that
developed by S. Barberá and his coauthors
using the concept of pivotal agents. For a first
presentation of the question of manipulation, we
refer to Feldman (1979) and for a review of this
literature we refer to Sprumont (1995) and
Barberà (2010).

Following Gibbard’s approach, we will prove
the Gibbard-Satterthwaite theorem as a corollary of
Arrow’s (im)possibility theorem. The presentation
we retain will distinguish the formal setup, the links
between the two theorems, the proof of the
Gibbard-Satterthwaite theorem, and that Arrow’s
theorem in turn can be seen as a corollary if we
directly prove the Gibbard-Satterthwaite theorem.

Formal Set-up
Let A = {a, b, . . .} be a set of three or more
alternatives. Let P be the set of linear orders over
A, and P = Pn. An elementP = (P1, P2, . . . , Pn)
� P is called a profile, and the Pi the individual
preferences. The order in Pi is denoted a �i b for
“player i prefers a to b.” We further define

Definition 1
The domination set of a � A in Pi
D a,Pið Þ ¼ x�Aj a�ixf g

Moreover, for P = (P1, . . . , Pn), D (a, P)
stands for the product set of the D(a, Pi). Thus,



960 Gibbard-Satterthwaite Theorem
let P0 = (P0, . . . , P0n) be another profile, the nota-
tionD(a,P0)� D(a,P)means: 8i � {1, . . . , n},
D(a, P0i) � D(a, Pi).

Definition 2

• A social welfare function (or SWF) is an appli-
cation f: P ! P.

• A social choice function (or SCF) is an appli-
cation F: P ! A.

The order relation in f (P) will be denoted
a > b or, if needed a >f (P) b. We need to define
the following properties of SWF or SCF:

Definition 3

• The SWF f is Pareto efficient (or satisfies the
unanimity rule) if
8i � n, a�i b½ 	 ) a > b:

• The SCF F is Pareto efficient, (or satisfies
the unanimity rule) if whenever an alterna-
tive a � A is the most preferred alternative
in all individual preferences, it results that
F (P) = a.

• The SWF f is independent of irrelevant alterna-
tives (IIA) if, for any a and b in A, the relative
ranking of a and b in f (P) only depends on
their relative rankings in the Pi, irrespective of
the rankings of other alternatives.

• The SCF F is monotonic if, given two profiles
P and P0,
F Pð Þ ¼ a and D a,P0ð Þ � D a,Pð Þ½ 	 ) F P0ð Þ
¼ a:

• The SCF F is strategy-proof if, whenP andP0

differ only in changing Pi into P
0
i, it results that

either F (P) = F (P0) or F (P) �i F (P0) .
• The SWF f is called dictatorial if there exists a

player k such that, 8P � P, f (P) = Pk. (The
social preferences are always player k’
preferences.)
• The SCF F is called dictatorial if there exists a
player k such that, 8P � P, 8x 6¼ F (P), F(P)
�k x. (F (P) is player k’s most preferred
alternative.)

Arrow and Gibbard-Satterthwaite Theorems

Theorem 1 (Arrow) If a SWF is Pareto efficient
and IIA, then it is dictatorial.

Theorem 2 (Gibbard-Satterthwaite) If a SCF
is strategy-proof and onto (i.e., its range is all of
A: 8a � A, ∃P � P such that F (P) = a), it is
dictatorial.

Lemma 1 (Muller and Satterthwaite) If a SCF
is strategy-proof and onto, it is monotonic and
Pareto efficient.

Proof Let P and P0 be two profiles, F (P) = a,
D(a, P0) � D(a, P), but assume that F (P0) 6¼ a.
Make the change from P to P0 one player at a
time in numeric order. Denote by Pk the profile
obtained after changing Pk to P0k . (And P0 = P).
At some point, we have that F (Pi�1) = a 6¼ b =
F (Pi). By strategy-proofness, it follows that a �i

b in Piwhile b�i a in P0. But by hypothesis, if a�i

b in Pi it is a fortiori true in P0, a contradiction.
Therefore, the SCF is monotonic.

Because F is assumed to be an onto function,
for any given a � A, there exists a profileP such
that F (P)= a. BuildP0 by moving a at the top of
the preferences of all players. By monotonicity, it
still holds that F (P0) = a. Now, get P00 by
shuffling at will the preferences of all players
below a, leaving a at their top position. Because
of the definition of monotonicity, and specifically
its IIA-like character, it still holds that F (P00)= a.
Therefore, the SCF is Pareto efficient. I

Proof of the Gibbard-Satterthwaite Theorem
This note is devoted to the proof of the Gibbard-
Satterthwaite theorem viewed as a corollary of
Arrow’s theorem. We assume therefore that the
latter is known. Given the above Lemma 1, we
need to prove
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Lemma 2 If a SCF is Pareto efficient and mono-
tonic, it is dictatorial.

Or method of proof will be as follows: we
assume that a SCF F is known which is Pareto
efficient and monotonic. From it we construct a
SWF f which we show to be Pareto efficient and
IIA, therefore dictatorial, which will imply that
F is dictatorial.

Let F be a SCF. Given a profile P, our social
ordering f (P) is built via the following algorithm:

Algorithm

• Let P1 = P.
• For i ranging from 1 to n, do:

– define ai = F (Pi),
– definePi+1 by moving ai at the bottom of all

individual preferences in Pi.
• Define f (P) as: for all i � {1, . . . , n� 1}, ai>

ai+1.

Proposition 1 If the SWF F is Pareto efficient
and monotonic, the above algorithm produces a
linear order on A.

Proof What we need to prove is that all elements
of Awill be ranked, i.e., that for all i � {1, . . . , n},
and for all j < i, ai 6¼ aj.

Let first i < n. Therefore, not all alternatives
have been numbered as one of the ak. DefineP0

i as
follows: Take an alternative b which has not yet
been ranked. Raise it at the top of all individual
preferences. This does not change the domination
sets: D aj,P0

i

� � ¼ D aj,Pi

� �
since in Pi, all the

alternatives that have already been selected in the
algorithm, including aj (remember that j < i), are
stacked at the bottom of all individual preferences.
Therefore, by monotonicity, if F (Pi) = aj, it also
holds that F P0

i

� � ¼ aj . But by Pareto efficiency,
F P0

i

� � ¼ b, a contradiction.
Finally, inPn, n� 1 different alternatives have

been placed at the bottom of all individual prefer-
ences; thus, the same and last alternative is alone
at the top of all and is therefore selected by F by
Pareto efficiency.
The following propositions end our proof:

Proposition 2 If the SCF F is Pareto efficient and
monotonic, the SWF defined by the algorithm is
1. Pareto efficient
2. Independent of irrelevant alternatives (IIA),

and therefore dictatorial by Arrow’s theorem

Proof

1. Let a, b � A, and assume that inP, 8i � {1,
. . . , n}, a�i b. Assume that at some step of our
algorithm, F (Pi) = b, but a has not yet been
chosen. In Pi, raise alternative a at the top of
all individual preferences. This does not
change the domination sets of b in any individ-
ual preferences. Therefore, F should still select
b. But by Pareto optimality, it should select a.
A contradiction.

2. Let i< j and therefore by our algorithm, ai> f (P)

aj. In P, move another alternative b in some
individual preferences, call the new profile P0.
We claim that in the order created by our algo-
rithm applied toP0, it still holds that ai > aj.

Assume that F (P0) = b. Then at step 2, b is
brought at the bottom of all individual prefer-
ences, and, as compared to profileP, the domina-
tion sets of a1 have been enlarged or kept
unchanged for all individual preferences. There-
fore,F P0

2

� � ¼ a1. If b 6¼ a2, at step 2, for the same
reason a2 will be selected, and so forth until the
end of the algorithm. Therefore, we will still select
ai before aj.

Assume F (P0) = c 6¼ b, and assume c 6¼ a1.
This is possible only if in one individual prefer-
ences at least, b has been moved from below a1 to
above it. In these individual preferences only,
bring b back below a1. Call this profile P00. D
(a1,P00)� D(a1,P). Therefore F (P00)= a1. But
in going from P0 to P00, b has only been moved
down in some individual preferences. Therefore
D(c, P00) � D(c, P0). Therefore, F (P00) = c.
Hence, a1 = c contrary to the hypothesis. Hence,
F (P0) = a1.

Repeat this argument at each step before b is
selected, and once this happens, repeat the
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previous argument. It follows that, except for b, all
other alternatives are chosen in the same order as
for P. I

It follows that, by Arrow’s theorem, f is dicta-
torial. There is a player k such that for all P,
f (P) = Pk, and in particular F (P) is player k’s
preferred alternative. And this proves Lemma 2,
and consequently the Gibbard-Satterthwaite
theorem. I

Complement: Arrow’s Theorem as a Corollary
of Gibbard Satterthwaite
It can also be shown that if the Gibbard-
Satterthwaite theorem has been proved directly,
Arrow’s theorem is an easy corollary, thus
establishing the equivalence between the two
results. The process is symmetrical from the
above one, deriving a SCF from a Pareto efficient
and IIA SWF by simply picking the top alternative
in the social preferences and showing that it is
onto and strategy-proof.

We might also mention that Lemma 1 has an
easy reciprocal.
Conclusion

Since its demonstration, the Gibbard-Satterthwaite
theorem has generated a huge literature on the
question of the manipulation of preferences,
distinguishing, in particular, the cases where the
social choice function is manipulable by an indi-
vidual from the case where it is manipulable by a
coalition of individuals. It has also been extended
to take into account set-valued (Duggan and
Schwartz 2000) and nondeterministic choice func-
tions (Gibbard 1977), that is, those where the result
depends on the votes of individuals but also by
chance. (Often both set-valued and non-
deterministic.) Our framework requires that social
choice function is onto. It has been proven since
that the results hold as soon as the social choice
function has at least three alternatives in its range.

In our opinion, three main ways of circum-
venting this theorem have been followed. The first
is to restrict the preference domain (with functions
defined on restricted sets of preference profiles, it is
possible to find social choice functions that are both
nondictatorial and nonmanipulable, e.g., unimodal
preferences à laBlack). The second is to change the
goal. Indeed, the framework in which the Gibbard-
Satterthwaite theorem is situated is very strong since
it seeks a social choice function for which telling the
truth is a dominant strategy for each individual. The
path followed by implementation theory is to simply
ask that it be a Nash strategy, or a perfect subgame
strategy, or a Bayesian Nash strategy, depending on
the informational context of the individuals. Finally,
more recently, a third way explains that this problem
is real but may not be very important empirically.
Indeed, besides the integrity, ignorance or stupidity
of individuals that can prevent them from
performing manipulations, the fact that a social
choice function is manipulable does not imply that
it will be manipulated. And since Bartholdi et al.
(1989), economists consider that it may be empiri-
cally impossible for individuals to decide how to
manipulate even when they have all the information
to do so, as the problem may be NP-hard.
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Global Warming
Alfred Endres
FernUniversität Hagen, Hagen, Germany
Abstract
This essay analyses global warming from the
perspective of environmental economic the-
ory: National activities to curb greenhouse
gas emissions are public goods. It is well
known that the expectations to arrive at a sat-
isfactory provision of these kinds of goods by
uncoordinated decision-making are low.
Nations try to overcome this dilemma by inter-
national treaty-making. However, economic
analysis suggests that the genesis and persis-
tence of international climate agreements are
challenged by problems of national rationality
and stability as well as by the leakage effect.
On the other hand, economic analysis reveals
some reasons for a more optimistic view.
Among those are incentives to develop and
introduce green technologies and incentives
to adapt to changes in the world climate.
Synonyms

Greenhouse effect
Introduction

Human economic activity is directed to produce
commodities and services which are valued by
people. Many of these goods are sold and bought
in markets where consumers pay a market price to
reimburse the production costs to the supplying
firms and contribute to the profits of these firms.
Jointly with these intended products of the eco-
nomic activity, unwanted side products are gener-
ated, like waste and emissions into environmental
media (e.g., air and water). The generation of these
side products can be steered in terms of quantity
and quality, but it is unavoidable in principle.

There are millions of different types of sub-
stances which are emitted into the environment as
by-products of the productions process. A certain
subset of these emissions constitutes the group of
greenhouse gases (GHG). Among this type of
gases are carbon dioxide (CO2), nitrous oxide
(N2O), chlorofluorocarbons (CFCs), methane
(CH4), and ozone (O3). There is a broad consensus
in the natural sciences that the emission of these
greenhouse gases changes the atmospheric condi-
tions around the globe to such an extent that the
world climate is adversely affected. Particularly,
increases in the stock of greenhouse gases in the
atmosphere contribute to an increase of the aver-
age temperature on earth (global warming). This

https://doi.org/10.1007/978-1-4614-7753-2_300078
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is a phenomenon of fundamental concern in the
society and for policy makers. It is also an impor-
tant issue of research undertaken and policy
advice given by economists. Climate change
affects the living conditions of the people directly,
and it also changes the conditions under which
many commodities and services are produced
(e.g., in agriculture and tourism).

From the perspective of sciences, climate
change is an issue which has so many dimensions
intertwined in a very complex way that it can
only be dealt with using an interdisciplinary
approach. Of course, in this interdisciplinary
process of communication, collaborators from
the social sciences (like economics) cannot really
assess the quality of the research in the natural
sciences. So economists usually take for granted
what the mainstream of natural science research
takes to be true. This is particularly so with
regard to the quantitive effect that certain green-
house gases have on the world climate and in
terms of the effect that certain changes in the
climate have on the living conditions on earth
(e.g., sea level rise and increases in extremely
adverse weather conditions).

There is a broad consensus in the world that
global warming has anthropogenic origins and is
extremely dangerous to human kind. Even though
not each consequence of higher average tempera-
ture in the world is detrimental, the aggregate
effect appears to be a severe threat to the living
conditions on earth. (A standard reference in this
context is the Stern Review, Stern (2007), see also
Stern (2015))

The problem is very well known among the
political leaders of the world and to the people, at
least in the economically developed countries.
(The beginning of the international efforts to pro-
tect the climate was marked by the Earth Summit
in Rio de Janeiro in 1992.) On the other hand,
there is no progress in terms of a reduction in the
globally aggregated quantity of GHG emissions.
In the public media, “uninterested and incompe-
tent politicians” are often held responsible for this
lack of progress. However, economic analysis
shows that the climate problem is very hard to
solve even if we assume that the involved govern-
mental decision-makers are competent and seek to
serve the interest of the people they represent.
This is due to an adverse incentive structure that
impedes an international consensus on an effec-
tive climate change policy.
An Economic Perspective of Global
Warming

Greenhouse gases are to be distinguished from
most other pollutants in that they do not have a
regionally specific dose–response profile. Instead,
they are global in the sense that after their emis-
sion they disperse homogeneously around the
atmosphere of the earth. Particularly, the regional
structure of these pollutants’ generation is irrele-
vant for their effect on the global climate. Changes
in the world climate are induced by the aggregate
effect of GHG emissions and, particularly, by the
stock of greenhouse gases in the atmosphere that
is accumulated by the emission flow generated in
each consecutive period of time. Thereby, global
pollutants have properties that come very close to
the economics textbook stylization of a “pure
public good (bad),” which is an important issue
in microeconomic theory, public finance, and
environmental economics. The problems that
arise when governments strive to agree upon curb-
ing GHG emissions to a tolerable level can
thereby be explained using insights from the eco-
nomic theory of public goods.

Concerning greenhouse gases, each individual
country is in a double role: On the one hand, the
country is the generator of the problem emitting
certain quantities of these gases. On the other
hand, the country is the victim of its own activity
suffering from the detrimental effect this activity
has on the climate. However, since it is not a
country’s specific climate which is under consid-
eration here but the world climate, the country is
not the only victim of its own activity. All other
countries are also victimized by the pollution of
the individual country under consideration. In
terms of economic theory, each country generates
an internal effect as well as an external effect by its
GHG emissions. The problem arising here is that a
government striving to maximize the welfare of
the citizens that it represents designs a GHG
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policy that takes the internal effect into account
and ignores the external one.

The welfare effects of a country’s GHG policy
are two-fold. On the one hand, the national econ-
omy has (the citizens have) to bear the costs of the
policy. This reduces national welfare. On the other
hand, the country benefits from its own policy in
that the GHG-reducing measures are advanta-
geous in terms of the world climate. Therefore,
the climate change damages the country under
consideration suffers from are reduced. The
national welfare effect of the national climate
policy is maximized when this policy is designed
to maximize the difference between the national
benefits (reduction in national climate change
damages) and national climate change costs. The
quantity of GHG reduction for which the afore-
mentioned difference is maximized is called the
equilibrium quantity of emission reduction for the
country under consideration. It is fundamental to
note that this nationally optimally designed cli-
mate policy is drastically different from the design
of a national climate policy which is optimal from
the point of view of the world as a whole. From
this global point of view, in order to characterize
optimal national climate policy, the cost of this
Global Warming,
Fig. 1 The Benefits and
Costs of GHG abatment:
The National and the Global
policy has to be compared with the benefits of this
policy aggregated across all the countries of the
world (instead of the country under consideration
only). The quantity of country i’s emission reduc-
tion which maximizes the difference between
aggregate benefits and costs to country i is called
the globally optimal quantity of i’s emission
reduction.

In economics, it is a standard exercise to clarify
and specify these thoughts using formal mathe-
matical analysis or graphical visualization. In
what follows, we turn to the latter Fig. 1.

In Fig. 1, the term Bi denotes the benefit, B, of
GHG emission reduction in some country, i. Xi

denotes the quantity of this reduction in the afore-
mentioned country. The function Bi(Xi) denotes
these benefits as they depend upon the quantity of
the pollutants reduced. It is assumed in this figure
that this function is known to the decision-makers.
In reality (and in more elaborate theoretical
expositions), it is to be acknowledged that the
extent of damages and the manner in which they
systematically depend on the extent of emissions
reduction is highly uncertain. There is an exten-
sive literature dealing with this issue, which is
ignored here. In the present context, the figure is
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used to illustrate the divergency between globally
optimal emission reductions and the emission
reductions chosen by individual countries striving
to maximize the welfare of their respective citi-
zens. In this context, it is sufficient to interpret the
curves in Fig. 1 to be the best estimate of the
relationships dealt with here that is available to
the political decision-makers. Of course, a benefit
curve like the one that has been drawn for country
i can be drawn for any other country. This is not
done in the figure. However, a curve BS(Xi) is
drawn representing the vertical aggregation of the
individual benefit curves of all countries. This
aggregate curve shows how the sum of worldwide
benefits from pollution reduction depends upon
emissions reduction of country i. Additionally,
Fig. 1 presents the curve Ci(Xi) representing how
the costs of emission reduction in country i
depend upon the quantity of emissions that this
country reduces. Comparing these curves, it is
obvious that the globally optimal level of GHG
reductions in country i is at Xi**, the quantity
where the difference between the aggregate bene-
fit curve and the curve representing the abatement
cost of country i is maximized. The quantity of
emission reductions maximizing the welfare in
country i (the “equilibrium quantity” for country
i), however, is at Xi*. In addition to these curves
representing total benefits and costs, the figure
shows the curves MBi(Xi), MBS(Xi), MCi(Xi).
These curves are “partner curves” to the afore-
mentioned curves in that they represent the mar-
ginal country-specific benefits, marginal
aggregate benefits, and marginal country-specific
costs instead of the total benefits and costs. These
curves represent the country-specific benefits,
aggregate benefits, and country-specific costs,
respectively, for small increases of the quantity
of emissions reduced. Technically speaking,
these marginal curves are the first-order deriva-
tives of the total curves. The equilibrium emission
reduction quantity, Xi*, for country i is defined by
the intersection of the country’s specific marginal
benefit curve with the country’s specific marginal
cost curve. For any quantity lower than Xi*, the
marginal benefit of the last unit’s reduction is
higher than the cost of this last unit. Therefore,
national welfare could be increased by reducing
an additional unit. It follows that the starting point
emission reduction level in this little thought
experiment cannot be the equilibrium one. Anal-
ogously, for any level of pollution abatement
beyond Xi*, it can be argued that national welfare
increases when pollution abatement is attenuated.
By analogous reasoning, it can be shown that the
globally optimal quantity of emission reduction,
Xi**, is defined by the intersection of the marginal
aggregate benefit curve, MBS(Xi), and the mar-
ginal country-specific cost curve, MCi(Xi). In eco-
nomic analysis (as applied to environmental
problems and very many other issues), marginal
analysis is a very common and powerful tool. It
will be repeatedly used in a subsequent
exposition.
International Environmental
Agreements – Painful Genesis
and Fragile Architecture

In the preceding section, the decisions of national
governments have been stylized regarding the
quantity of GHG reductions. It has been shown
that a national GHG policy striving to maximize
national welfare is unable to meet the global
requirements of effective GHG reduction.

Even though we obviously do not have a
“world government,” it is instructive to imagine
what a government like that might do. The result
of this reasoning may be used as a benchmark
which serves for the results of real world decision
processes. To build up this benchmark, it is usu-
ally assumed in economics that this world gov-
ernment is well informed and benevolent.
Applying the established economic welfare
criteria, the world government would choose a
situation with two essential properties. The first
property is that GHG emissions would be at their
globally optimal level as characterized in the pre-
ceding section. The second property relates to the
question, how much each individual country
would have to contribute to the globally optimal
aggregate emission reduction. Thriving to keep
the worldwide total costs of GHG abatement at
their minimum, the world government would put
a burden to an individual country which would be
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the higher, the lower the abatement cost of this
country is. More precisely, the cost-effective dis-
tribution of country-specific emission reduction
loads is characterized by the marginal abatement
costs to be equal across all countries. This “equi-
marginal condition” is very often used in econom-
ics (within the environmental context and beyond)
and is explained more elaborately, e.g., in Endres
(2011), pp. 216–220. If the countries of the world
are aware of what has just been said and note that
this solution cannot be achieved by country-
specific “autistic” welfare maximization, they
might try to get there by voluntary agreement.

The fundamental challenge to the design of
international agreements to fight global warming
is that they must be self-enforcing since interna-
tional law is too weak to implement enforcement.
This means that the international contract must be
designed in a manner that it is attractive for each
country to join in, and having joined, to keep the
commitments. These two properties are called the
individual rationality and the stability of an inter-
national treaty.

Very unfortunately, it does not follow from the
global optimality property of an international
GHG treaty that it is also individually rational
and stable. To the contrary, for many countries
there is an incentive to “cheat” upon the commit-
ments they have signed in an international agree-
ment by taking a free ride on the GHG abatement
efforts of the other partaking countries (lacking
stability). Moreover, some countries might have
an incentive not to sign the treaty at all, even
though this treaty is optimal from the global
point of view (lacking individual rationality).
This is particularly so for countries with low mar-
ginal abatement costs which do not suffer very
much from global warming (or may even benefit
from it).

There are many attempts in the literature to fill
these rather theoretical considerations with empir-
ical content. A prominent example is a study by
Finus/van Ierland/Dellink (2006). (There is a
textbook-style interpretation of the aforemen-
tioned original research in Endres (2011).) To
investigate the incentive compatibility of a glob-
ally optimal GHG agreement, the authors of this
study proceed as follows. They divide the world
into 12 “regions” and use data from the empirical
literature to estimate the GHG abatement benefit
and cost functions for each of those regions. These
12 regions (countries or groups of countries,
respectively) are USA, Japan, European Union,
other OECD countries, Central and Eastern Euro-
pean countries, former Soviet Union, energy-
exporting countries, China, India, dynamic
Asian economies, Brazil, and “rest of the
world”. The result in terms of individual rational-
ity is that three regions would deteriorate their
welfare position when the situation would change
from the pre-treaty situation (with each country
maximizing its own welfare “autistically”) to the
globally optimal contract. These regions are the
“other OECD countries,” the “Central and Eastern
European countries,” and the countries of the for-
mer Soviet Union. For these, it is not individually
rational to join a coalition that agrees to realize the
globally optimal global warming policy. The
results of the stability test are even less encourag-
ing: With the exception of the European Union
and Japan, all regions are subject to an incentive to
leave a coalition that has agreed upon the globally
optimal GHG abatement policy. Of course, there
are verymany uncertainties regarding the physical
and economic aspects of GHG emission and
global warming. Therefore, the specific numbers
of this study quantifying the costs and benefits of
GHG abatement in the 12 regions cannot be really
taken for granted (as the authors of this study are
well aware of and concede). Still, the study illus-
trates the fundamental difficulties that impede the
international coordination of an effective policy to
fight global warming. This study (and other
empirical treatments) is able to explain why the
Kyoto Protocol suffers from so many weaknesses
and why it is so difficult to agree upon an effective
succeeding treaty.

In the preceding analysis, it has been shown
that it is extremely difficult for sovereign coun-
tries to agree upon a globally optimally designed
global warming treaty and to enforce
it. Obviously, the globally optimal contract is a
very ambitious goal. Thus, the question arises
whether the international legislation process has
better expectations if it strives for a somewhat
more pragmatic goal. A pragmatic program
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might seek to curb climate change such that the
adverse consequences are “tolerable” and allocate
the abatement costs among the countries in an
“acceptable” way. It has been shown in an exten-
sive literature that this change in the scenario does
not lighten up the situation dramatically (See
Finus/Caparros (2015) and Finus/Rundshagen
(2015) for fundamental issues and recent devel-
opments.). Incentive compatible international
global warming agreements are likely to be either
deep (ambitious reduction target) or wide (high
participation rate of countries) and very unlikely
to be both.
Global Warming, Fig. 2 Leakage in the Resource
Market
Leakage

Let us assume that a country or a group of coun-
tries, against all odds, would decide to take serious
national measures to reduce GHG emission and
then fully enforce these measures.

The country or the group of country could take
a number of steps that would aim at reducing
energy consumption and especially at replacing
fossil energy sources with regenerative ones.
However, these activities would result in a lower
demand of fossil energy sources and thus, ceteris
paribus, in a downward pressure on the prices.
The decreasing world market prices would stim-
ulate the demand of fossil energy sources in other
countries. There, the increasing usage of these
energy sources would, ceteris paribus, lead to a
rise of the relevant emission though. This
interdependence is called “leakage effect” in eco-
nomics. It results in the dissipation of the self-
limiting activities of pioneer countries. If this
effect is anticipated, even the countries that
would agree to limit themselves would be less
willing to do so than without the leakage effect.

This reasoning can be illustrated by Fig. 2. The
abscissa shows the stock of a fossil energy
resource R fixed at a level of �R . There are two
groups of countries in the stylized cosmos of this
illustration, green countries (G) and nongreen
countries (NG). The green countries are the ones
mentioned in the introductory paragraph of this
section. They take effective GHG curbing mea-
sures. In the pre-policy situation (the time before
the green countries decide and act upon their mea-
sures), the demand curves for the fossil energy
resource are DGI for the green countries and DNG

for the nongreen ones. The market equilibrium
price (PI) and the market equilibrium distribution
of the resource stock between the two countries
(RG, RNG)I are defined by the intersection of
these two demand curves. The effect of the
GHG-fighting policy in the green countries is that
their demand for the fossil resource is reduced. In
the figure, this is illustrated by the demand curve of
the green countries shifting down fromDGI to DGII.
Accordingly, the market equilibrium shifts from
A to B in the figure. In detail, that means that the
equilibrium price goes down from PI to PII and the
equilibrium distribution of the resource between
the two groups of countries changes from (RG,
RNG)I to (RG, RNG)II. In terms of global warming,
the result of this analysis is that total consumption
of the fossil resource is unaffected by the efforts of
the green countries. Thereby, GHG emissions
jointly produced with the consumption of this
resource are unchanged. The GHG emission “sav-
ings” generated by the policy of the green countries
are completely used up by the additional consump-
tion of the nongreen countries.

Of course, this is a very stylized reasoning
which might not completely cover what is hap-
pening in the real world. But, it still illustrates the
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“curse of partial solutions” to the global warming
problem.

Moreover, the case in which the leakage effect
is “transported” via the market for the resource is
only one of several forms this detrimental effect
might take on. Other forms are discussed in the
literature, e.g., in Rauscher/Lünenbürger (2004).
G

The Dilemma of Intergenerational
Allocation

In the preceding analysis, incentive problems of
effective global warming policy have been
discussed in a framework focusing on the present
generation. However, there is also an inter-
generational dilemma of global warming policy.
GHG reductions conducted in the present are ben-
eficial not only presently but also for future gen-
erations. Thereby, an intertemporal externality is
generated. The allocative consequences of this
externality are analogous to what has been said
in the intragenerational context above: Equilib-
rium GHG reductions of the present generation
are too low compared to globally optimal GHG
reductions. In the present context, the “global
optimality” must be interpreted to comprise the
costs and benefits of GHG reduction in all gener-
ations. It is plausible without further elaboration
that this intertemporal misallocation occurs if the
present generation is oblivious with respect to the
welfare of future generations. It may come as a
surprise, however, that the intergenerational allo-
cation problem does not vanish even if we assume
that the preferences of the present generation are
not so self-centered. Let us assume the opposite
and take the present generation to be future-
altruistic in the sense that it takes the welfare of
future generations into account during its
decision-making processes just as it takes its
own welfare into account.

To see the point, let us look again at a single
country. If a single country trying to optimize the
situation for its own citizens and their descendants
decides to use less fossil energy, it preserves the
energy resources of mankind and causes less CO2

emissions. However, it cannot be sure that the
aforementioned “target group” will benefit from
this saving. It must rather anticipate that the saved
resources will be consumed by its contemporaries
in the other countries. As far as this does not
happen, it is by no means granted that the descen-
dants of the country under consideration will
benefit from the savings. Instead, the future gen-
erations of another country might consume the
resources saved by the country under consider-
ation. By this, the aforementioned leakage effect
gets a time dimension. Thus, the incentive to save
resources is limited for a country that acts “selec-
tively altruistic” insofar that it only cares for its
own children and children’s children. This incen-
tive distortion can be compared to the one, where
individual self-restraint collapses due to the
exploitation of open access resources. So the
individual fisherman does not heed the advice he
should bear in mind that he wants to go fishing
again tomorrow: The decision-maker knows that
present consumers (and, if anything is left, future
consumers) will profit from his self-restraint and
his own provision will suffer. This results in a
phenomenon well known from the economics of
natural resources, namely, the individually ratio-
nal, but collectively unreasonable depletion of
freely accessible fishing resources.

Now let us assume (neglecting any concerns
based on economic theory) that not a single coun-
try would act future-altruistically but the world-
wide population as a whole would seriously think
about it. Unfortunately, even such an assumption
cannot solve the intertemporal incentive problem
sufficiently. The trouble is that a present genera-
tion, even if it comprises the whole earth, can
never be sure whether the succession of coming
generations might benefit from a better world
climate because of their self-restraint regarding
the consumption of natural resources. It is already
the very next generation that is tempted to exploit
the resources the present generation has left them
and to waste them regardless of the CO2 emis-
sions. Since the generations are naturally limited
to a certain period of time, there is nothing gener-
ation 1 can do to protect their future-altruistic
sacrifices from the exploitation of generation
2. This constitutional nonprotection of invest-
ments intended to support coming generations is
a substantial obstacle for making the investments
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at all. The incentive structure for the present gen-
eration is discouraging and can be compared to an
investor who thinks about getting economically
engaged in a politically unstable country. Since he
cannot be sure of how long his investments will be
profitable, he is subject to an incentive not to
invest at all or only in projects that might be
profitable in the short run. Climate protection is
a very long-term project, though.
Global Warming, Fig. 3 GHGAbatement and Technical
Change
The Dismal Science and Its Strive
for Climate Change Optimism

Economics is often called the dismal science. The
pessimistic assessment of the expectations to curb
global warming by international GHG policy, as
given above, is an obvious tribute to this trade-
mark. However, there are also some strands of
economic thinking which might be able to lighten
up the picture. Two important examples are tech-
nical change and adaptation.

In the preceding analysis, it has been tacitly
assumed that the costs to reduce GHG emissions
are given in the sense that they do not change over
time. More precisely (and technically speaking),
the cost functions mapping alternative quantities
of GHG abatement into alternative amounts of
cost are invariant. Therefore, in Fig. 1, above,
there is only one marginal cost function. This
representation is no longer appropriate if we
allow for technical change. An important form of
this change may be stylized in that with a superior
technology more greenhouse gases can be
reduced at a given cost than using old-fashioned
technology. An equivalent understanding is that a
given quantity of greenhouse gases can be
reduced at lower cost using the new technology
compared to using the old one. In the language of
Fig. 1, this kind of technical progress makes the
marginal cost curve go down. We illustrate this
change in Fig. 3 denoting the marginal cost func-
tion, which is valid if the old technology is used,
MCi

(1). Accordingly, the cost function illustrating
economic circumstances if the new technology is
used is called MCi

(2).
It is plausible that technological change mak-

ing GHG reduction cheaper tilts the scale of
national decision-making into the direction of
reducing more greenhouse gases with the new
technology than with the old one. In Fig. 3, this
is illustrated in that the equilibrium reduction quan-
tity for country i increases from Xi

*(1) to Xi
*(2).

From the perspective of economic theory, this
does not reduce the size of the misallocation,
since not only the equilibrium quantity increases
due to technical change but also the globally opti-
mal quantity. The latter quantity increases from
Xi

**(1) to Xi
**(2). From an ecological perspective,

however, technical change is still improving the
situation because the higher GHG reduction quan-
tity contributes to mitigate the global warming
problem. To illustrate, imagine a GHG abatement
target �X i which is extra-economically motivated.
Then it is possible (and implied in how the level of
�X i is entered in Fig. 3) that the equilibrium abate-
ment quantity of country i which is valid for the old
technology falls short of this extra-economically
determined goal, but the equilibrium quantity
which holds for the new technology exceeds this
goal. Technically speaking, Xi

*(1) < �X i < Xi
*(2)

applies.
Another important issue modifying the funda-

mental analysis presented in sections I–Vabove is
greenhouse gas adaptation. The idea is that the
damage associated with a given level of GHG
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emissions (a given level of average world temper-
ature increase) is not given, as has been tacitly
implied in the preceding analysis. To the contrary,
human decision-makers might attenuate the detri-
mental effects of climate change by prudently
adapting to this change. One of many examples
is agriculture. The detrimental effect of an
increase in the average temperature is reduced
(and might even turn to be negative) if the portfo-
lio of crops grown in a certain region is
“reoptimized” in the sense that it is adjusted to
the changed climate circumstances. Obviously,
this is a completely different approach to global
warming than that which has been followed in the
earlier sections of this essay. Instead of trying to
put a break onto the extent (and speed) of climate
change, the issue of adaptation is to try to cope
with given climate change as well as possible. Of
course, the two approaches may be combined.

If, by successful adaptation, the damage of
increasing global temperature is reduced so is
the benefit of GHG abatement. In terms of the
graphical illustrations that have been used above,
the benefit curves shift downwards. In Fig. 4, the
marginal benefit curves indexed “(1)” denote the
situation without adaptation, and the curves
indexed “(2)” show the benefits which occur if
adaptation is applied. As the curves are drawn in
Fig. 4, equilibrium GHG abatement for country i
Global Warming, Fig. 4 GHG Mitigation and
Adaptation
goes down from Xi
*(1) to Xi

*(2) in the process of
adaptation. Globally optimal GHG reduction goes
down from Xi

**(1) to Xi
**(2).

So it is plausible (but very well worth noting
because often overlooked in the public discus-
sion) that successful adaptation to climate change
attenuates the incentive for GHG mitigation. This
is not to be regretted if global welfare maximiza-
tion is the relevant policy goal. Since adaptation
makes global warming less harmful, it is to be
welcomed that adaptation tilts the scale of GHG
policy decision-making into the direction of less
GHG abatement. However, there is a dangerous
element in that. This is revealed if we turn from
global welfare maximization as a policy goal to
the aforementioned goal of achieving an extra-
economically motivated standard of GHG abate-
ment. To illustrate this, let �X i represent this kind of
a standard and assume that �X i is “located” between
the equilibrium reduction quantity of country i
without adaptation, Xi

*(1), and the equilibrium
quantity with adaptation, Xi

*(2). Given these rela-
tionships, Xi

*(1) > �X i > Xi
*(2), then adaptation

induces policy changes which lead to the result
that the extra-economically determined standard
is missed. Ironically speaking, one might add: it
turns out to be very difficult to take the “dismal”
out of the dismal science.
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Definition

Globalization is the ongoing process of increasing
interconnectedness between cross-boundary
actors, driven by flows of people, ideas, goods,
and capital. Globalization reduces the relevance
of these national boundaries and stimulates the
emergence of complex networks that foster the
exchange and integration of technologies, econo-
mies, governance, communities, and culture.
Introduction

In this contribution, we first define and conceptu-
alize globalization by distinguishing between de
jure and de facto forms of globalization and by
highlighting its main dimensions. From this con-
ceptualization, we then derive and discuss how
we can and are measuring globalization, again in
its crucial dimensions; using these measures, we
analyze and discuss how globalization has
evolved over time and across countries or country
groupings. We then look at the consequences of
globalization and ways to govern it, from the
perspective of three complementary perspectives,
the market-centered, state-centered, and people-
centered perspectives.
Conceptualizing Globalization

De Jure and De Facto Globalization
An important additional distinction to make both
conceptually and empirically is the distinction
between de jure and de facto globalization (see
e.g., Kose et al. 2009). De jure globalization is
expressed in the legal sphere and can be measured
through the intensity of regulations, restrictions,
and controls on, for example, international trade,
capital flows, communications, or the ratification
of international treaties. De facto globalization on
the other hand measures the actual flows of
knowledge, ideas, goods, and people. Both con-
cepts are not necessarily high correlates of each
other as high de jure globalization does not auto-
matically lead to high de facto globalization. In
certain instances, deliberate repression of de jure
globalization may still lead to observed de facto
globalization, as ways to circumvent legal restric-
tions can be found. In the same way does an
environment with relatively low de jure restric-
tions not necessarily stimulate high actual flows. It
is thus important when researching or analyzing
globalization to be explicit about the kind of
globalization one is referring to, while acknowl-
edging that combining both views offer a more
complete perspective.

Dimensions of Globalization
Next to distinguishing between “written” de jure
globalization and “actual” de facto globalization,
it is insightful to disaggregate the different dimen-
sions of globalization. One of the most obvious
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transboundary connections is trough international
trade. Together with financial connections such as
FDI, these constitute the two main categories of
economic globalization.

The second dimension of globalization can be
found in the political sphere. Political globaliza-
tion describes the process of an emerging transna-
tional political system that can be observed by the
involvement of nations in international organiza-
tions, the adherence to international policy-
making or political presence beyond the national
borders, such as embassies or international NGOs.

The third dimension of globalization is social
globalization. Social globalization describes the
interconnectedness of people across national or
regional boundaries. This interconnectedness can
express itself through the ease of physical move-
ment, both temporary and permanent, but also
through the interconnectedness via social and
communication media.

The fourth dimension, often incorporated in
social globalization, is cultural globalization,
which describes the process of increasing trans-
mission and assimilation of values, lifestyle, cul-
ture, and consumption across boundaries.

Historically, globalization and the interconnec-
tedness between nations was often characterized
by asymmetrical North-South relations, especially
in terms of trade and labour. However, South-
South globalization is increasingly gaining impor-
tance, mainly due to the fast growth of China
and India and an increase in regional trade agree-
ments in the Global South (Mansoob Murshed
et al. 2011).
Measuring Globalization

The KOF Index of Globalization
The KOF Index is the most often used index
of globalization. A detailed review of over
100 empirical studies using the KOF index is
given by Potrafke (2015), and a list of studies
using the KOF index can be found at http://global
isation.kof.ethz.ch/papers. Starting from the pre-
mise that globalization is a broad and multi-
faceted concept, the KOF index incorporates a
wide range of variables in its index, divided into
an economic, social, and political dimension (see
Table 1). The KOF index was released in 2006 and
consequently updated from 2007 on. The latest
update, released in January 2018, introduced a
considerable amount of innovation. The most
important change is the introduction of the distinc-
tion between de jure and de facto globalization, an
important distinction that is increasingly studied in
the literature (see for example Quinn et al. 2011).
The previous versions already used variables that
represented a mix of both de facto and de jure
measures, but no explicit distinction was made.

TheKOF index is available yearly for the period
1970–2015. The index aswell as each subindex is a
score ranging from 0 to 100 with 100 indicating the
maximum level of globaliztion, following the pro-
cedure of panel normalization. The weights for
each variable are calculated using principal com-
ponent analysis over a period of 10 years, while the
weights on the subindices remain the same for the
entire panel. Missing values are calculated using
linear interpolation or substitution with the closest
value. For more details and information on the
definition, the dimensions and the calculation of
the KOF-index, see Gygli et al. (2018).

De Facto Versus De Jure Globalization
An analysis of the de jure side of the index versus
its de facto counterpart shows that it is indeed an
insightful distinction to make. When looking at
overall globalization for the entire sample, we see
that after moving closely together for the first
20 years of the time series, from the nineties on
de jure globalization started to increase at a higher
rate than de facto globalization (Fig. 1, panel a).
When looking at the three dimensions separately,
we see diverging trends in the de facto and de jure
counterparts (Fig. 1, panel b–d). A common trend
in all panels of Fig. 1 is the considerable flattening
of globalization in the last decade, possibly due to
the lingering effect of the financial crisis. For
some subindices, there is even a slight downward
trend to be identified, which is typically coined as
“de-globalization.”

To see that de facto and de jure concepts are
not necessarily high correlates, one can look at
the trend of financial globalization (a sub-index
of economic globalization, see Table 1) over the

http://globalisation.kof.ethz.ch/papers
http://globalisation.kof.ethz.ch/papers


Globalization, Table 1 2018 KOF Globalization Index: Structure, variables and weights. (From The KOF Globaliza-
tion Index – Revisited, KOF Working Paper, No. 439 by Gygli et al. 2018)

Globalization Index, de facto Weights Globalization Index, de jure Weights

Economic globaliztion, de facto 33.3 Economic globalization, de jure 33.3

Trade globalization, de facto 50 Trade globalzation, de jure 50

Trade in goods 40.9 Trade regulations 32.5

Trade in services 45.0 Trade taxes 34.5

Trade partner diversification 14.1 Tariffs 33.0

Financial globalization, de facto 50 Financial globalization, de jure 50

Foreign direct investment 27.5 Investment restrictions 21.7

Portfolio investment 13.3 Capital account openness 1 39.1

International debt 27.2 Capital account openness 2 39.2

International reserves 2.4

International income payments 29.6

Social globalization, de facto 33.3 Social globalization, de jure 33.3

Interpersonal globalization, de facto 33.3 Interpersonal globalization, de jure 33.3

International voice traffic 22.9 Telephone subscriptions 38.2

Transfers 27.6 Freedom to visit 31.2

International tourism 28.1 International airports 30.6

Migration 21.4

Informational globalization, de facto 33.3 Informational globalization, de jure 33.3

Patent applications 35.1 Television 25.2

International students 31.2 Internet user 31.9

High technology exports 33.7 Press freedom 13.2

Internet bandwidth 29.7

Cultural globalization, de facto 33.3 Cultural globalization, de jure 33.3

Trade in cultural goods 22.6 Gender parity 31.1

Trademark applications 13.3 Expenditure on education 30.9

Trade in personal services 25.6 Civil freedom 38.0

McDonald’s restaurant 23.2

IKEA stores 15.3

Political globalization, de facto 33.3 Political globalization, de jure 33.3

Embassies 35.7 International organisations 37.0

UN peace keeping missions 27.3 International treaties 33.0

International NGOs 37.0 Number of partners in investment treaties 30.0

Notes: Weights in percent. Weights for the individual variables are time variant. Depicted are the weights for the year 2015
Overall indices for each aggregation level are calculated by the average of the respective de facto and de jure indices
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entire period for the entire sample. Figure 2
shows that the de facto financial globalization
(measured as FDI, portfolio investment and
international debt, reserves and income pay-
ments) rose at a high rate over the time
period, almost doubling from a score of 34 in
1970 to 63 in 2015. The de jure counterpart
(measuring investment restrictions and capital
account openness), however, did not exhibit
a clear trend, and even decreased slightly
over the period from 48 to 46. This example
illustrates the importance of the choice of
certain variables for measuring and analyzing
globalization.

The KOF Index for Different Income Groups
Looking at globalization per income group shows
that there is a clear correlation between income
level and globalization: the curves retain the same
relative position, with the higher income group
having a higher globalization score (Fig. 3). This
is in contrast with a comparison based on regional
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groups, for which the curves often look somewhat
messier, and exhibit a less consistent ranking. This
is possibly due to the influence of particular
regional events. However, richer regions are
often on the higher end of the globalization
spectrum.
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976 Globalization
In Fig. 3, panel a, we see that overall global-
isation per income group rose steadily over the
observed timespan, with a slight increase in the
growth rate starting from the nineties. When
looking at the different dimensions of globaliza-
tion per income group, we see again that the
subdivision between de jure and de facto is use-
ful, as they often paint a somewhat different
picture. An interesting example of this is politi-
cal de facto and de jure globalization (Fig. 4).
When looking at de jure political globalization,
we see that the different income groups behave
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fairly similar, exhibiting a strong growth over
the given time period, with the exception of a
drop occurring at the end of the eighties but
recovering only a few years later. When looking
at the de facto political globalization however,
we see that although convergence is present, the
different income groups start from a far more
diverging pattern in the beginning of the time
period.

Other Measures
A few other measures have been developed to
measure globalization. As such there is the
CSGR Globalization Index (Lockwood and
Redoano 2005), the GlobalIndex (Raab et al.
2008), the Kearney/Foreign Policy index, and
the Maastricht Globalization Index (Figge and
Martens 2014). These indices as well as the
KOF indices, take the national boundaries as its
unit of measurement. This is in contrast with the
Person-Based Globalization Index (PBGI) pro-
posed by Caselli (2012). A person-based index
counters overemphasis of small countries as well
as underemphasis of bigger countries. However, it
should be noted that weighting by population is
more insightful for some dimensions than for
others. Social globalization for example might
be interesting to measure on a headcount basis,
while for political globalization, which depends
largely on national policies, this would make less
sense.
Perspectives on Globalization and Its
Consequences for Governance

In order to describe the consequences of globali-
zation and ways to try to “govern” or manage it, it
is useful to distinguish between at least three
different perspectives on globalization, or pro-
cesses that are triggered by it, described by, e.g.,
Woods (1998, 2000) as market-centered, state-
centered, and people-centered.

The “Market-Centered” Perspective of
Globalization
The “market-centered” perspective describes a
process of intensification of cross-border
exchanges of technology, goods, services,
finance, ideas, and ownership, led by multina-
tional enterprises organized in global production
and distribution chains, which erodes national
markets, making virtually all goods and services
becoming essentially “tradables’ (as opposite to
non-tradables, i.e., goods or services that are
only produced and consumed in the local market)
and leads to (the “triumph of”) global markets.
Essentially, it focuses on the perspective of glob-
alization as leading to the global expansion
of capitalism. From this perspective, a quite pos-
itive prognosis on the results of globalization is
derived: the demolition of de jure barriers, the
spread of technological advances, combined
with efficiency-maximizing behavior of global
firms leads not only to long-term production and
consumption benefits, and thus higher welfare,
but also points at the new opportunities that open
up for firms, workers, and consumers all over the
world, and particularly also in less developed
countries and regions, to gain from being inserted
and/or upgraded in these global production chains
(Bhagwati 2005; Wolf 2004).

At the same time, while increasing overall wel-
fare, it is clear that this process will produce not
only winners but also losers, and that benefits and
the costs of globalization are often indeed
incurred asymmetrically, necessitating the neces-
sity and ability for complementary measures to be
added in an effective way in order to compensate
these marginalized and losing ones and try to
reintegrate them in a valid and sustainable way
in the global capitalist system. In essence, critics
in general, and the anti-globalist movement in
particular, heavily question the ability of these
mitigating effects to be included and, when indeed
included, to be effective, and/or, more generally,
heavily criticize the ability of global capitalism to
provide long-term benefits in a sustainable way
(see, e.g., Della Giusta et al. 2006 for a collection
of critical writings). A less extreme criticism
would suggest positive effects for welfare at mod-
est increases of globalization, that would slowly
bottom out at higher levels, and may even become
negative at “hyper-globalization” level, hinting
that there may something as “too much globaliza-
tion,” as too much of a good thing (for recent
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evidence see, e.g., Lang and Mendes Tavares
2018).

A detailed overview of studies analyzing the
effect of globalization focusing mainly on this
more economic perspective can be found in
Dreher et al. (2008) and, more recently, Potrafke
(2015). The reviewed studies measure the influ-
ence of globalization on macroeconomic perfor-
mance such as the size of the government,
economic performance, labor markets, and capital
markets, to name a few. These analyses are mostly
performed on a specific geographical unit and as a
consequence findings often differ accordingly.
When looking at the world as a whole, the gen-
eral accepted view is that globalization has a net
positive effect (Dreher et al. 2008; Wolf 2004).
However, the assessment of the effect of global-
ization on the world as a whole is ultimately a
normative question, as the benefits and the costs
of globalization are indeed often incurred asym-
metrically. As such, studies likeWade (2004) and
Dreher and Gaston (2008) conclude that global-
ization increases income inequality. Goldin and
Reinert (2012) research in depth the complex
relationship between poverty and globalization
and condition the positive effect of globalization
on the presence of compensatory policies or
mechanisms that mitigate the effects on the
actors on the losing end.

Clearly, this market-centered, somewhat
“economistic” perspective is too narrow, as if
once market forces are unleashed, institutions
and policies will follow (Woods 1998), nation-
states will see their role diminish and even evap-
orate and people will become global consumers,
being inserted in global labor chains and sharing
global values. In other words, state-centered and
people-centered perspectives provide not only
reactive forces but also complementary insights.

Adding State-Centered and People-Centered
Perspectives of Globalization
A state-centered perspective may acknowledge
that indeed, the power of nation-states may reduce
in some ways as some policies may become less
effective in global markets, or some state capaci-
ties, such as the ability to tax, may erode, but
several counterbalancing forces occur. First of
all, as highlighted in the de jure globalization
concept, the global integration process has been
driven by explicit state policy choices, especially
in Western countries. Secondly, states have been
using these policies also to protect their citizens,
and particularly also the losers of globalization
among them, against the negative effects of glob-
alization. Thirdly, in the absence of global mar-
kets’ ability to make good rules and regulations
themselves, it requires states to come together to
make and enforce these global rules and regula-
tions. As such, rather that eroding state sover-
eignty, it mainly transforms it, by shifting some
power to a supranational level, be it global or
regional.

The need for this cooperative behavior at
global level has been enhanced by globalization
itself, as more of the pressing challenges of the
world, such as environmental degradation, crime,
and terrorism or “illegal”migration, have become
globalized. As such, actions to solve them have
become international public goods, necessitating
interventions, such as treaties, new agencies, or
regulations at regional or global level (e.g., Kaul
et al. 2003). In this new globalized world order, it
is important to see who exactly determines the
rules in these new supranational forms of cooper-
ation, avoiding a race to the bottom where the
weakest link dominates the quality of rules. More-
over, it is also important then to monitor the extent
to which less-powerful countries are amply
represented or able to voice their viewpoints and
concerns at the global table; in other words, what
is the quality of global governance (see, e.g.,
Claes and Knutsen 2011).

The focus on these more nation-state centered
perspectives has also shown that the evolution
towards global markets did not necessarily lead
to a globalized consensus on what constitutes
good policies. To give one example, the
“Washington consensus” has been rather success-
fully, leading to the gradual acceptance of
more heterodox policies, also in emerging and
developing countries, and increasingly being
rivalled by the Peking one. And more promi-
nently, globalization has not gone hand-in-hand
with the worldwide introduction, at nation-state
level, of Western-style forms of democracy.
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A “people-centered” perspective adds addi-
tional insights, complexities, and counteractions,
as it does not only impact people’s standards of
living but also their values and the opportunities
to voice them (see, e.g., Whalley 2008). Again,
the proposition that (market-centered) globaliza-
tion would also lead to the globalization of
Western values, and a global culture, has been
counteracted by strong upsurges of national
and/or religious identity reassertion. It did not
lead to a smoother introduction of worldwide
human rights values, nor did it realize successful
bottom-up promotion of democracy, from the
grassroots to nation-state levels. More impor-
tantly, a people-centered perspective depicts
intensified attention to the asymmetric gains of
globalization and the voicing of those left behind
in the process. As already stated by Singer and
Wildavsky (1993), it is producing a polarized
world with “zones of peace” and “zones of tur-
moil”; these zones of turmoil not only reflect
places with a high concentration of losers of glob-
alization in a more narrow sense but also more
broadly speaking, zones than may encompass
whole regions or countries that are in conflict, or
post-conflict, where the state has imploded, and
non-state actors have taken over basic service
delivery, through all kinds of forms of hybrid
governance. Clearly, this will produce increased
global inequality. At the same time, increased
globalization has also facilitated voicing of con-
cerns and protest against this situation, and also
facilitated attempts to escape from these zones of
turmoil to the peaceful ones, leading to increased
migration moves across the globe, which at the
same time start to challenge the very fundamentals
of the “market-centered” perspective of globali-
zation. In its most recent form, it is also leading to
an increasing wave of forms of populism also in
core Western countries such as in Europe and the
USA, albeit of different faces, that again threaten
to challenge the core fundamentals of market-
centered globalization (Rodrik 2017).

This more complex interlinkage between
globalization, nation-state power, and democracy
is conceptually shown by Rodrik (2011) in his
so-called globalization paradox or trilemma,
hinting at the fact that we cannot simultaneously
pursue democracy, nation-state self-determination,
and hyper-market-centered globalization, advocat-
ing for a system of “smart globalization” in which
we deliberately limit this market-centered globali-
zation, in order to be able to have more political
(nation-state) and social (democratic) support from
and for those it is supposed to help.
Cross-References
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Abstract
Good faith is a blanket clause underwhich courts
develop standards of fair and honest behavior. It
gives ample discretion to the judiciary and enti-
tles a court to narrow down the interpretation of
statutes or contracts and even to deviate from
codified rules, from the wording in the law or the
contract or to fill gaps. The law and economics
literature relates bad faith to opportunistic behav-
ior and it is accepted that in specific cases where
the application of default or mandatory rules
leads to opportunism or where both the law and
the contract are silent on risk, the judge can resort
to the good faith principle. As a result the parties
may delegate part of the contractual drafting to
the legal system in addition to having reduced
apprehension regarding the possibility of oppor-
tunistic behavior from the other side. This allows
them to keep contracts relatively short and
reduces the costs of defensive strategies.

Definition

Good faith is a blanket clause in civil law under
which courts develop standards of fair and honest
behavior in the law of obligations, especially in
contract law and – to some extent – in the law of
property. Courts also define legal consequences
resulting from the violations of such standards,
such as reliance damages, expectation damages,
injunction, imposing a duty of conduct, and inval-
idation or validation of a contract. The good faith
principle entitles a court to narrow down the inter-
pretation of statutes or contracts and even to devi-
ate from codified rules, from the wording in the
law or the contract or to fill gaps. Courts use it as a
last resort, if and only if the contract itself or the
rules of contract law lead to grossly unfair results.
“Good faith” also has found its way into jurisdic-
tions other than those of civil law, as well as into
the public international law of contracts and inter-
national law in general.
Introduction

The roots of the good faith principle can be traced
back to Roman times. Even today Cicero’s writing

https://doi.org/10.1007/978-1-4614-7753-2_71
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on good faith (De Officiis 3.17 (44 BC)) from
more than 2,000 years ago reads as fresh as if it
had just been published. It comes close to the
modern description of “opportunistic behavior”
that economists have developed in recent decades:
“These words, good faith, have a very broad
meaning. They express all the honest sentiments
of a good conscience, without requiring a scrupu-
lousness which would turn selflessness into sacri-
fice; the law banishes from contracts ruses and
clever maneuvers, dishonest dealings, fraudulent
calculations, dissimulations and perfidious simu-
lations, and malice, which under the guise of
prudence and skill, takes advantage of credulity,
simplicity and ignorance” (quoted from Associa-
tion Henri Capitant and Société de législation
comparée 2008). The contemporary content of
the principle is not well defined. Its scope is also
subject to debate, with some scholars regarding it
as a rule of contract law or of the law of obliga-
tions and with others relating it to the whole body
of civil law.

Objective good faith is an objective standard of
behavior, especially for contracting parties. Con-
tract law, with its mandatory and default rules,
tries to allocate risk and imposes contractual,
pre-contractual, and post-contractual duties and
risks fairly and honestly in the way self-interested
parties would have chosen had they considered
the problem ex ante at the time of contract forma-
tion. However, due to the features of a specific
case, the application of these legal rules can pos-
sess unintended and absurd consequences in indi-
vidual cases. And even though the black letter rule
mostly leads to the desired consequences, it might
lead to the opposite in some. In such cases, the
good faith principle allows courts to deviate from
the black letter rules of contract law or from the
contract itself. If the courts find the application
and the result of a legal norm in a specific case to
be absurd, because they still allow opportunistic
exploitation or grossly inefficient risk allocation,
they can deviate by using the good faith principle.
And they can give the law flexibility if unforeseen
contingencies transform fairness into dishonesty
and efficient into grossly wasteful allocation of risk.
This not only provides adaptability to new circum-
stances but also saves the parties’ transactions costs.
More specifically, by knowing that a court has the
option to intervene, parties are less inclined to write
every contingency into the contract, thus making
contracting less costly and defensive measures of
parties less necessary.

The principle is not without pitfalls and therefore
subject to criticism. Firstly, it gives ample discretion
to the judiciary, which can be and has been misused
for importing ideology, including totalitarian ideol-
ogy, into contract law or for promoting private
opinions of judges about what they regard as just.
Secondly, it might foster judicial activism if the
judiciary develops the law proactively in such a
way that it replaces parliament. Thirdly, the princi-
ple might be inappropriately used to redistribute
wealth from the rich to the poor party by adopting
a deep pocket approach. Finally, following Hayek,
judges who intervene in a contract might not as
outside observers have the information for reliably
acting in the ex ante interest of honest parties, even
if they have the best intention in doing so.
The Good Faith Principle in the Legal
Doctrine

The good faith principle is widely used in all civil
law countries, for instance, in Germany, Switzer-
land, Turkey, France, Italy, and the Netherlands. It
is also recognized in the US Uniform Commercial
Code aswell as in unification instruments of private
law, including the UN Sales Law, the UNIDROIT
Principles for Commercial Contracts, and the Prin-
ciples of European Contract Law. Good faith is
relatively new in American law, but seemingly it
also caught on quickly. On the other hand, English
law does not recognize a general duty of good faith.
In fact, English lawyers think that the courts should
only interpret contracts and refrain from allocating
risks by way of the good faith principle (Musy
2000; Goode 1992). This does not imply that
English contract law cannot correct for absurd con-
sequences of routine decisions, yet the English
principles, such as “fair dealing,” are narrower
than the good faith principle and do not transfer
the same amount of discretionary power to the
judiciary. Scholars of comparative law have
expressed the view that if one looks at how hard
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cases of contract law are actually decided in com-
mon law and civil law jurisdictions, the differences
might be less pronounced than it seems on the
surface (Zimmermann and Whittaker 2000).
Judge Bingham expressed a similar view with the
following words in Interfoto Picture Library Ltd.
v. Stiletto Ltd. (1988) 2 W.L.R. 615 (p. 621):
(England has no) “overriding principle that in mak-
ing and carrying out contracts parties should act in
good faith ” but added that on the other hand
“English law has, characteristically, committed
itself to no such principle but has developed piece-
meal solutions in response to demonstrated prob-
lems of unfairness.”

A major point of critique of the principle of
good faith is its generality and broad scope. This is
also in close relationship with the critique that the
judiciary can arbitrarily interfere with the contract
by using this principle. However, it could be
argued that the risk of intolerable legal insecurity
and unpredictability is eliminated. In those
jurisdictions where the principle is accorded an
important role, it is split up into categories and
subcategories (Hausheer and Jaun 2003;
Grüneberg 2010). Through this subcategorization,
an out-of-hand use of the principle by the courts in
these jurisdictions is seldom, with each sub-
category applying the facts of the case to a series
of judge-made tests that possess particular legal
consequences on passing the test.

In jurisdictions that recognize a general princi-
ple of good faith, there exists a variety of
established legal dogmatic forms that define
terms and conditions under which the principle
of good faith is to be used. Moreover, they also
define particular legal consequences if a defendant
has violated a standard of behavior. These legal
dogmatic forms, all of which are derived from the
general good faith principle, provide it with an
internal structure, which checks it against willful
use. These subcategories are mainly as follows:
culpa in contrahendo; contract with protective
effects for a third party; liability for breach of
trust; adaptation of the contract to changed cir-
cumstances (clausula rebus sic stantibus); side
obligations from a contract (breach of which
constitutes a case of breach of contract); obliga-
tion to contract; principle of trust in formation,
interpretation, and gap filling of legal transac-
tions; misuse (abuse) of rights; and forfeiture.

The well-established subcategories of good
faith substantially eliminate the risk of a judge’s
arbitrary interference. As a matter of fact, there is
a general scholarly agreement on the conditions
for resorting to any of the subcategories as well as
on the legal results that follow. Still, despite such
concrete dogmatic forms, in the jurisdictions
where the good faith principle is recognized, it is
accepted that such general principles should be
used as a last resort, if and only if the formal rules
of the contract law lead to absurd consequences. If
the good faith principle is a monster, as scholars
(Zimmermann andWhittaker 2000) once claimed,
it has been domesticated as a farm animal. From
an economic perspective, this means two things.
First, the good faith principle is a delegation norm
for the judiciary. It entitles judges to manually
control the law if it does not fulfill its functions.
It serves parties if the judges are knowledgeable,
loyal, and not corrupt but does a disfavor to them
otherwise. Secondly, the development of a tight
internal structure is a commitment by the judiciary
to credibly signal to the legal community that it
applies the principle with self-restraint and self-
discipline, ruling out willful, ideological, or
biased decisions.
The Good Faith Principle as a Norm to
Curb Opportunism

The law and economics literature mainly relates
the good faith principle to the prevention of
opportunism. According to Summers (1968),
good faith is an excluder which “has no general
meaning or meanings of its own, but which serves
to exclude many heterogeneous forms of bad
faith.” Burton (1980) relates bad faith to the exer-
cise of discretion by one of the contractual parties
concerning aspects of the contract, such as
quantity, price, or time. Accordingly, “Bad faith
performance occurs precisely when discretion is
used to recapture opportunities forgone upon
contracting – when the discretion-exercising
party refuses to pay the expected cost of perfor-
mance.” Similarly, while defining good faith,
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Miller and Perry (2013) refer to the enforcement
of the parties’ actual agreement. More specifi-
cally, the authors argue that the good faith princi-
ple protects the reasonable expectations of the
parties, which they had while contracting. They
criticize however that in the USA in contrast to
definitions, courts often resort to community stan-
dards, based on what people actually do, and that
this can undermine the function of contract. They
argue that the good faith principle in US contract
law should be based on normative ideas like wel-
fare maximization or the golden rule and not on
purely empirical observations. Mackaay (2009)
defines bad faith as the legal term for opportun-
ism. Richard Posner describes the principle in a
similar way: “The concept of the duty of good
faith like the concept of fiduciary duty is a stab at
approximating the terms the parties would have
negotiated had they foreseen the circumstances
that have given rise to their dispute. The parties
want to minimize the costs of performance. To the
extent that a doctrine of good faith designed to do
this by reducing defensive expenditures is a rea-
sonable measure to this end, interpolating it into
the contract advances the parties’ joint goal”
(Justice Posner’s opinion from the decision Mar-
ket Street Associates Limited Partnership v. Frey,
941 F.2d 588, 595).

Elements of Opportunistic Behavior
Williamson (1975) famously defines “opportun-
ism” as “self-interest seeking with guile.” In fact,
strategic manipulation of information and misrep-
resentations are to be deemed as opportunistic. The
same applies to hidden action aimed at reducing the
quality of performance.

According to Dixit, opportunistic behavior is
the “whole class of actions that tempt individuals
but hurt the group as a whole” (Dixit 2004).
Opportunistic behavior is inefficient because it
increases transaction costs and reduces the net
gain from the contract (Sepe 2010; Mackaay
2011). The risk of opportunism encourages
parties to take defensive precautions and write
longer contracts to prevent opportunistic behavior
as well as the harms that might arise from it.
Opportunistic behavior could even incentivize
parties to take strict precautions, such as foregoing
a contemplated contract altogether. If many con-
tractors were to choose this option, this could
destroy entire markets (Mackaay 2011).

Muris (1981) defines opportunism as behavior
which is contrary to the other party’s understanding
of their contract – even if not necessarily against the
implied terms of the contract – and which leads to a
wealth transfer from the other party to the per-
former. Cohen (1992) defines it as “any contractual
conduct by one party contrary to the other party’s
reasonable expectations based on the parties’ agree-
ment, contractual norms, or conventionalmorality.”
Similarly, Posner (2007) defines opportunism as
taking advantage of the other party’s vulnerability.

Mackaay and Leblanc (2003), who regard
good faith as the opposite of opportunism, pro-
pose a test to operationalize opportunistic behav-
ior: “an asymmetry between the parties; which
one of them seeks to exploit to the detriment of
the other in order to draw an undue advantage
from it; the exploitation being sufficiently serious
that, in the absence of a sanction, the victim and
others like him or her are likely substantially to
increase measures of self-protection before enter-
ing into a contract in the future, thereby reducing
the overall level of contracting.”

The Necessity to Curb Opportunistic Behavior
with a Blanket Clause
The role of contract law can be explained as an
endeavor to guarantee the fairness of the contract
in the sense of avoiding opportunistic behavior
(Posner 2007; Kaplow and Shavell 2002) and
through the cost-efficient allocation of risk
(Harrison 1995; Schwartz 2003; Schäfer and Ott
2004). In accordance with the purpose of contract
law, if the good faith principle were used exclu-
sively to curb opportunistic behavior and to allo-
cate risks in a cost-efficient way in cases in which
the established rules of contract law permitted
opportunism, it would be regarded as a valuable
corrective mechanism giving flexibility and inno-
vativeness to contract law without questioning its
rationale for facilitating win-win constellations
under fair conditions.

A court can enhance efficiency through the
good faith principle in three ways: by (i) not
applying a mandatory rule (for instance, by
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declaring a non-notarized real estate sales contract
as valid), (ii) refraining from the application of a
default rule (for instance, by declaring the rule
under which partial delivery can be rejected as
invalid), and (iii) allocating risks when the law
or the contract is silent (for instance, by imposing
a non-competition clause) (Schäfer and Aksoy
2015). In the first two cases, the law specifies the
risk, but it is clear that the specification of the risk
in such a particular case is questionable and gives
rise to opportunism. In other words: in such a
specific case, applying the norm delivers absurd
results, with the blanket clause of the good faith
principle on the other hand providing the judge
with flexibility that he would otherwise not have
had. Finally, both contract and default rules may
be silent on a matter consequentially leading to a
result that may be neither fair nor cost-saving. In
such cases, the principle of good faith can provide
efficient risk allocation.

Finally, in line with the legal reasoning,
Mackaay (2011) argues that good faith is a last
resort tool for preventing opportunism. The author
states that there are various anti-opportunism con-
cepts in the law, but when none of these concepts
manage to prevent opportunism, the judge will
use the good faith principle. Economically speak-
ing, the blanket clause of good faith is a delegation
of decision-making authority to the judiciary. If
contract law fails to fulfill its aim of curbing
opportunistic behavior and allocating risk in a
cost-efficient way, thus to guaranteeing fairness
and honesty, the judiciary is given the competency
for guaranteeing the rationale of contract law,
even if this implies deviation from legal rules or
from the contract itself. It is obvious that such a
delegation norm can work only in jurisdictions in
which judges are loyal to the spirit of the law, as
well as knowledgeable and non-corrupt.

Good Faith and the “Social Function of
Contract”
The self-restriction employed by courts when
using the good faith principle has contributed
significantly to its international recognition,
expansion, and widespread use in many countries
and codes and has helped to silence criticism. It is
used to maintain the fairness of the contract. It is
employed as a last resort; it has developed a rich
internal structure, thus preventing willful use.
Under these conditions, the good faith principle
saves transactions costs, and the business commu-
nity as well as the whole legal community can
regard it as a valuable service.

This proposition comes, however, with a
caveat. In some civil law countries, including
those of continental Europe, it has been argued
that courts have sometimes used the good faith
principle to achieve a proper distribution of
wealth by interpreting the law or filling gaps in
contracts in favor of parties such as consumers,
employees, and tenants. Sometimes, such deci-
sions can be interpreted as a correction of market
failures, but sometimes they are indicative of a
deep pocket approach, meaning redistribution of
wealth to the poorer party, even if this neither
corrects unfairness nor market failure and is con-
trary to the terms of the contract itself and to black
letter law. This is motivated by distributive justice
but comes at the cost of protecting only the
insiders not the outsiders and increasing rather
than decreasing the costs of using the market
making it difficult or even impossible for people
without reputation to make promises.

In some countries, the principle is openly used
to promote the redistributive goals of social jus-
tice, which are usually achieved through the wel-
fare state and statutory laws. In Brazil a case law is
emerging in which the good faith principle is not
merely used to maintain fairness in the sense of
honesty. Under the legal principle of the “social
function of contract” the good faith principle
sometimes helps to achieve social justice by
redistributing income ex post. This can destroy
the mutual benefit from a fair contract in which
all partners abstain from opportunistic behavior. It
seems that such features of “good faith” can be
found more often in countries without an effective
welfare system or public and private insurance
systems. If contracting parties must, however,
expect that under certain conditions, in spite of
their fairness and honesty, they are stripped from
the benefits of the contract ex post by the use of
the good faith principle, they might abstain from
such contracts altogether. This can lead to dys-
functional markets and considerable costs for
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society. The unintended consequences of such
interventions, for instance, price ceilings, have
been widely discussed in the literature.

Timm (2008) has reviewed some of the Brazil-
ian case law, which spans from not allowing inter-
est on interest, imposing interest rates ex post
which are lower than those for government
bonds or an injunction requiring an insurance
company to cover a surgery or treatment not pro-
vided according to the policy, or even preventing
an unpaid utility from cutting the supply of elec-
tricity. In a lawsuit initiated in Rio de Janeiro, a
tenant failed to pay rent for consecutive months.
Hence, the landlord sued the tenant bringing a
claim for eviction from the property, which the
tenant ran as an asylum for the elderly. Despite the
Brazilian Landlord-Tenant Law (Law No. 12112/
2009) which set forth that a failure to pay rent for
consecutive months is a valid reason for eviction,
the Appeal Court of Rio de Janeiro ruled for the
prolongation of the deadline for an indefinite
period of time in order to protect the elderly res-
idents, thus making the landlord a charitable
donator. Such decisions help the individual claim-
ant, but not the poor as a group as they deny them
the possibility to make credible promises and
commitments making market transactions more
difficult for them.

According to Nóbrega, the new 1988 Consti-
tution brought about judicial activism by way of
establishing a principle- and standard-oriented
“social welfare legal order in which the judge
had the mission of maintaining social justice
(Nóbrega 2012). Consequently, the Brazilian
Civil Code regulated both the good faith principle
and the social function of contract. Within this
scope, the social function of contract, which is
derived from the principle of good faith, is regu-
lated by Article 421 of the Brazilian Civil Code as
follows: “the freedom to contract shall be
exercised by virtue, and within the limits, of the
social function of contracts.” Although the law
refrains from defining the “social function of con-
tract,” a prevailing definition of this broad concept
is made by Diniz (2007) as a kind of contractual
“super-principle,” comprising precepts of public
order, good customs, objective good faith,
contractual equilibrium, solidarity, distributive
justice, etc. More specifically, the author argues
that the social function of the contract should
comprise every constitutionally and/or legally
recognized value that might be said to have a
“collective” or “nonindividualistic” character.
Conclusion

The law and economics literature relates bad faith
to opportunistic behavior, which increases trans-
action costs, reduces the net gain from the con-
tract, and allows one party to achieve unfair
re-distributional gains. Contract law is mainly
the endeavor to curb opportunistic behavior and
to maintain the cost-efficient allocation of risk. In
specific cases where the application of default or
mandatory rules leads to opportunism or where
both the law and the contract are silent on risk, the
judge can resort to the good faith principle. Its use
allows for the correction of opportunistic behavior
for all those cases in which the black letter law
fails to do so. It provides ample discretion to the
judiciary and has – from a historical
perspective – been misused and heavily criticized.
This has not, however, prevented it from becom-
ing an important legal norm in a rising number of
jurisdictions and codes.

The good faith principle lost its fearsome fea-
tures mainly for three reasons. First, its contem-
porary use is constrained to preserve fairness and
honesty among parties, but does not burden hon-
est parties with obligations from community
values or social justice in the sense of
redistributing income ex post for social purposes.
Some exceptions exist however: sometimes
camouflaged, sometimes – like in Brazil – easily
visible, and more explicit. Secondly, courts use
the good faith principle as a last resort when all
other routines of judicial decision-making are
exhausted yet still lead to absurd legal conse-
quences that allow for opportunistic exploitation
or grossly inefficient risk allocation. Finally, the
good faith principle has a deep interior structure
with subcategories providing routines, tests, and
legal consequences resulting from these tests.
This makes it difficult for judges to misuse the
principle for promoting private or ideological
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views about justice and becoming disloyal to the
law. Decisions of an individual judge using the
good faith principle without observing these self
imposed dogmatic constraints are likely to be
uplifted by a higher court. These features have
led to the increasing confidence that the good
faith principle provides a valuable service to
parties and enables them to delegate part of the
contractual drafting to the legal system. More-
over, it has reduced their apprehension regarding
the possibility of opportunistic behavior from the
other side. This allows them to keep contracts
relatively short and reduces the costs of defensive
strategies. In comparison, in jurisdictions which
either reject the principle (England) or in which
the principle has no long-lasting tradition (USA),
there is less delegation and contracts are exten-
sive, are more expensive to draft, and contain long
laundry lists of required or impermissible behav-
ior from parties. In the literature, other reasons
have been discussed as to why English and US
private contract law implies less delegation to the
judiciary. This is only one of them.
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Abstract
This article shows how game theory can be
applied to model good faith mathematically
using an example of a classic legal dispute
related to rei vindicato. The issue is whether
an owner has a legal right to his good if a
person has bought it in good faith by using
updated probabilities. The article illustrates
that a rule of where good faith is irrelevant
Pareto dominates a rule where good faith may
protect an innocent buyer.

Synonyms

Using updated beliefs in modeling good faith and
its impact on Pareto efficiency
Definition

If a potential buyer incurs effort and the
new updated beliefs result in an increased prob-
ability that the good is stolen compared to the
initial beliefs, then a buyer is said to be in bad
faith; if, however, the probability decreases, he
is said to be in good faith. The buyer is also in
bad faith, if he deliberately chooses to stay in
ignorance.
The Advantage of Using Game Theory

One may ask, what are the benefits from using
game theory for modeling good faith? Game the-
ory relies on a number of assumptions, in partic-
ular, the full rationality by the players, which
means that the players’ objective is to maximize
their expected utility; see, e.g., Rasmussen (2004).
This means that players make rational choices and
have stable preferences.

Game theory has the advantage that it takes
into account the players strategic interdependency
meaning that the players utility does not only
depend on their own actions but also on the oppo-
nents actions and vice versa or mathematically
expressed: Ui(ai, aj) and Uj(aj, ai).

Game theory is well suited for analyzing
different legal settings, in particular, the incen-
tive effects of different legal rules. Players
know what kind of actions is available for
them, which naturally is influenced by the
legal status, e.g., the possible choice of reme-
dies of breach in a contractual relationship. The
players know what the expected outcomes from
a sequence of actions are. This is presupposed
to be common knowledge among the players.
This does not mean that players have perfect
information. However, by applying the proper
equilibrium concept, one may be able to predict
the player’s actions, i.e., the outcome of the
game. The basic solution concept is the Nash
equilibrium where each player plays a best
response to each other’s actions. This must be
refined depending on whether the game is
static/dynamic with perfect or imperfect infor-
mation. In the following analysis, the applied
solution concept is the so-called subgame per-
fect Nash equilibrium which is used for dynamic
games with perfect information, but it can include
external uncertainty (moves by Nature). In short,
game theory is a powerful tool to study games
with strategic interdependency where the legal
setup defines the player’s action spaces; see,
e.g., Landes and Posner (1996) for a study of
legal rules and strategic interdependency as
well as Baird et al. (1998) for an excellent
example of how legal rules can be studied
using game theory.

https://doi.org/10.1007/978-1-4614-7753-2_300181
https://doi.org/10.1007/978-1-4614-7753-2_300181
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The Usefulness of Using Game Theory
in Law and Economics

Good faith has been analyzed using game theory,
but it turns out that game theory is very well
suited for analyzing the economic effects of
legal rules. The basic setup of using game theory
in law and economics is to study different games
under different legal regimes with the same
players. To illustrate, it is well known that car
drivers and pedestrians behave differently under
a regime of strict liability or negligence. Specif-
ically, a car driver may show less precaution
under a negligence rule, whereas the pedestrians
may be quite careful walking on the sidewalk. In
short, law and economics that rely on game the-
ory may be formulated in the following single
equation.
DRules=court rulings ¼>Dactions

¼> Dpayoffs¼>Dincentives ¼> Defficiency

The equation simply displays causal impact of
changing the rules or court rulings on efficiency,
where Kaldor-Hicks efficiency may be preferred
for practical reasons in most cases. Most game
theories assume that players are risk neutral, but
this assumption may not hold in all cases. Intro-
ducing risk aversion in the good faith analysis
may extend the analysis to include optimal risk
allocation between the parties, including the rele-
vance of insurance, which may serve as an inter-
esting future research topic.
An Illustration: The Sale of Stolen Goods

A person who is offered a television in the
parking lot outside a bar is rarely in doubt that
the television is stolen. In other situations, a
person may find it difficult to determine the like-
lihood that the offered good is stolen. This is the
case when used goods are offered for sale outside
private homes (garage sales) or sold through
pawnshops. In fact, most stolen goods are traded
in workplaces where many people interact and
rarely in sinister places. A consumer buying
goods in a shop may well presume that the shop
seller has legal title to sell the good. However, in
many other cases, this is not the case, e.g., espe-
cially in auctions on the Internet. There have
been numerous cases where a buyer in “good
faith” had been contacted by the original owner
of a good or artifact, claiming the item handed
over. This is a classical legal dispute that goes
back to ancient times.

The term rei vindicatio stems from Roman law
and describes an owner’s right to claim his good
back from a person who unlawfully has the good
in his possession. Natural law or jus naturale was
the dominant legal foundation for the majority of
European countries that coincide with Roman law.
The rule was an absolute doctrine of vindication,
which was regarded as an inherent attribute
embedded in the notion of property rights at
that time.

Different legal systems in modern times pre-
scribe various solutions to this fundamental prob-
lem of property rights; see Levmore (1987) as
well as Mattei (1996) for civil law countries.
Some legal systems place the entire risk on the
buyer, whereas other systems place the risk on the
initial owner. In the latter case, this is the case if
the buyer is in so-called good faith. Obviously, the
choice of legal rules influence the parties incen-
tives, especially how many resources the initial
owner is willing to incur to protecting his property
and assets as well as a potential buyers costs of
verifying the ownership of the offered good; see
Cooter and Ulen (2000).

However, there is a strong strategic
interdependency in this situation. A potential
buyer, who knows that an initial owner has spent
much effort to protecting his assets, implies that
the likelihood that the offered good is stolen is
small, whereas the contrary is the case in the
opposition situation. The key issue is what kind
of legal system is most efficient from an economic
perspective. The analysis of this question can be
analyzed using game theory that includes strategic
interdependency between a potential buyer and an
initial owner of a good. In fact it turns out that the
choice of legal rules in this situation influences
parties differently, which has consequences for
efficiency.
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Modeling Good Faith in the Stolen Good
Case

The following results rely in Rose (2010) where
the full model is outlined. The article also con-
tains a comprehensive description of how the
issue of good faith is treated in several different
jurisdictions, including what constitutes good
faith. The following is a brief outline of the
dynamic game theoretical model with perfect
information. There are two players, an initial
owner and a potential buyer, who must decide
how much effort to spend on protecting his good
(denoted c), whereas the potential buyer must
determine how much to spend on verifying the
ownership (denoted e). Even though there is
“perfect information,” so the solution concept is
subgame perfect Nash equilibrium; there is still
randomness which is modeled by introducing
Nature as a probability device, denoted p(c)
which is decreasing in c.

LetP(c,e) denote the potential buyer’s “poste-
rior” probability or “updated beliefs” that the
good is stolen, given e, which is specified as
follows:
P c,eð Þ ¼ lp cð Þ if e ¼ eH where l � 0, 1=p½ 	 and
¼ p cð Þ if e ¼ 0

These probabilities reflect the idea that a buyer
after incurring effort emay revise his initial beliefs
that the good is stolen, so that the posterior beliefs
that the good is stolen may either increase or
decrease. If the buyer incurs effort e and the new
updated beliefs result in an increased probability
that the good is stolen compared to the initial
beliefs, then a buyer is said to be in bad faith,
i.e., lp(c) > p(c); if, however, the probability
decreases, i.e., p(c) > lp(c), then he is said to be
in good faith. The buyer is also in bad faith, if he
deliberately chooses to stay in ignorance, i.e.,
when e = 0.

The basic idea is that if it is common knowl-
edge that there is a 20% probability that the good
is stolen, but that the posterior beliefs after trying
to verify the ownership shows that the good may
be equally stolen, then he is said to be in bad faith.
The potential buyer is said to be in good faith if the
posterior beliefs have shown a reduced likelihood
that the good may be stolen.

Furthermore, it is assumed that if a buyer
accepts an offer to buy a good that might be stolen
this will stimulate criminal activity, since it
becomes easier to sell stolen goods; hence, the
market for stolen goods becomes more profitable.
This will cause more people to enter the market,
and as a consequence, the probability of theft
increases in the economy; see, e.g., Benson and
Mast (2001) for a study on private security ser-
vices as well as Ayres and Levitt (1996) who show
that such crime reduction may generate
externalities.

The probability of theft also depends on a
potential buyer’s decision, i.e., d = {accept,
reject} with the following specification:
p c,dð Þ ¼ ’p c,dð Þ if an offer is accepted,
where ’� 1, 1=p½ 	 and

¼ p cð Þ if an offer is rejected

With a rule where good faith is legally irrelevant,
the good is given back to the initial owner
irrespective of any good faith, and the purchaser’s
utility declines to 0, but at the same time, the
initial owner’s utility V is restored. It is assumed
that the initial owner can always document that
she is the rightful owner. In contrast, the good is
only handed over to the initial owner under a good
faith rule if the buyer was in bad faith and if the
case is solved by the police. It is assumed that
goods cannot be consumed as well as the original
owner’s utility declines by the value of the good
taken away.

We first start up by analyzing what is the opti-
mal situation which afterward is compared with
the two regimes, i.e., with good faith and one
without good faith.

It can be shown that a regime that does not take
into consideration the good faith of a buyer of a
stolen good will induce a buyer to accept any
offer. The buyer will avoid spending resources
on examining the ownership of the offered good.
On the other hand, it can be shown that under a
rule of law where good faith plays a decisive role
in determining property rights, there is a positive
probability that a potential buyer will incur costs
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in order to verify ownership. Compared to a rule of
law where good faith is irrelevant, an owner will
spend more resources on seeking to protect his
property from being stolen. However, more impor-
tantly, a rule where good faith is irrelevant, Pareto
dominates a rule where good faith may protect
an innocent buyer, as a potential buyer wastes
resources on trying to verify ownership and owners
of goods incur higher costs in order to deter bur-
glars from stealing their property. This is the case
only under the assumptions especially that parties
are assumed to be risk neutral. Most game theoretic
models assume risk neutrality; hence, payoff func-
tions are simple to work with as they are not con-
cave, as is the case when players are risk averse.
Good Faith in Other Settings

The abovementioned example focuses on a cen-
tral aspect where good faith may be vital. How-
ever, there are other examples such as within tort
law. To illustrate, the business judgment rule pro-
tects top management from liability, but the legal
doctrine has severe incentive effects that can also
be analyzed with game theory. According to this
doctrine, CEOs and board members are not liable
for a decision that results in huge financial losses,
as long as it makes the decision on a well-
informed basis. Inferior business skills do not
constitute a basis for holding an incompetent man-
agement liable. A decision which is based on a
business judgment made in good faith, but which
results in a substantial financial loss for the com-
pany, does not make the management liable to
legal proceedings by shareholders or creditors.

One may argue that the business judgment
rules increase shareholder returns over a situation
where management conduct is subject to a strict
negligence standard. The rule allows management
to engage in more risky projects without the fear
of being held personally liable. It is by no means
certain that the courts have sufficient knowledge
to determine ex post facto, whether a business
decision should have been taken or not. In the
absence of the business judgment rule, the volume
of litigation would increase and transaction costs
would rise, not only due to higher fees for lawyers
and court fees but also because of increased
managerial opportunity costs. The basic idea is
that there is a strategic interdependency between
managers and shareholders. Good faith protects
managers from legal liability, but it also influ-
ences the return of the shareholders and their
incentives to sue management, which is analyzed
in Rose (2011).
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Abstract
This essay sketches the central features of Gor-
don Tullock’s (1922–2014) contributions to law
and economics. My reference to Tullock as a
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“maverick scholar” is to indicate that he stood
apart from the mainstream of law and eco-
nomics scholarship as this is represented by
Richard Posner’s canonical statement that the
common law reflects a relentless pursuit of
economic efficiency. In contrast, Tullock
denied efficiency claims on behalf of common
law. Examination of Tullock’s contrary claim
illustrates how any analytical claim necessar-
ily rests on and is derived from some preced-
ing set of conceptual presuppositions because
such qualities as “efficiency” are not objects
of direct apprehension but rather are infer-
ences derived from particular theoretical
frameworks.
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at Chicago, enrolling in 1940, and was eligible to
receive his baccalaureate degree but elected not to
pay the $5 fee required to obtain it because he was
already eligible to enter law school and recog-
nized that the law degree he would soon receive
would trump a bachelor’s degree. His legal studies
were cut short, however, by his being drafted into
the Army in 1943, where he served in the Infantry
and entered into France a week after the D-Day
landing in June 1944. After the war, Tullock
returned to Chicago to finish his legal program.
Tullock spent a few months as a practicing attor-
ney upon graduation from Chicago and then spent
9 years with the US Department of State, includ-
ing assignments in China, Hong Kong, and Korea.
While with the Department of State, Tullock
published three papers in major economics
journals, all on Asian topics. He had also written
a manuscript that was finally published in 1965 as
The Politics of Bureaucracy, in which he sought to
systematize some of his experiences and observa-
tions while working with the Department of
State. While Tullock recognized that neither
legal nor diplomatic practice was how he wanted
to live his life, he nonetheless carried into his
subsequent academic scholarship the practice-
oriented orientation toward his material that his
legal and diplomatic activities entailed.

Gordon Brady and Robert Tollison (1991)
describe Tullock as a “creative maverick” with
respect to public choice theory, and in this desig-
nation, they are surely right. Tullock was equally
the creative maverick with respect to law and
economics. It should be noted that his work in
what would generally be considered law and eco-
nomics is a relatively small portion of his full
body of work. This smallness can be seen directly
by examining the ten volumes of Tullock’s
Selected Works that Charles Rowley (2004–2006)
collected. Law and economicswas the title of one
of those ten volumes. In addition, about 10 % of
the first volume titled Virginia Political Economy
is classified as pertaining to law and economics.
The preponderance of Tullock’s Selected Works
was distributed across such fields of inquiry as
public choice, rent seeking, wealth redistribu-
tion, bureaucracy, social cost, social conflict,
and bioeconomics.

Yet we may doubt that any exercise in counting
pages can give an accurate representation of
Tullock’s mind at work. An observer might dis-
tribute Tullock’s works across discrete fields to
provide a scheme of classification, but for Tullock
his scholarly activities reflected a mental unity
across these superficially diverse fields of inquiry.
There was an animating form to Tullock’s schol-
arly inquiries and with that form brought to bear
on diverse particular objects of inquiry. With
respect to Isaiah Berlin’s (1970) essay on Tolstoy,
Tullock was surely more the hedgehog than the
fox. In his survey of Tullock’s scholarship as of
the mid-1980s, RichardWagner (1987: 34) asserts
that “someone writing a survey of Tullock’s
works would surely think he was surveying the
work of the faculty of a small university.” With
respect to his substantive interests, Tullock’s
scholarship made significant contact with such
university programs as public administration, phi-
losophy, history, biology, sociology, criminology,
military science, international relations, and Asi-
atic studies, in addition to his contributions to law,
economics, and political science. Despite this sub-
stantive variety within Tullock’s body of work, his
varied inquiries sprang from and reflected a
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common analytical core, which I shall explore
briefly with particular regard to his scholarship
in law and economics.

A. How do law and economics fit together?
Melvin Reder (1999) reminds us that economics
is an intensely contested discipline. So, too, is law.
So how is the compound term “law and econom-
ics” to be construed when scholars have a menu of
options available to them for thinking about eco-
nomics and also about law? There are several
ways that an economist can theorize about his
or her object of interest. A legal scholar faces the
same situation.

The primary concept of economic theory is
the abstract noun designated as a “market econ-
omy.” Economists use this idea in explaining
how it is that economic activities within a society
are generally coherent and coordinated even
though there is no person or office who creates
that coherence. To be sure, a good number of
economists find fault with market outcomes and
seek to explain how political power can be
deployed to secure what that economist regards
as improvement. Nonetheless, the fundamental
mystery of economic theory is to explain how
societies exhibit coherence and coordination
even though each member of that society
operates mostly in self-directed fashion. The
central answer economists give to explain this
mystery relies upon the presence of an institu-
tional framework grounded in the principles of
private property, liberty of contract, and freedom
of association. This institutional framework
brings the legal order directly into the analytical
picture, for the efficacy of the market order
depends on the quality of the complementary
legal framework. Hence, law and economics are
two sides of the proverbial coin.

There are, however, different frameworks for
economic analysis, and those different frame-
works will in turn commend different orientations
toward the relationship between law and econom-
ics. What Melvin Reder (1982) describes as Chi-
cago economics rests on the twin claims that
people maximize given utility functions and that
market clear. These claims generate the Pareto
efficiency of competitive equilibrium. An econo-
mist who thinks that the Pareto efficient character
of competitive equilibrium provides a good ana-
lytical window for examining economic activity
will require a complementary legal framework
should that economist choose to explore legal
doctrines and procedures. Richard Posner’s
(1973) animating claim is that the array of com-
mon law doctrines and procedures can be ren-
dered coherent by the principle that they reflect
the promotion of economic efficiency within soci-
ety. Posner’s claim about law is thus complemen-
tary with Reder’s claim about the efficiency of
competitive equilibrium, when coupled with the
further claim that the competitive model is a good
analytical window for viewing economic activity
within society.

Equilibrium theory is not the only window
through which economic phenomena can be
viewed. One problem that arises with this
approach to economic inquiry is that change
comes as exogenous shocks to equilibrium and
not as internally generated features of a dynamic
economic process. Someone who thinks in terms
of the continual generation of change as a quality
of an economic system will likewise and neces-
sarily recognize that conflict and also limited and
distributed knowledge is part of that system. This
alternative analytical window renders claims on
behalf of efficiency dubious, mostly because the
dynamic economic process is simultaneously
extinguishing and creating profit opportunities,
with new commercial plans continually being
formed simultaneously with other commercial
plans being abandoned. Social processes are nat-
urally turbulent and there is no God’s-eye vantage
point from which efficiency can be determined.
This view of social economic processes, which
was Tullock’s view, will lead in turn to the exam-
ination of legal doctrines and procedures through
a different analytical window than through which
an efficiency-always theorist would use.

James Buchanan (1987) argues that Tullock
was a “natural economist.” By this, Buchanan
meant that Tullock thought naturally in terms of
the universal quality of the logic of choice and
economizing action, rendering Tullock a theorist
in the style of homo economicus. There is no
small irony in this description, given that one of
Buchanan’s widely recognized claims is that
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economics should be about exchange and not
choice. For Tullock, however, the logic of choice
was only a point of analytical departure. It was
never a destination, for Tullock was always a
social theorist who never reduced society to a
representative agent. Tullock was a theorist of
interaction, perhaps more so than Buchanan, and
not a theorist of choice, asWagner (2008) explains
in his comparison of Tullock’s Social Dilemma
and Buchanan’s Limits of Liberty.

For Tullock it is necessary to distinguish the
form by which a theory of utility maximization is
expressed from the substantive content of partic-
ular instances of human action, all of which are
capable of being rendered intelligible within that
formal shell. The postulate of rational action
means simply that people seek to succeed and
not fail in their chosen actions. This is a meta-
physical ordering principle and not some behav-
ioral hypothesis. Albert Schweitzer and Adolf
Hitler were both utility-maximizing creatures
who pursued disparate plans of action that other
people appraise to strikingly different effect, but
with that difference reflecting the importation of
substance into form. George Stigler and Gary
Becker (1977) argued that the core of economic
theory should rest on the presumption that prefer-
ences are invariant across time and place. In con-
trast, Tullock’s analytical core was more like
what Ross Emmett (2006) expressed in speculat-
ing on what Frank Knight would have said in
response to Stigler and Becker. It’s also similar
to the contrast Richard Wagner (2010: 11–16)
advances between neo-Mengerian and neo-
Walrasian research programs.

The form of Tullock’s theorizing was grounded
in rational choice, but for Tullock form was only
partly biologically or genetically determined.
Tullock would not reduce economics to ethology
because continuing and creative social interaction
also resided within his analytical core. This
brought continuing conflict and continual novelty
into his social theory. In other words, Tullock’s
theoretical framework was one of spontaneous
ordering and creative evolutions, as Todd Zywicki
(2008) recognizes in his examination of Tullock’s
critique of the efficiency claims often made on
behalf of common law.
I don’t recall ever seeing or hearing Tullock
refers to Carl Schmitt’s (1932) treatment of the
autonomy of the political in society, which
expressed the idea that politics could never be
reduced to law through constitutional design. Yet
in a 1965 essay on Constitutional Mythology
which is not included in his Selected Works,
Tullock embraced the impossibility of eliminating
politics through constitutional law. For Tullock,
law and politics were inseparable, and both
domains were populated by economizing crea-
tures that gave conceptual coherence to Tullock’s
various particular lines of scholarship.

B. Tullock and Posner and their Contrasting
Orientations. In his contribution for a Festschrift
honoring Tullock, Charles Goetz (1987) observes
that Tullock’s scholarship in law and economics
has been largely ignored, in contrast to the recep-
tion his scholarship has received in other fields.
Tullock (1996: 1), moreover, concurred in Goetz’s
judgment when he noted that “I have been cast
into the outer darkness . . .by the law and econom-
ics movement in the United States.” In making his
point, Goetz compares Tullock (1971) with
Posner (1973). Goetz attributes Tullock’s luke-
warm reception among lawyers as largely a prod-
uct of Tullock’s informal and conversational style
of presentation. Recognizing that Goetz wrote this
from his vantage point as a professor of law in a
premiere law school, I am in no position to chal-
lenge that claim. All the same, I think there is
more to the differences in reception accorded to
those works and their theorists. That difference
partly reflects the ability of different conceptual
formulations to enable other scholars to do the
work they choose to do. Posner (1973) accom-
plished more than Tullock (1971, 1980a) in this
respect. But why is that so? What lessons can be
gleaned from this comparison?

Consider one of the several examples where
Posner asserted a claim on behalf of legal effi-
ciency and which Tullock (1980b) disputed. Con-
sider the common law principle that railroads
owed a duty of care to pedestrians only at cross-
ings, whereas they always owed a duty of care to
straying cattle. About this principle, Posner
offered the gloss that it would be less costly for a
pedestrian to choose a different path than it would
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be for a railroad to watch continually for pedes-
trians. Posner further claimed that the reverse
relationship would hold for straying cattle, for it
would be more costly for a farmer to fence cattle
than it would be for a railroad to keep watch. This
gloss fits the efficiency rationale. But is that gloss
warranted? Tullock claims that it wasn’t. Perhaps
walking along the railroad path might save a
pedestrian only 100 m as compared with follow-
ing the sidewalk. But what if that alternative dis-
tance were 1,000 m, or even longer? Tullock
points out that Posner’s empirical claim about
relative costs is accompanied by no evidence
about those costs. Even more, the cost of watching
for humans and cattle are joint and not separable
costs. Given that a railroad will be watching for
cattle, the marginal cost of watching for humans
is zero.

At this point we return to the unavoidable
situation where the theoretical framework we use
influences what we see in the first place. “Effi-
ciency” is not something that is directly apprehen-
sible. It is rather a conclusion that is drawn from a
particular analytical model and with different
models often leading to different conclusions.
For instance, economists describe a competitive
equilibrium as entailing the condition that price
equals marginal cost. Cost functions are bound-
aries that separate what is possible from what is
impossible. An average cost function, for
instance, defines a boundary where it is impossi-
ble for cost to be lower but it is possible for cost to
be higher. In recognition of this boundary quality,
one might reasonably wonder why economists
regularly presume that economic outcomes occur
along the boundary and not at some interior posi-
tion. The answer has nothing at all to do with
observation, for it is impossible to observe what
is truly the least cost manner of doing something.
One might observe that some people produce in
lower-cost fashion than other people without
being able to determine the lowest possible cost
of production. Rather what economists do is make
the plausible claim that an individual proprietor
would prefer to avoid waste in his or her operation
because the proprietor owns the residual between
revenues and expenses and transform this reason-
able claim into a theoretical generalization.
Tullock’s claims that deny the efficiency
claims on behalf of common law are not
evidentiary-based claims that can point to a failure
to use lower-cost options. Tullock’s claims are
rather advanced in recognition that no evidence
has been presented one way or another. In the
railroad and cattle case, evidence would entail
separately generated data pertaining to different
ways of fencing cattle relative to different costs to
a railroad of trying to avoid accidents. It may very
well be the case that the cost of making finer
determinations about costliness in such cases
may exceed what people are willing to spend to
make such a determination. A judgment will have
to be rendered in the case all the same, simply
because the case must be resolved in some fashion
so that life can go on. This situation doesn’t render
the common law economically efficient by
default, but rather renders the question impossible
of being answered.

A famous problem in statistical decision theory
involves a lady who claims that in tasting a cup of
tea, she can tell whether the tea or the milk was put
first into the cup (Neyman 1950). A judge must
decide whether to accept or reject the lady’s claim.
To do this an experiment is designed and evidence
generated, from which a judgment is made. With
respect to law and economics, this setting is
equivalent to asking whether or not the lady is
an efficient oracle for determining how a cup of
tea is made. Yet there is no way of making such a
determination with perfect accuracy because the
“truth” of the matter cannot be determined inde-
pendently of the evidence and standard of judg-
ment used to reach a determination. Errors of
judgment will be unavoidable. The lady’s claim
might be granted when she truly can’t tell the
difference between the methods. It might also be
rejected even though she can tell the difference.
Furthermore, an increased effort to avoid one type
of error will increase the frequency with which the
other type of error is made.

In this setting, efficiency or accuracy is not a
binary variable of yes or no but is a quantity that
has the property of more and less. Many proce-
dures for reaching a judgment are possible, and
these procedures will typically differ both in their
costliness and in their ability to avoid one or the
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other type of error. Tullock’s approach to legal
efficiency fits fully within the framework of deci-
sion theory. Aside from accuracy and cost, there is
also question of the standard of judgment and with
higher standards of judgment typically involving
more costly procedures. For instance, accuracy
will increase as the lady is given more cups of
tea to taste, but cost will also rise with the number
of cups tasted. It is here where standards of judg-
ment come into play. One judge might feel com-
fortable granting the lady’s claim by invoking a
60 % confidence level, perhaps as expressed by a
preponderance of evidence. Another judge might
insist upon a 95 % confidence level, perhaps as
expressed by overwhelmingly strong evidence. In
these situations there is no God’s-eye platform
from which “truth” can be pronounced. Rather
what exists are various decision procedures with
varying ability to provide useful evidence and
which differ both in their costliness and in their
error-avoidance properties.

Tullock’s approach to the cost and accuracy of
judicial proceedings fits within this decision the-
ory motif. For instance, where Posner analogizes
the common law to a competitive market system,
Tullock analogizes it to a socialist bureaucracy.
There is something to be said in support of each
analogy, while there are also things to be said
against each of them. The common law system
features competition among attorneys for custom
and between attorneys at trials. Tullock argues
that this system resembles an arms race with
both cheap and expensive points of equilibrium
and with the process tending toward the expensive
equilibrium. On this basis Tullock favors the civil
law procedure where judges and not lawyers are
the dominant players. But judges are bureaucrats
who are paid through tax revenues and not from
clients who are seeking their services. Further-
more, law and politics are deeply entangled, as
all legal systems are replete with public ordering
where the private law principles of property and
contract are hemmed in through various politi-
cally articulated requirements. Even arbitration,
which entails far more private ordering than either
common or civil law, requires the willingness of
public officials to enforce the judgments that are
reached in those proceedings.
Impact and Legacy

A scholar’s legacy is, of course, something that
will be determined with the passing of time. At the
present time, the Goetz-Tullock appraisal of
Tullock’s reception within the Anglo-Saxon
world remains reasonable. That appraisal reflects
in good measure the continued predominance
of static equilibrium as the core of economic
theory. There are, however, signs that various
forms of ecological and evolutionary theorizing
are gaining momentum within economics. Should
that momentum continue to build in the coming
years, it is certainly possible that the process-
oriented and substantive questions that Tullock
addressed will rise within the attention spaces of
law and economics scholars relative to formula-
tions that address questions that pertain to models
of static equilibrium.
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Definition

“Governance” is a concept that has emerged
to salience at the interdisciplinary interface of sev-
eral fields relevant for law and economics. A typ-
ical governance situation involves not just formal
institutions but informal ones, social norms and
rules, law, legislation and economic incentives,
regulations and enforcement, arbitration and con-
flict resolution mechanisms, preference aggrega-
tion procedures, values and perceptions, and path
dependent elements. In the diverse literatures deal-
ing with these phenomena, several major modes of
using the notion of “governance” have emerged:
governance as describing a recently emerging phe-
nomenon transcending the traditional regulatory,
administrative, and public/private choice interface
functions of modern states; governance as a
functional domain – structures and functions
operating in relationship to commons, natural
resources and specific collective goods production,
management and consumption processes; gover-
nance as a theoretical apparatus, a set of concepts,
models, and theories aiming at analyzing regula-
tory, administrative, and public/private choice
interface situations, including those depicted by
the abovementioned literatures. The concept also
applies to the related phenomena associated with
the modern corporation and its (legal, political,
and social) operational environment. The notion
of “corporate governance” is, for instance, a typical
example of how this concept is blurring the lines
between the “public” and the “private,” between
regulation and self-regulation, between markets,
hierarchies, and networks.
Governance: A Multifaceted Motion

The concept of “governance” has emerged in
the last several decades as an alternative mode
of theoretically framing the complex political,
economic, legal, and social mechanisms and pro-
cesses associated to the collective decision mak-
ing, regulation, and administration of political
and economic systems, transcending the classical
“markets” versus “states” and “public” versus
“private” approach. At the same time, it is a way
of describing all political and public administra-
tion processes and cases taking place in addition
to, beyond, or outside of the state/government-
centered structures and methods. That covers
both the cases of complex modern large-scale
advanced postindustrial democracies systems
and the cases of groups, small communities, and
societies that do not share the scale and complex-
ity of the modern systems. The concept also
applies to the related phenomena associated with
the modern corporation and its legal, political, and
social operational environment. The notion of
“corporate governance,” is, for instance, a typical
example of how this concept is blurring the lines
between the “public” and the “private,” between
regulation and self-regulation and between mar-
kets, hierarchies, and networks.

Thus, “governance” is by its very nature,
a concept emerging at an interdisciplinary inter-
face. A typical governance situation involves
not just formal institutions but informal ones,
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social norms and rules, law, legislation and eco-
nomic incentives, regulations and enforcement,
arbitration and conflict resolution mechanisms,
preference aggregation procedures, values and
perceptions, and path-dependent elements. A
large literature (both positive-analytical and
normative-prescriptive) has grown under this
label with roots in political economy, law and
economics, political philosophy, public adminis-
tration, management studies, anthropology, soci-
ology, and history. At the core of this exploding
literature stands a large variety of “governance”
forms and domains and their multiple facets, as
framed using diverse theoretical lenses. This
includes governance as a political theory concept,
as a structure (architecture of institutions), as a
process (the dynamics of functions), as a mecha-
nism (procedures and decision rules), as a public
choice intuitionalism theory, as a strategy (actions
related to control and institutional design shaping
preferences and decisions), and as a normative
ideal.

Due to its multifaceted nature and its versatility
and traveling capacity from one discipline and
intellectual tradition to another, the notion of
“governance” is also increasingly assuming all
the features of a typically “essentially contested”
concept, gradually joining in this respect other
key terms that form our political vocabulary
such as “democracy,” “liberalism,” “govern-
ment,” “politics.” “Essentially contested” con-
cepts do not display a mere ambiguity about
usage, about a core meaning, which could be
solved using standard analytical methods, but
reflect a deeper tension or disagreement about
different configurations of theoretical, descriptive,
and normative elements that are implicit in the
usage of the concept by different schools of
thought, disciplines, and intellectual traditions.
These systems or configurations of ideas, which
embed the concept in case, are sharing some ele-
ments –sometimes at all three levels, descriptive,
theoretical, or normative – but not all of them, a
fact which makes the disentanglement of the
meaning of the concept in case always extremely
difficult and contestable. When it comes to the
concept of “governance” that means that the
usual caveats applied to any encyclopedia entry
dealing with this special class of concepts, should
apply to it as well.

In what follows, this entry will illustrate the
potential of the family of perspectives gravitating
around the concept, by focusing on three modes of
using it. All are at the general and encompassing
level, all are backed by solid literatures: (1) gover-
nance as describing a recently emerging phenom-
enon transcending the traditional regulatory,
administrative and public/private choice interface
functions of modern states; (2) governance as
a functional domain – structures and functions
operating in relationship to commons, natural
resources and specific collective goods production,
management and consumption processes; (3) gov-
ernance as a theoretical apparatus, a set of concepts,
models, and theories aiming at analyzing regula-
tory, administrative, and public/private choice
interface situations, including those depicted by
the above mentioned literatures.
The New Realities of “Governance”

The starting point of the first is the observation
that a “new reality” has been created at both the
national and the global levels: Globalization,
competition, technological change, financial pres-
sure, and increased demands due to changes in
perceptions, preferences, values, and expectations
put an increasing pressure of governments. A shift
has taken place. The new conditions have gener-
ated a pressure to adjust the regimes centered on
nation-states and on the hierarchical command
and control arrangements based on Weberian
bureaucracy andWilsonian public administration.
The typical national governmental structures are
overextended, lacking capabilities and unable to
administer, intervene and control as directly and
as effectively as before. Because the state capacity
of control diminishes, it has to adjust its modus
operandi. A change of approach has to take place
focusing now on indirect, negotiated influence,
“outsourcing” or building partnership with the
private sector and civil society.

Private actors and hybrid forms of organization
become players in traditionally public domains,
blurring thus the public-sector/private-sector



998 Governance
distinction. The retreat of government’s control
has encouraged an expanding role of civil society,
a diminished view of the role of elected officials,
an emphasis on political entrepreneurship, the
pooling of public and private resources, and reli-
ance on market or quasi-market discipline. Decen-
tralization and de-monopolization has encouraged
a variety of formal and informal hybrid public-
private organizational forms, pluralist, multilevel,
and polycentric arrangements. These changes
have led to a move from politics, hierarchies,
and communities to markets; from provision
to regulation; from public authority to private
authority; from big government to small govern-
ment; and from regulation based on command and
control to flexible and diverse forms of regulation
in which self-regulation is an important element.
The overall result has been the growth of “gover-
nance without government.” Given these devel-
opments, “governance” has come to indicate an
entire range of public and semi-public mecha-
nisms and institutions for implementing policy,
working either as alternatives to “government”
or in conjunction with it. The boundaries between
the public, private, and voluntary sectors have
changed and with that the very role of the stat
(Peters and Pierre 1998).

A very telling metaphor recurrently used to
portray these phenomena is based on the distinc-
tion between “rowing” functions (service provi-
sion, taxation, redistribution) and “steering”
functions (rulemaking, monitoring and enforce-
ment). Expressed in this terms, the point is that a
shift has taken place. Initially, states were bent on
command and direct provision, insisting on doing
both the “rowing” and “steering.” Now states
are increasingly focused on “steering,”while mar-
kets, the voluntary sector, and nonprofit
civil society do the “rowing.” The literature is
not displaying a unitary interpretation; there are
alternative modes of understanding the “new real-
ity.” For instance, on the one hand, there is the
“hollowing out the state” thesis whereby authority
is shifting either “up” to markets and transnational
institutions or “down” to local governments, busi-
ness communities, and nongovernmental organi-
zations. On the other hand, there is the thesis that
the state has in fact reasserted its authority by
shifting its focus at the meta-level towards “regu-
lating the mix of governing structures such as
markets and networks and deploying indirect
instruments of control,” the notion of meta-
governance (Levi-Faur 2012, p. 36).

As noted, the developments outlined above
have generated a robust literature. One could
appreciate the publication of volumes like The
Oxford Handbook of Governance (Levi-Faur
2012) and The Oxford Handbook of Public Man-
agement (Ferlie et al. 2007) as one of the most
significant indicators of the status and impact of
that literature. The first volume charts the “new
reality” created at both the national and the global
levels as the role of the state and the boundaries
between the public, private, and voluntary sectors
have changed. It illustrates how these themes are
at the core of both the academic and applied
agenda, and it points out to some ways of theoriz-
ing, describing, and analyzing them. The second
volume takes the applied angle and documents the
emergence to salience of themes such as proactive
administration, administrative responsiveness and
responsibility, street-level bureaucracy, citizen
participation, public-private partnerships, decen-
tralization, hybridity, contracting, and NGOs.
Governance as a Functional Domain

The second mode of illustrating the “governance”
perspective is as the study of institutional arrange-
ments dealing with specific social dilemmas
of collective action, in particular circumstances
defined in functional, local, and contextual terms.
Its most salient application is regarding the com-
mons, natural resources, and specific collective
goods production, management, and consumption
processes. The contribution of 2009 co-recipient of
Nobel Prize in Economics, Elinor Ostrom, is illus-
trative, her “governing the commons”work being a
source of inspiration and considered as paradig-
matic in this respect (Ostrom 1990).

From this perspective, the notion of “gover-
nance” is a term associated to a set of institutional
and procedural solutions to collective action situ-
ations generated by the collective production,
financing, and consumption of goods and services
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that have particular properties that diverge from
the private goods ideal (in terms of excludability
and jointness of consumption) (Ostrom and
Ostrom 2004). A “commons” is a good that is
shared by multiple users and has two properties:
rivalrous and nonexcludability. The use of a com-
mons by one user changes the state of the com-
mons and has implications for the preferences and
behavior of other users, who change their behav-
ior and overuse or deplete the resource, leading,
without intention, on the long run, to a decrease
of the welfare for the entire group: This is the
so-called “tragedy of the commons.” It is by def-
inition a collective-action problem: The incen-
tives defining a situation induce a divergence
between the individual and collective logic, gen-
erating a rush to enjoy/use/consume the resource.
Thus, the commons is predicted to deteriorate,
affecting the welfare of all the commons users.

E. Ostrom and her team of researchers not
only built an extensive database and a theoretical
and methodological apparatus to study how peo-
ple deal with such situations, but also engaged
in extensive fieldwork examining particular
case-studies of governance systems of fisheries,
irrigation systems, pastures, forests, etc., in both
developed and developing countries, at various
levels and scales. At the core of the agenda was
a demonstration that the “tragedy of the com-
mons” could be and has been avoided in many
cases, without making use of state-based mecha-
nisms and enforcement. Ingenious institutional
arrangements and social norms were created and
enforced, leading to viable and resilient gover-
nance structures. The “governing the commons”
research program has thus shown that “gover-
nance” is possible outside the state-market dual-
ism that dominated mainstream policy analysis. It
illustrates empirically and analytically not only
that community-based governance may be a via-
ble alternative, but also that governance functions
may be operationalized through diverse institu-
tional forms. Hence the notion of “governance”
has come to be associated to the notion of “insti-
tutional diversity.” In addition to that, a significant
part of the work was focused on the conditions
andmechanisms motivating the commons users to
behave cooperatively. E. Ostrom identified a set
design principles, noting that they characterize
robust institutions used by communities manag-
ing common-pool resources such as forests or
fisheries. With that, the notion of “governance”
has also come to be associated to the notion of
“institutional design.”

Last but not least, the “design principles”
demonstrated the possibilities for self-governance
of human communities and the ability of people
to bottom up design and manage solutions to social
dilemmas. The Ostroms’ research program explor-
ing the governance of the commons has thus to be
seen as part of a larger program having an assumed
applied and normative dimension: “What is miss-
ing from the policy analyst’s tool kit – and from the
set of accepted, well developed theories of human
organization – is an adequately specified theory of
collective action whereby a group of principals can
organize themselves voluntarily to retain residuals
of their own efforts” (Ostrom 1990, p. 24).
Governance as a Theoretical Apparatus

The third mode of using the concept of
“governance” is precisely in connection to this
theoretical toolkit. “Governance theory” is in
this respect the range of conceptual and theoretical
instruments available for the study of the phenom-
ena identified and described above. From this
perspective, “governance” refers to a description
of “governance phenomena” (as social coordina-
tion, cooperation, and institutionalization) as seen
through the lenses of this theoretical apparatus. It
is a dual relationship. Theoretical lenses lead to a
specific description and diagnosis of governance
problems. While the problems, thus defined,
entail for their analysis and solutions, the logic
and social mechanisms implied by the toolkit.
Most of the components of the toolkit have origins
in economics: public choice, industrial organiza-
tion, institutional theory, applied game theory, etc.

The theory of private and public goods, as
already suggested above, offers a very effective
illustration in this respect: Because the nature of
goods determines the practicality of the various
institutional structures meant to produce, finance,
distribute, and consume these goods, a typology
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of goods is a first step in understanding institu-
tional diversity. Hence, a governance theorist
approaches institutional arrangements as driven
by a functional structure shaped by the nature of
goods or services that those institutions are sup-
posed to satisfy. Thus, a typology of goods (based
on the “exclusion” and “jointness of use or con-
sumption” dimensions, sometimes further elabo-
rated in game theoretical forms) helps identify
typologies of institutional forms. At their turn,
the typologies of institutional forms help chart
and analyze governance situations. This is the
strategy advanced, for instance, by E. Ostrom
and V. Ostrom (2004) or by 1986 Nobel Prize in
Economics, James Buchanan (1967).

In a similar way, one may use transaction cost
analysis, on the lines pioneered by Ronald Coase
(1991 Nobel Prize in Economics) and further
elaborated by O. Williamson (2009 Nobel Prize
in Economics co-recipient). The logic is similar.
The diverse nature of the transactions people have
to engage into and especially their associated
costs (search, monitoring, enforcement etc.) deter-
mine the practicality of the various institutional
structures meant to deal with those transactions.
(Coase 1992; Williamson 1979) Hence, a typol-
ogy and analysis of transactions and of the costs
associated to them is a first step in understanding
institutional structure, function, and diversity. At
its turn, the typology of institutions helps chart
and analyze governance situations.

The list may go on: externalities, agent-
principal, rent seeking, asymmetric information
are all part of the catalogue or toolbox of the
governance theorist or analyst. It is a modular
toolkit which has a double function: On the one
hand, it offers a vocabulary and thus the lenses to
identify and describe governance situations, and
at the same time, it offers analytical instruments to
explain the social mechanisms and processes in
place or to suggest such mechanisms and struc-
tures as governance solutions to the problems thus
diagnosed. In this respect, it has strong connec-
tions with mechanism design theory (2007 Nobel
Prize in Economics for Leonid Hurwicz, Eric
Maskin and Roger B. Myerson) – an approach
that uses “reverse game theory,” which starts
with a desired function or objective, and tries to
identify and reconstruct the governance and insti-
tutional mechanism which may be able to achieve
that specific objective or realize that functional
solution (Maskin 2008). As such the “gover-
nance” approach assumes strong and unequivocal
normative and applied level dimensions.
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social scientists than any other. In order to give
a comprehensive assessment of this concept,
I will offer several perspectives on it.
Definition

Government is a criminal gang with a lot of good
public relations, so much so that most people
think is has legitimacy
G

The Theocratic

In this vision, the king is the head of government
and is also the leading religious figure. Some-
times, this type of emperor is actually God him-
self. As owner of the kingdom, literally, he is the
unquestioned master of not only every stick, blade
of grass, and other property in his realm but also
the people in it. They are in effect his slaves; he is
their master. His authority is unquestioned, both
from the religious and secular perspective. One
need not spend too much time criticizing this form
of government. How can it be proven that any
given individual is actually God or his chosen
spokesman? Why is it justified that it is from this
particular family that kings, queens, and princes
emanate? Typically, this is based on success in
war, but any justification for this process must
rest on the unproven contention that “might
makes right.”
The Democratic

Here, at least in pure form, the government is
elected by the governed, and all decisions are
based upon majority rule. The franchise might
be broad or very narrow (e.g., limited to white,
male property owners). The inclusive version of
this system enjoys wide support. Most countries
in the so-called civilized world engage in this
political form. According to Winston Churchill,
“democracy is the worst form of government
except for all the others that have ever been
tried.” But there are problems here. For one
thing, Hitler, no popular figure, came to power
through a completely democratic process, not via
a coup d’état. (Of course, it cannot be denied that
he remained in power by abrogating the demo-
cratic system.) One is tempted to conclude from
this one fact, “so much for democracy.” But this is
only the tip of the iceberg, for there is such a thing
as “the tyranny of the majority.” Just because
a majority of the electorate prefers one candidate
or policy over another does not guarantee he or it
is justifiable. In many southern towns in the
United States in the nineteenth century,
a majority of the people might well have voted
to lynch all black people.
The Republic

This form of polity allows for democracy but is
subject to a constitution. That is, the society can
vote alright, but it cannot cast a ballot for anything
and everything. For example, some things cannot
be determined by majority vote, such as should
a certain minority of people be eliminated. This
seems like an improvement over pure democracy,
but it all depends upon how good the constitution
is and whether or not it is followed. For instance,
the US constitution allowed for slavery; the
majority need not have voted to enslave black
people: the constitution already allowed for that.
Another example was the constitution of the
Soviet Union. It protected all sorts of minority
rights. But this relatively splendid document was
all but ignored.

What have libertarians had to say about gov-
ernment? I pursue this question since this philo-
sophical movement has some interesting and
important things to say about this institution.
Four different versions of libertarianism can be
identified in terms of their vision of proper gov-
ernment. They are as follows:

1. Anarcho-capitalism
2. Minarchism
3. Classical liberals, or Constitutionalists
4. Free market supporter

Libertarianism is predicated upon two basic
building blocks: the nonaggression principle
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(NAP) and private property rights based upon
homesteading. The first maintains it is improper
to threaten or initiate violence against an innocent
person or his property. The second is a theory as to
how just property titles come into being. They
start with self-ownership, continue with the
mixing of one’s labor with land and other natural
resources, and conclude with any voluntary
means of title transfer, such as buying and selling,
gifts, and gambling.

Anarcho-Capitalism
The anarcho-capitalist version of libertarianism
cleaves most closely to these principles. It brooks
no compromise, none whatsoever, with private
property rights and the NAP. That is, it concludes
that government is a per se violation of rights. All
governments do two things: they tax their subjects
and forcefully prevent other entities from compet-
ing with them, within their geographical territory.
But taxation is theft. People did not agree to be
taxed. Any “social contract” to the contrary is
a figment of the statists’ imagination. Taxes are
not akin to club dues. The latter rises from con-
tract, not the former. Thus, for the anarcho-capi-
talist version of libertarianism, government is not
merely akin to a robber gang, but indeed takes on
that exact description. The only difference
between it and a bunch of outright thugs is that
the state has legitimacy in the minds of most
people and that gangsters do not. So similar are
the two, apart from the far better public relations
of the government, that when a criminal engages
in a crime such as murder, rape, and theft, he can
be said to have undertaken a governmental act
(apart from the seeming legitimacy of it).

The scholars most closely associated with this
perspective are Murray N. Rothbard, Lysander
Spooner, and Hans-Hermann Hoppe.

Minarchism
The libertarian perspective consistent with the
principles of this philosophy to the second
greatest degree advocates minimal state govern-
ment and is called minarchism. Here, the govern-
ment is indeed a legitimate institution, but the sole
function of the state is to protect the persons and
property rights of its citizens. To that end there are
three and only three legitimate governmental
institutions: One, armies to protect domestic
inhabitants against foreign aggression. (Not to
become policeman to the world; not to engage in
imperialistic ventures here, there, and every-
where; solely for defense.) Think in terms of
a gigantic, ferocious, and very powerful Coast
Guard. The second justified institution is police,
to protect us from local violators of the NAP: to
stop murderers, rapists, thieves, etc. (not to arrest
victimless criminals for “crimes” involving
consenting adult behavior such as pertaining to
drugs, pornography, prostitution, gambling).
Third, courts to determine guilt or innocence of
those accused of real crimes and to address con-
tract disputes. Minarchists strictly limit govern-
ment to these three institutions.

Key contributors to this perspective are Robert
Nozick, Ayn Rand, and Ludwig von Mises.

Classical Liberals, or Constitutionalists
Next in the libertarian pantheon in terms of con-
sistency to principle are the Classical Liberals or
Constitutionalists. To the three functions of gov-
ernment, advocates of this version of libertarian-
ism would add a few more: dealing with
communicable diseases and storms and floods
and providing “public goods” such as roads and
utilities like gas, electric, water, sewage removal,
etc. Some in this category would include anything
mentioned in the US constitution, such as post
offices and coinage. Ron Paul is perhaps the
most famous person connected with this
viewpoint.

Free Market Supporters
Here, there are lots of compromises: health, edu-
cation, welfare, externalities, antitrust policy, and
monetary crankism (e.g., rejection of the gold
standard). So much so that there are questions as
to whether or not this viewpoint can be considered
libertarian at all. On the other hand, people asso-
ciated with this perspective are staunch advocates
of the free enterprise system and adamantly
oppose government incursions such as rent con-
trol, minimum wages, tariffs, corporate welfare,
crony capitalism, and entry restrictions for busi-
ness. They favor the profit and loss system. Those
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associated with this point of view include Milton
Friedman, Friedrich Hayek, and Rand Paul.

I now move to a discussion of anarcho-
capitalism, the purest form of libertarianism,
since its indictment of the government is the
most accurate. That is, the state really is an orga-
nized means of NAP violation. It is the only
institution in all of society which may legally
initiate violence against innocent people. As
such, it deserves intensive analysis, in any effort
to understand what government is all about.

Let us start off with Rothbard (1977) who avers
that it is important that any libertarian

. . . hates the existing American State or the State per
se, hates it deep in his belly as a predatory gang of
robbers, enslavers, and murderers. . . the State – any
State – is a predatory gang of criminals. . .. the
radical (libertarian) regards the State as our mortal
enemy, which must be hacked away at wherever
and whenever we can. To the radical libertarian, we
must take any and every opportunity to chop away
at the State, whether it’s to reduce or abolish a tax,
a budget appropriation, or a regulatory power. And
the radical libertarian is insatiable in this appetite
until the State has been abolished. . .

There are those who would quarrel with such
an analysis and maintain that the government is
really a voluntary organization, like a club. And,
just as in the case of the golf, or tennis, or chess
club, every member must pay his dues. In this case
that would be taxation. But Schumpeter (1942,
p. 198) puts paid to this excuse for brutality:
“The theory which construes taxes on the analogy
of club dues or of the purchase of the services of,
say, a doctor only proves how far removed this
part of the social science is from scientific habits
of mind.” The point is there is simply no contract,
“social,” or otherwise that binds people together.
Only a very few people signed the declaration of
independence. How can it be binding on an entire
populace?

But did not three-quarters of the states ratify
the national government in the case of the United
States, by a majority in each case? This cannot be
denied. But how does that bind the people in the
states that did not ratify this document? How does
it obligate those who did not vote or voted against
the proposal? No rational court would hold
a person responsible for a commercial contract
to which he did not agree, just because others,
even many others, did so.

Suppose a slave master allows his property to
vote on overseer Goodie, who will only beat them
once per week, and overseer Baddie who will do
so three times per day. The slaves opt for the
former. Does this mean these poor unfortunates
have agreed to be slaves and that they agree to
have Goodie whip them? Of course not. Spooner
(1966[1870]) is justly famous in libertarian circles
for making just this point. He also disposed of the
argument that tax compliance demonstrates agree-
ment with government overseers. We also pay the
highwayman when he holds a gun on us. This
hardly provides evidence that our “transaction”
with him is a voluntary one, and unless it is the
ethical case for the state has no foundation.

What about the following argument: “If you
don’t like it here, under this government, you are
free to leave. The fact that you stay indicates
voluntary agreement with these institutional
arrangements.” Stuff and nonsense. One difficulty
with this is that it argues in a circle. It presupposes
the truth of that very thing that is under debate,
namely, that the government has a right to kick
people out of “its” territory if they do not comply
with its onerous regulations. If we jettison this
basic unproven premise, then there is no case for
inviting people to “leave” who object to statist
depredations. Another difficulty is that there
were people living on the territory taken over by
the government before it was set up. This is nec-
essarily so. There had to be people in existence to
set up a government before it was operational.
Thus, these people were there before the advent
of the government. They could with as much
justification say to those in the process of forming
a government: “If you don’t like it here, under our
present state of free market anarchism, you are
free to leave.” Why must those who object to this
obnoxious institution be the ones who must leave,
on logical grounds?

Let us attempt to further “hack away” at this
truly evil type of organization. It is said that the
reason we need a government is because two
individuals, or groups of people, will fight each
other without such an institution, and, if allowed,
this would create chaos. Or bullies would prey on
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the weak. There are great difficulties with this
view. First of all, as a matter of historical fact
(Rummel 1994), governments have murdered
more than 150 millions of their own citizens in
the last century, and this is apart from the wars
they have fomented with each other. And this
statistic does not even include some 40,000 peo-
ple slaughtered on US government highways
(Block 2009). Gangsters and bullies are simply
not in the same category. Secondly, a logical
implication of national government is world gov-
ernment. If we need a national government
because people in that territory will fight with
each other, then we need a world government
since national governments will (and most cer-
tainly have) fight with each other. The problem
with world government is of course that there will
be nowhere to run when and if such an institution
turns totalitarian. But if world government is
rejected, so, then, must the same fate await
national government, since there is a perfect anal-
ogy between the two cases.

Here is yet another attempt to justify the
unjustifiable: the government gives us goods and
services in return for the taxation it imposes on
us. This, too, cannot be denied. The state provides
a myriad of goods and services, ranging from
battleships to postal service, from welfare to
food stamps, from bailouts to Detroit, to Wall
Street, and to numerous points in between. But
suppose a philosophical mugger who is willing to
engage in discourse were to hold up an innocent
man. The latter objects on the ground that the
robber is not providing any goods or services,
whereupon the thief agrees with his victim,
amends his evil ways, and offers him the services
of a smile or a snarl, and, also, a paper clip or
a rubber band. The point is, it is entirely irrelevant
whether or not the private or governmental burglar
offers his prey anything in return for his depreda-
tions or not. The only relevant issue is if the
citizen did agree to the interaction or not, and, as
we have seen, not only is there no evidence that
everyone unanimously agreed, but also there
could not have been any such occurrence. For, if
it did, if, that is, all the citizens welcomed the
government, that would be a logical contradiction.
For government is defined as that institution about
which everyone most patently did not agree. If
there were an organization to which all partici-
pants voluntarily subscribed, it would no longer
be a government! Rather, it would be some
sort of private institution. A very large one, but
similar in all essential regards to a business firm.
For the latter embodies “capitalists acts between
consenting adults” in the felicitous phraseology of
Nozick (1974, p. 163).
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measure of political economy could worsen
market allocation and the level of social
welfare. Mention is made of the differences
between Europe and the United States regard-
ing the weight of the State in the economy and
of the efforts made by research to give a quan-
titative measure to government failure.
G

Definition

Government failure occurs when a measure of
economic policy or the inactivity of the govern-
ment worsens the market allocation of resources
reducing economic welfare.
Government Failure

From a reading of the first few chapters of text-
books of Principles of Economics, we have
learned that under the assumption of a perfect
competitive market, for each good (or bad)
exchanged, the economy achieves its maximum
level of welfare as a result of the Smithian theory
of the “invisible hand” (Smith 1776). This means
that in such a Pareto-optimal situation, there is no
room for economic policy measures that, if
adopted, may only constitute an obstacle to the
proper functioning of the market.

Despite this unlimited confidence in the market
virtues, the same Adam Smith was forced to rec-
ognize the limits of the market, regarding national
defense, justice, and public services (i.e., water-
works, hospitals, schools, roads, etc.), for which
there is no profit in producing at an individual
level, because the costs are always greater than
the revenues (Smith 1776). Although one of the
fathers of the modern economic theory recognized
the limits of the market, the dominant view, up
until the 1940s, was that the government should
not interfere with the market to modify or change
market allocation or income distribution.

The Great Depression started in the late 1930s
and the subsequent Keynesian theory (Keynes
1936) was further instrumental in destroying the
myth of the free market. After the Second World
War, the economic theory started to consider than
before the existence and causes of market failure
more seriously (Bator 1958) and saw the need for
some government intervention, the so-called vis-
ible hand (Chandler 1977), to improve
market allocation and raise the level of social
welfare.

During the second half of the last century, the
broad consensus regarding the positive conse-
quences of adopting economic policy to correct
the effects of market failures on economic welfare
Coase (1964) introduced into the economic liter-
ature the expression “government failure,” as
opposed to “market failure,” to express some con-
cern about the continual assumption of Pareto-
improving consequences of economic policy
measures (Posner 1969, 1974). (Ronald Coase
(1964) agreed with the approach which evaluated
the effects of economic policy measures compar-
ing regulated industries with industries not subject
to regulation, although this approach cannot be
followed because it is difficult to find industries
that are comparable regardless of the degree of
regulation.)

Coase drew inspiration from the talk of Profes-
sor Roger C. Cramton, a law scholar, held in
Boston during the Seventy-Sixth Annual Meeting
of the American Economic Association: Cramton
stated that lawyers “. . .focus on the fact that pub-
lic officials and tribunals are going to be fallible at
best and incompetent or abusive at worst. . ..”
Coase (1964) remarks that this statement is
completely opposed to the assumption that the
economists make about the government. In the
economic theory, the government is seen as a
benevolent planner who wants to correct the
defects of the invisible hand, to improve
market allocation, and to raise the level of welfare.
The opinion of the government expressed by Pro-
fessor Crampton would probably have been con-
sidered provocative, but for the economist, it was
an alarm bell underlining the necessity to rethink
the assumption about the government bodies and
the impact of economic policy measures on the
level of welfare. (In general, about the measure of
economic policy, we can report the words of Mil-
ton Friedman (1975): “. . .The government solu-
tion to a problem is usually as bad as the problem
and very often makes the problem worse. . ..”)
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Moreover, Coase (1964) emphasizes the inability
of the government to supply an immediate
answer to the changes in economic conditions
and the crucial role of “detailed knowledge”
(or information) of the economic phenomenon
addressed by a measure of economic policy, as
an indefectible condition of government interven-
tion. (Winston (2006) has recently affirmed that
government failure “. . .arises when government
has created inefficiencies because it should not
have intervened [in the market] in the first place,
or when it could have solved a given problem or
set of problems more efficiently, that is, by gener-
ating greater net benefits. . .”; such a definition
empathizes the inability of the government to
improve market allocation.)

It is possible to affirm that a government policy
is worth adopting in the presence of a market
failure that is a source of not negligible social
costs (see Datta-Chaudhuri (1990), Krueger
(1990), Wallis and Dollery (1999, 2001), and
Wiesner (1998) about the policy measures
adopted in developing countries, since the
1960s, as sources of economic inefficiency
which worsen the welfare level) where the gov-
ernment policy is at least improving market per-
formance and efficiently correcting the market
failure and optimizing the economic welfare (for
normative economic theories of government fail-
ure, see Dollery and Worthington 1996).

The first possible source of government failure
is the dynamic nature of an economic process such
that the government in charge cannot commit
itself for future measures which will be adopted
by the subsequent government. (The dynamic
nature of the economic process makes it necessary
to consider the discount rate in the analysis: this is
a task that we leave to future and more detailed
analysis.) Stiglitz (1998) offers the example of
hydroelectricity plants to produce electricity
which need to be subsidized for a period of time
longer than the duration of the legislature, while
the hydroelectricity industries have no guarantee
that successive governments will leave unaltered
the subsidies and the legislation. (The inability to
make commitments causes another set of ineffi-
ciencies: the cost of creating next-best credibility-
enhancing mechanisms. While those in the
government at one date cannot commit future
governments, they can affect the transaction
costs of reversing policies (Stiglitz 1998, p. 10).)

The economic policy measures worsen
market allocation whenever there is imperfect
information between the policy maker and the
private parties involved. Imperfect information
may represent an obstacle to improving Pareto
efficiency, if the policy maker does not have
access to all the relevant information to adopt the
correct policy measure or establish the magnitude
of the measure (e.g., the amount of the rate of
taxation).

The third source of government failure is the
so-called destruction competition, a process that
occurs in the presence of imperfect competition.
Firms can get ahead not just by producing a better
product at lower costs but also by raising the costs
of their rivals (Salop and Scheffman 1983).
Destructive competition is a zero-sum game
where the profit of one is at the expense of another
(see, e.g., the political games, with positions to be
won or lost). This means that under the imperfect
competition market structure, the liberalization of
the market or the inactivity of the policy maker
(Orbach 2013), as a result of a rational choice,
determines the achievement of a suboptimal level
of social welfare.

Another source of government failure is uncer-
tainty about the consequences of policies: this
may be due, as in the case of economic policy
measures taken under asymmetric information, to
the inability to predict the future impact of eco-
nomic policies adopted now. A lesson we learned
is that to be effective, economic policy measures
should have well-defined objectives to achieve;
otherwise, the measures taken by the government
without a clear and precise statement of the objec-
tives to be pursued and of the resources to meet
them are just a way to leave unchanged the allo-
cation of resources and the distribution of income
(Cramton 1964). This means that some cases that
may be attributable to the concept of government
failure are just from the point of view of social
welfare, because the government policies worsen
market allocation but satisfy the real will of the
policy maker to protect some established interests,
without displeasing public opinion.
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Finally, the last point we address is that gov-
ernment policies may be constrained in their
action and worsen welfare due to the complexity
of the economic measures that are hard for public
opinion to understand, so Stiglitz (1998) empa-
thizes the “simplicity constraint” in economic
policies. Simple policies are easily explained to,
and approved by, public opinion.

In a more interdisciplinary environment, con-
sidering laws, institutions, and economics, the
theory of government failure has recently been
enriched, affirming that it may also be due to the
inefficient designing of rules for the economy that
may be excessively specific (i.e., standard), too
broad, conflicting, and unfair (Dolfsma 2011).
(In general, on inefficient regulation as a source
of government failure, see Posner (1974).)

The theories of government failure have played
a different role in the United States and in the Old
Continent because in the former they have been
used to justify the limited adoption of economic
policy measures and a reduced role of the state
within the economy. In Europe, the limits of gov-
ernment action have been used to justify a reduc-
tion of the weight of the public sector in the
economy (Vickers and Yarrow 1991).

Despite the differences between Europe and
the United States in the role of the state in the
economy that can be measured by the tax burden
(Romer and Romer 2010), the government fol-
lows the business cycle in its policies because
during crises, it is forced by public opinion to
adopt stronger measures to curb the crisis (Rajan
2009), while during periods of prosperity, it is
more prone to pander to the desire of firms for
freedom.

Winston (2006), basing his theories on an
empirical research limited to antitrust, monopsony
policy, and economic regulation to curb market
power, so-called social regulatory policies to cor-
rect imperfect information and externalities, and
public production to provide socially desirable ser-
vices, reached the conclusion that government
intervention inmarkets has either been unnecessary
or has missed significant opportunities to improve
performance. (For recent development of the the-
ory of “government failure,” see Mitchell and
Simmons (1994) and Winston (2006).)
The economic policy measures to correct the
limitations of markets have played a significant
role in economic history (Datta-Chaudhuri 1990)
and will probably continue to be useful in the
future, but to improve market allocation, the pol-
icy maker should be aware of the limits of the
“visible hand” (Winston 2012).
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Government Quality
Andreas P. Kyriacou
Universitat de Girona, Girona, Spain
Abstract
A growing body of work in economics has
pointed towards the crucial importance of gov-
ernment quality for economic development.
A major issue emerging in related empirical
work has been the need to account for the
confounding influence of other factors as well
as the presence of reverse causality or the
likelihood that development itself may facili-
tate governance. The potentially key role of
government quality in explaining international
differences in economic development has
led many scholars to try and identify those
factors that determine it. This research effort
has brought forth the role of numerous vari-
ables including social heterogeneity, cultural
heritage, and constitutional design. The lion’s
share of empirical work has employed mea-
sures of government quality based on percep-
tions. A debate exists about the convenience of
conflating government quality with institu-
tional quality. To measure institutional quality,
it may be more advisable to generate measures
or indicators which capture the extent to which
institutions actually constrain governments.
Definition

Government quality is a multidimensional con-
cept. Government quality is said to improve if
the public sector does not distort the proper func-
tioning of the private sector (respects property
rights, does not overregulate), is an efficient
administrator (low corruption, less bureaucracy,
high tax compliance), provides public goods
(education, health, infrastructures, etc.), and,
finally, allows for and protects political freedom.
Government Quality

Over the years, economists have come to identify
government or institutional quality as a funda-
mental cause of economic development. Early
on, North and Thomas (1973) argued that the
establishment of private property rights was
instrumental for the rise of the West since the
middle ages. Inspired by this insight, a great deal
of scholarship has empirically explored the link
between institutional quality and development
(most notably Hall and Jones 1999; Acemoglu
et al. 2001; 2002; Rodrik et al. 2004).

Growth-promoting institutions have at least
two features: they must enforce property rights
for a broad cross section of society so that all
individuals have an incentive to invest, innovate,
and take part in economic activity. And they must
furnish some degree of equality of opportunity in
society, including equality before the law (so that
those with good investment opportunities can take
advantage of them), and equal access to health and
education (to promote human capital and to
account for the fact that entrepreneurial initiative
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may be randomly distributed in the population
and as such be independent of the distribution of
property rights to existing resources) (Acemoglu
et al. 2005).

A major concern which emerges when
attempting to calibrate the impact of government
quality on development is the issue of reverse
causality or, in other words, the expectation that
development facilitates institutional quality. In
this vein, it has been argued that economic devel-
opment makes better quality institutions more
affordable (Islam and Montenegro 2002) and
will tend to create a demand for better government
(La Porta et al. 1999), perhaps because of
income’s positive effect on education, literacy,
and depersonalized relationships (Treisman
2000). To deal with reverse causality, scholars
have employed various instruments of govern-
ment quality. Arguably the most notable has
been settler mortality in the New World proposed
by Acemoglu et al (2001, 2002). They argue that
in those colonies with high indigenous population
densities where the disease environment was
inimical to mass European settlement, extractive
institutions, with few limits on the capacity of the
state to expropriate individuals, were set up. And
these institutions persist over time, not least
because of the interest of the extractive elite to
maintain their privileges. Conversely, in those
colonies which were sparsely populated where,
moreover, the disease environment was more
benign, mass European settlement occurred lead-
ing to demands for good quality government (c.f.
Sokoloff and Engerman 2000). Cross-country
empirical work based on settler mortality suggests
that government quality is a key factor explaining
international differences in economic develop-
ment, even trumping the direct effect of geogra-
phy and trade (Rodrik et al. 2004).

The robustness of these finding has not gone
unchallenged. On the one hand, the quality of the
mortality data has been the subject of some debate
among scholars (Albouy 2012; Acemoglu
et al. 2012). On the other, it has been argued that
the pattern of European settlement may have
influenced growth through other, more fundamen-
tal, channels, namely, human capital. Thus, Euro-
pean colonizers took with them their human
capital, and in those colonies which were more
extensively settled, these human capital endow-
ments enhanced both institutional and productive
capacities leading to stronger economic develop-
ment (Glaeser et al. 2004).

Notwithstanding these qualifications, and
based on theoretical and empirical work pointing
towards a key role of institutions for the wealth of
nations, scholars have tried to identify those fac-
tors that determine institutional quality, beyond
the level of economic development itself and ini-
tial conditions framed by climate and factor
endowments. In particular it has been variously
argued that government quality may be deter-
mined by a range of variables which include inter-
personal income inequalities (You and Khagram
2005; Glaeser et al. 2003; Sonin 2003), ethnic
heterogeneity (Alesina et al. 1999; Glaeser and
Saks 2006; Alesina and Zhuravskaya 2011), and
ethnic group inequalities (Baldwin and Huber
2010; Kyriacou 2013). In addition, international
differences in government quality may be due to
cross-country cultural differences (Fisman and
Miguel 2007; Licht et al. 2007) which may be
partly the result of different religious heritages
(La Porta et al. 1999; North et al. 2013). Govern-
ment quality may also be responsive to constitu-
tional design including electoral rules and
government systems (Persson et al. 2003;
Kunicová and Rose-Ackerman 2005) and the
degree of fiscal and political decentralization
(Fisman and Gatti 2002; Enikolopov and
Zhuravskaya 2007).

Quantitative work in law, economics, political
science, and business administration has
employed government quality indicators from
a range of sources. These include the World
Bank’s Worldwide Governance Indicators, Trans-
parency International’s Corruption Perception
Index, the World Economic Forum’s Executive
Opinion Survey, the International Country Risk
Guide (ICRG) published by the Political Risk
Services Group, and several indicators elaborated
by Freedom House and the Fraser Institute.
Because of their country coverage and compara-
bility over time, many experts have relied on
indicators from the ICRG – available since
1984 – as well as the Worldwide Governance
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Indicators, available since 1996. The ICRG data
are based on in-house expert assessments of dif-
ferent dimensions of government quality includ-
ing government stability, contract viability or
expropriation, corruption, law and order, demo-
cratic accountability, and bureaucratic quality.

Unlike the ICRG indicators which are derived
from a single source, the Worldwide Governance
Indicators are obtained from a host of perception-
based sources, including the ICRG and the other
sources listed above. The Worldwide Governance
Indicators measure government quality across six
dimensions: (1) voice and accountability, (2) polit-
ical stability and the absence of violence, (3) gov-
ernment effectiveness, (4) regulatory quality,
(5) the rule of law, and (6) control of corruption.
A key feature of the indicators is that all country
scores are accompanied by standard errors which
reflect the number of sources available for
a country and the extent to which these sources
agree with each other (Kaufmann et al. 2010). It
has been pointed out that the indicators measuring
the last four dimensions are very strongly corre-
lated and, as such, they may be measuring the
same thing (Langbein and Knack 2010). As
a result, it makes sense to combine these four
into an aggregate indicator in empirical work.
Moreover, it may be useful to view the first two
dimensions as contributing towards the latter four.

There is some debate about conflating institu-
tional quality with government quality. According
to Douglass North (1991, p. 97) “institutions are
the humanly devised constraints that structure
political, economic and social interaction.” From
this perspective, institutions are constitutions and
other laws, and the test of good institutions would
imply the examination of how such constraints
improve social welfare. Because empirical work
has tended to equate institutional quality with
government quality, scholars have measured the
former by way of the perception-based indicators
reviewed above. But government quality indica-
tors typically measure outcomes rather than
institutional constraints per se, and objective mea-
sures of institutional constraints are typically
uncorrelated with measures of government quality
(Glaeser et al. 2004). However, empirical efforts
relating de jure institutional constraints with
social outcomes are likely to be undermined by
the possibility that the measures or indicators used
may not capture the extent to which constraints
are actually binding (Voigt 2013).
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Greece: Ancient Greece
Michel S. Zouboulakis
Department of Economics, University of
Thessaly, Volos, Greece
Abstract
The Ancient Greek miracle is the synthesis of
institutionally constrained free citizens seeking
for their personal improvement within a dem-
ocratically evolving law structure which guar-
antees public interest and social justice.
Definition

What we call ancient Greece was actually a large
number of dispersed and independent city-states
with a common language, religion, and social
customs and yet with quite distinct political,
social, and economic institutions. Chronologi-
cally, what we call Ancient Greek world extends
from the eighth century BC to the second century
AD. Geographically, the Ancient Greek world
covered parts of Southern Italy and Sicily in the
west, as well as the entire coast on the other side of
the Aegean and the Black Sea, and many other
parts of the Mediterranean, including North
Africa, Southern France, and Spain. Our purpose
here is to focus on a restricted part of Ancient
Greek social and economic institutions, saying
the minimum about the political institutions and
nothing about the informal ones, meaning the
values and social norms which shaped this glori-
ous era of the western civilization.
Population and Citizenship

Cities were organized around a well-defined geo-
graphical center, and their population size varied
from 250,000 in fifth-century Athens to 3,000 in
the city-state of the island of Aegina. A common
characteristic among all Greek cities was that not
all the inhabitants were recognized as citizens
with full political rights and civil duties. In gen-
eral, citizens were free males above the age of
18, having completed their military duties. But
not all adult free citizens, even if they were born
in the city, had full citizenship. Noncitizens who
were born free or were freed in their lifetime were
often called and had military and tax obligations.
An important part of every Greek city consisted of
slaves, in an analogy (very different from city to
city) one citizen for every two or three slaves.
Social stratification differed from one city-state
to another, although there were many common
characteristics. In Athens, Solon introduced his
institutional reforms in 594 BC, based on the
division of citizens according to their income.
Citizens, and therefore their obligations toward
their city, were defined according to their
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production: the pentakosiomedimnoi producing
more than 500 medimnos (approximately
260,000 lit.); the ippeis, producing more than
300 medimnos or 156,000 lit.; the zeugitai, with
more than 200 medimnos or 104,000 lit.; and
finally the thetes, with less than 200 per year.
Among these four property classes, the poorest
had limited public rights; the thetes could vote in
the Assembly but were excluded from public
office. The richer classes provided the main mili-
tary effort, as cavaliers (ippeis) or as heavily
armed foot soldiers (hoplites). The situation in
Sparta was different. Descendents of Spartan cit-
izens got full citizenship at the age of 18, having
received a proper military education called agoge.
Other inhabitants were the perioikoi, who were
free to live in Spartan territory but were nonciti-
zens, and the helots, the state-owned serfs (Glotz
1928; Finley 1964; Cartledge 1993; Sakellariou
1999).
Political Institutions

Politically, the majority of Greek cities were ruled
by aristocracies, oligarchies, and tyrannies in the
eighth, seventh, and sixth centuries and oligar-
chies and democracies in the fifth and fourth. In
Corinth, Argos, Sparta, Thebes, and many other
cities, oligarchy was based on property. Aristotle
described four types of oligarchy from the most
autocratic cities of Thessaly in central Greece to
the more open cities of Thebes and Orchomenos
in Boeotia; participation in the privileged ruling
few (oligoi) was only a matter of middle-range
personal revenue among full citizens. Oligarchic
cities such as Croton, Region, Acragas, and Col-
ophon had very large Assemblies (ecclesiae)
consisting of 1,000 wealthy citizens who legis-
lated by open vote. Sparta had a smaller “execu-
tive” body of 30 elders (gerousia) advising the
hereditary two kings (Glotz 1928; Cartledge
1993).

Athenian direct democracy of the fifth century
was an exception that followed well-established
formal rules and had two collective bodies of
governance: the Boulé, a body of 500 citizens
selected by draw for a year term from the ten
counties of Attica, met every day, except on holy
festivals, to administrate the city. All the citizens
(i.e., all 42,000 in 431 BC) had the right to partic-
ipate in the general assembly (Ecclesiae) 10–40
times in a year at the Pnyx, a hill opposite to the
Acropolis, to decide freely on all the important
public matters of the city and to legislate. The
farther one lived, the less often he was present to
vote. So, distant communes of Attica tended to be
underrepresented, this being one of the main prob-
lems of Athenian democracy, together with the
lack of material motives to participate. Poor citi-
zens would be less willing to participate in the
Ecclesiae, not affording to lose one day’s wages.
After the reforms of Pericles in 460 BC, citizens
were paid a small remuneration, little less than a
day’s wage for their participation in the Assembly
(Glotz 1928; Mossé 1995). But, there were clear
advantages as well. Since the voting rule was
simple majority by show of hands, it was quite
difficult for organized groups to carry the day if
they could not convince the majority of the
citizens, many of whom changed their minds
after hearing the orators’ arguments. There
were no formal political parties in the modern
sense, but there certainly were political groups
representing interests, gathered around some char-
ismatic leaders, such as Cleisthenes, Themisto-
cles, Ephialtes, and Pericles for the democratic
“party” and Aristides, Kimon, and Nikias for the
aristocratic or rather conservative “party.” The
latter was mainly supported by the wealthier land-
owners and also by medium holders whose reve-
nues came from agriculture, while the farmers and
breeders, as well as the traders, artisans, and
sailors, supported the democratic side (Finley
1964).
Private and Public Finance and
Institutionalized Benevolence

In the great majority of archaic and classical
Greek, city-state inhabitants lived mainly of agri-
culture. Even the rich Athens, Corinth, and
Chalkis were mainly inward-looking city-states,
but they all had a significant export trade and a
commercial fleet as well. Archeological finds in
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Italy and AsiaMinor prove the flourishing trade of
other Greek naval city-states such as Miletus,
Ephesus, Colophon, Sybaris, Syracuse, Acragas,
and even Massalia (Marseilles). Since the seventh
century, golden, silver, and electron coins contrib-
uted to the rapid monetization of trade and eco-
nomic transactions in general. Economic
development rapidly changed the life of these
naval city-states, while mainland agricultural cit-
ies in Boeotia and the Peloponnese declined
slowly in power and wealth (Glotz 1928). Indi-
vidual banks (trapezes) appeared early enough to
assist commerce with credit and change facilities.
Although the institution of the commercial bank
appeared only in the Renaissance, ancient capital
owners actually acted as bankers lending money
with interest to farmers and naval traders (Bitros
and Karayiannis 2010). The fact that bankers dif-
ferentiated interest rates according to the purpose
of the loan, offering loans with a nominal rate of
12% to landowners and up to 30% to shipowners,
proves that they had a clear notion of risk.

Classical Athens had a highly developed sys-
tem of property rights and duties. Despite
property-based distinctions of social rank, inher-
ent to all hierarchical societies, tax burdens and
public and military obligations were specified
according to each one’s income situation. Hence,
the city-state of Athens was able to establish an
exact contract with its richest citizens in order to
ensure the production of both private and public
goods and to secure a permanent source of state
revenue. The city’s public revenues came from
rents of public land, custom duties, fines, and
war booty. In many Greek cities, rich citizens
contributed in a semi-voluntary basis to the public
expenditure according to the social institution of
liturgy. The most important liturgies were the
choregia, the organization and finance of theatri-
cal productions; the gymnasiarchia, the financial
support and supervision of athletic training; and
the estiasis, the organization of public religious
feasts (Davies 1981; Gabrielsen 1994; Mossé
1995). Hence, when Athens decided to build
100 ships by means of the silver discovered at
Lavrion, to defend the city from the second Per-
sian invasion, an institutional reform introduced a
new liturgy, called trierarchy. It consisted of
entrusting to the 100 richest citizens the charge
of building 100 more new ships so that the Athe-
nian fleet was comprised of 200 triremes, equiva-
lent to the two thirds of the fleet that defeated the
Persians in the naval battle of Salamis in 480 BC
(Kyriazis and Zouboulakis 2004).

After Salamis, the trierarchy system was fur-
ther developed and refined. Under its new form,
the city itself financed the construction of war-
ships but entrusted their maintenance to rich citi-
zens, elected each year. Eligibility was based on
the formal rule of property qualification (Glotz
1928; Davies 1981). If an Athenian citizen was
able to prove before the Court that there was a
richer citizen than himself, then he could avoid the
duty. If the supposedly richer man disagreed with
the terms, he had to choose to refuse the obligation
and exchange properties with the challenger or to
undertake the liturgy. This procedure was called
antidosis (Gabrielsen 1994; Carmichael 1997).
A refusal to discharge any liturgy entailed punish-
ment. While the city was safeguarded against
fraud by the liturgists by mortgaging their land
assets and houses, rich Athenians considered it a
duty and an honor to be chosen to finance and
manage the production of public goods and ser-
vices (Lyttkens 1997). To avoid that liturgies do
not fall on the same persons for consecutive years,
after 378 BC taxpayers were organized in
20 groups called symmoriae to share the burden
(Mossé 1995).

The Athenian tax system was comprised also
of market dues, a tax on sales concluded before
state officials, an annual charge of 12 drachmae on
metics and of 0.5 drachmae on slaves and freed-
men, a tax on those who pursued certain callings
requiring special supervision (such as oracle mon-
gers, jugglers, and prostitutes), as well as import
and export duties. Direct taxation levied on land
during the sixth century BC was abolished
because it was regarded as an infringement on
civil liberty except in times of crises, like the
Peloponnesian War, when the Athenians imposed
upon themselves a special property war tax
eisphora. Still, the liturgies functioned as a kind
of progressive direct wealth taxation. Redistribu-
tion followed indirectly, since the taking over of
public goods by the richest citizens liberated
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public means to be spent on other purposes, such
as a “poor-relief” system, granting assistance to
the incapacitated and maintaining the children of
those who fell at war, until they came of age.

As it was argued (Ackroyd 1992), lessons from
Classical Greece demonstrate that private interests
are not incompatible with social justice and public
interest insofar as these values are not imposed by
a central public power but are enforced by the Law
decided by the citizens themselves (ΝΟMΟS
ΒASΙLΕΥS).
Cross-References

▶Constitutional Evolution in Ancient Athens
▶Development and Property Rights
▶ Fiscal System
▶ Institution
▶ Public Enforcement
References

Ackroyd P (1992) Greek lessons for property right arrange-
ments: justice and nature protection. Am J Econ Sociol
51:19–26

Bitros G, Karayiannis AD (2010) Morality, institutions and
the wealth of nations. Some lessons from Ancient
Greece. Eur J Polit Econ 26:68–81

Carmichael C (1997) Public munificence for private ben-
efit: liturgies in Classical Athens. Econ Inq 35:
261–270

Cartledge P (1993) The Greeks. Oxford University Press,
Oxford

Davies JK (1981) Wealth and the power of wealth in
Classical Athens. Arno Press, New York

Finley M (1964) The Ancient Greeks. La Découverte,
Paris, (French translation), 1984

Gabrielsen V (1994) Financing the Athenian fleet: public
taxation and social relations. Johns Hopkins University
Press, Baltimore

Glotz G (1928) La cité grecque. Albin Michel, Paris, 1953
Kyriazis N, Zouboulakis M (2004) Democracy, Sea

power and institutional change: an economic analysis
of the Athenian Naval Law. Eur J Law Econ 17:
117–132

Lyttkens CH (1997) A rational actor perspective on the
origins of liturgies in Ancient Greece. J Inst Theor Econ
153:462–484

Mossé C (1995) Politique et société en Grèce ancienne. Le
“modèle” athénien. Aubier, Paris

Sakellariou MB (1999) The Athenian democracy. Univer-
sity of Crete Press, Heraklion
Greece: Modern Greece
1821–2018, A political
History of
Aristides Hatzis
Department of History and Philosophy of
Science, National and Kapodistrian University
of Athens, Athens, Greece
Definition

Modern Greece has a history of almost two
centuries. During these centuries, the country
managed to move from the backwaters of Europe
to a prosperous liberal democracy before eco-
nomic crisis hit the country hard in 2010. Greece
was founded after a War of Independence from
the Ottoman Empire that was based on liberal
and democratic principles. This left a political
legacy which led to universal male suffrage as
early as 1844 and one of the longest parliamentary
histories in Europe, despite the tumultuous polit-
ical life and brief periods of authoritarian regimes.
The nineteenth century was a period of a slow
modernization of the country (in infrastructure
and institutions) but is was also suffocated by
“Megali Idea,” the irredentist dream of the
enlargement of the Greek state to include all
lands, under Ottoman rule, inhabited by large
Greek-speaking populations. A great part of
Megali Idea was realized in early twentieth
century but the triumphs ended with a devastating
catastrophe in 1922. Greek political elites were
often incompetent and corrupt, but several
reformist statesmen managed gradually to achieve
convergence with other western European
countries. Most importantly, they were very effec-
tive in steering Greece on the right (i.e., winning)
side of history during every major European or
Global conflict (Balkan Wars, World Wars, Cold
War). Greece, after World War II and a ferocious
Civil War, enjoyed one of the strongest, almost
uninterrupted growth on a global level. This led
to the accession to the European Communities
in 1981 and later the Eurozone. Today, after
10 years of economic crisis and painful austerity,
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Greece must meet one of the most difficult
challenges: to achieve growth by adopting inclu-
sive institutions.
G

Greeks in the Ottoman Empire

Greece became an independent state in 1830.
Its independence was the result of a national
uprising against the Ottoman Empire in the early
nineteenth century. After the end of the classical
era, Greece was controlled by empires, mostly by
the Roman, the Eastern Roman or Byzantine
and the Ottoman empires. The Roman and the
Byzantine empires were strongly influenced by
the ancient Greek civilization and from the
seventh century on, Byzantine Empire was lin-
guistically Hellenized.

After the fall of Constantinople, in 1453,
the Ottoman Empire recognized the Christian
Orthodox Church and the Patriarch of
Constantinople as the spiritual but also the
political leader of the Greek Christian Orthodox
(Rum) community. The Christian Orthodox
Church, which was dominated by a Greek speak-
ing clergy, was granted several privileges, includ-
ing some autonomy and judicial jurisdiction in
certain private law disputes among Orthodox
Christians.

As a result of the power and the great influence
of the Ecumenical Patriarchate of Constantinople,
at the beginning of the nineteenth century,
the Greek Christian Orthodox Commonwealth
was so prominent as to capture even high-ranking
political stations in the Ottoman administration.
Since the late seventeenth century, Greek
Christian Orthodox laypeople, “Phanariotes,”
who inhabited Phanare, the area around the seat
of the Patriarch, had a significant political power.
Phanariotes dominated the influential posi-
tion of Grand Dragoman, the official inter-
preter for the Imperial Council, but also the
position of the Prince (Voivode) of the semi-
autonomous Danubian Principalities of Moldavia
and Wallachia, i.e., modern-day Romania.
Phanariotes, many rich merchants, several local
communities, and the Church created, from
seventeenth century on, a big number of local
but also influential small schools which became,
until the nineteenth century, the standard educa-
tional units in the Balkan Christian Orthodox
communities.

There was also a local Christian Orthodox
landed class in Southern Greece, mostly in
Peloponnese. The Kodjabashis in Turkish or
Proestoi in Greek were the leaders of their com-
munities. They were part of the Ottoman admin-
istration since they were usually responsible
for tax collection. These local notables were
supported by private armed groups, and they had
direct connections to the Ottoman administration
and the Patriarchate. They had to deal with
dangerous bands of brigands (klephts) who had
managed to control the mountainous areas of
Peloponnese and Central Greece (Roumeli) defy-
ing Ottoman power and Christian Orthodox nota-
bles. In some areas of Central Greece, their power
and influence were so significant as to be recruited
by the Ottomans as militiamen (Armatoloi), sup-
posedly to protect the area from their alter egos,
the klephts. Nonetheless, they kept reversing their
allegiances according to their interests by alternat-
ing between the two roles.

During the eighteenth century, Greek mer-
chants operating in the Balkans and the Asia
Minor but also in Central and Northern Europe,
including Russia, and Greek shipowners living
in small islands of the Aegean and operating in
the Mediterranean and the Atlantic, managed to
amass great wealth since they controlled a great
part of the trade in the Ottoman empire. In
the eighteenth and early nineteenth century,
they exploited the vacuums in French and English
maritime trade during the Second Hundred Years’
War (1714–1815), especially the Napoleonic
Wars (1803–1815). One of the consequences of
the end in European Wars in 1815 was idle capital
and labor in the Greek peninsula, mostly in the
islands.

The intellectual elite of the Orthodox
Christians who spoke Greek was influenced
by the eighteenth century enlightenment, earlier
from the other elites in the Ottoman Empire.
By the middle of the eighteenth century
and in the first half of nineteenth century,
major commercial, professional, and academic
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(predominantly student) communities of Greek-
speaking Orthodox Christians were formed
in Vienna, Italian cities, Odessa, and other
European metropolitan and commercial centers.
Some clergymen and sons of wealthy merchants
educated abroad were among the leading
proponents of the enlightenment ideas, major
works were translated into Greek, and schools
teaching Greek were proliferated in key com-
mercial centers. The backlash from the conserva-
tive ecclesiastical hierarchy after the French
Revolution failed to stop the dissemination of
ideas, even in mainland Greece. The half-baked
Greek enlightenment undermined the authority
of the Church, reconnected the Christian
Orthodox elites with Ancient Greece and Western
Europe, and created the fertile ground for a
revolution that was not only nationalist but also
democratic and liberal.
The Greek War of Independence
(1821–1832)

The Greek War of Independence was not the
first insurgency against the Ottoman Empire
in the Balkans. Not even the first by Greek speak-
ing people. The last major uprising by Greeks was
the Orlov revolt (1770–1771), incited by Russia’s
Catherine the Great to distract the Ottomans dur-
ing the Russo-Turkish War of 1768–1774 and it
was rather easily suppressed by the Ottomans.

The French Revolution and the Napoleonic
Wars were the events that triggered the Greek
Revolution. Rigas Feraios, an intellectual and
early revolutionary, tried to secure Napoleon’s
support for an insurgency in the Balkans but he
was betrayed and he was arrested by the Austrians
who delivered him to the Ottomans who tortured
and executed him. He became the first national
hero of modern Greece and he inspired similar
revolutionary activities, especially in the Greek
diaspora, between merchants, students, and some
Phanariotes.

The Greek War of Independence was orga-
nized by unlikely revolutionaries: a group
of small-time businessmen, with ties to freema-
sonry and Carbonarism, who founded Filiki
Etairia (Society of Friends) as a secret organiza-
tion, on September 1814 in Odessa. By 1821,
Filiki Etairia had hundreds of members in
the Greek peninsula, mostly in the Peloponnese,
the islands and the Constantinople. The plan
was to incite a revolution in the Balkans (from
Bucharest to Crete) but the two major points for
the break out was first the Danubian Principalities
and then the Peloponnese. The leader of the
revolution was Prince Alexandros Ypsilantis, a
major general of the Russian army and aide-de-
camp of Tsar Alexander I.

Still, leading Greek intellectuals, like the
liberal Adamantios Korais and statesmen, like
Count Ioannis Kapodistrias, foreign minister of
Russia from 1816 to 1822, were negative to the
idea. They, respectively, believed that Greeks
were not ready or that the international situation
was extremely hostile to revolutions after the
Congress of Vienna (1814–1815).

The Ypsilantis Campaign in Moldavia
and Wallachia started on February of 1821 and
failed after four excruciating months. Ypsilantis
was arrested and imprisoned by the Austrian
authorities. He failed to obtain the support
of other Balkan peoples, the uprising was
renounced by Russia and the revolutionaries
were excommunicated by the Patriarchate in
Constantinople.

Nonetheless, Greeks took advantage of the fact
that Ottomans were distracted by the uprising of
Ali Pasha of Ioannina, a powerful warlord who
challenged the Ottoman Empire. The suppression
of his uprising occupied formidable Ottoman
armies for almost a year before and a year after
the breakout of the Greek revolution. These
forces, thus, were unavailable to quash
the insurgents in the Greek peninsula, offering
to the revolutionaries the necessary breathing
space. Ali Pasha’s insurgency was instrumental
for the decision by Filiki Etairia leadership
to start the revolution during the Spring of 1821.

Even though the Greek revolution was
dangerous for the status quo that the Congress of
Vienna had established in 1815, it generated
conflicting sentiments in Europe. Klemens von
Metternich, the powerful Chancellor of the
Austrian Empire, was very hostile and suspicious
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of the Greek rebels. He thought that this
was not a purely local insurgency of aggrieved
Christians against the cruel and corrupted
Ottomans but the sperm of a broader revolution
in the Balkans, a threat to multiethnic empires,
a radical uprising. He was right. The Greek War
of Independence stroke a chord with liberal
thinkers and activists but also with romantic
poets and writers. These were the Greeks after
all, fighting to liberate their “sacred” land from
the “uncivilized” Muslim conquerors. The first
victories of the Greeks in Peloponnese, Central
Greece and the sea (several islands offered
a strong makeshift fleet from converted merchant
vessels), the Ottoman atrocities against Christian
populations (in retaliation for the revolution
but also for Greek atrocities) and the intelligent
way the revolutionaries presented themselves
to Europe had two impressive results: the
local insurgency became, almost instantaneously,
an international event and scores of influential
Europeans, poets (like Lord Byron), and intellec-
tuals (like Jeremy Bentham) decided to support
the cause financially or politically. This led to an
impressive Philhellenic movement in Europe
which was instrumental for the final liberation
of Greeks.

The protagonists of the Greek War of
Independence came under broad but not necessar-
ily mutually exclusive, categories. Two important
groups were:

(a) The former klephts and armatoloi who were
brave and shrewd enough to defeat the supe-
rior military forces that Ottomans sent to the
south. Theodoros Kolokotronis, an ex-klepth,
was the most important military leader who
also tried to capitalize politically from his
well-deserved fame and popularity. However,
his view of the world was parochial and
his behavior quite opportunistic. He failed
to become the “Greek George Washington”
because he lacked the American founder’s
humility and the political sense to understand
what the stakes were.

(b) The westernized intellectuals, most of
them vehicles of liberal and democratic
ideas, were the ones who managed to take
over the Revolution. They were former
Phanariotes or children of wealthy merchants
who studied in Europe and came back to
join the Revolution with a clear agenda: to
transform the new country into a European
constitutional democracy. Their leader was
Alexandros Mavrokordatos. They passed,
during the Revolution, three liberal and dem-
ocratic constitutions, approved by national
assemblies.

These two factions came to an eventual conflict
which was far more multifaceted than a clash
between liberals and traditionalists. After the ini-
tial military success of the Greeks, there was
a ruthless struggle for domination which led to a
civil war in two stages. The Ottomans found
the opportunity to regroup, asking also the help
of Muhammad Ali of Egypt who sent his son
Ibrahim to Greece with cavalry and infantry
of 20,000 well-trained, by European officers,
Egyptian troops. Ibrahim, with the help of other
Ottoman forces, managed to quench the revolu-
tion in the greatest part of central and southern
Greece but his cruel tactics, the massacre of
Missolonghi (April 1826) and geopolitical
considerations, led to the intervention of
three major European powers. The warships of
United Kingdom, France, and Russia destroyed
Ibrahim’s armada at Navarino bay in October
1827. It took another year for his forces to
evacuate Peloponnese, under the pressure of a
French expeditionary force. The independence of
Greece was declared in February 1830 and with
the London Protocol of August 1832, the
Kingdom of Greece was established.

Instrumental to this result was the competition
among the three Great Powers to influence
the direction and the alliances of the new small
state but mostly the smart policy of the British
foreign minister, George Canning. He was the
first to realize that Greece could be a natural
and strategic ally in Eastern Mediterranean and
the western-oriented Greek faction managed, in
1825, to persuade the revolutionaries to officially
ask for the protection of Great Britain. From
the mid-1820 (esp. after 1854) to 1947, Greece
remained in the orbit of the overbearing British
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Empire, being its staunchest ally but also benefit-
ting from the strong political and diplomatic
ties with the major power of the era.

Even though the intention of most Revolution-
aries, as well as of the Great Powers, was
for Greece to become a monarchy, Greeks elected,
in 1827, as a President of the new independent
state, Ioannis Kapodistrias. Kapodistrias arrived
in Greece in early 1828 and realized that the only
way to govern over the different factions was with
a strong hand. He abolished the Constitution and
he assumed dictatorial powers with the initial
consent of most representatives in the revolution-
ary assembly. This was the end of the first Greek
republic (1822–1828). However, Kapodistrias
was the only Greek who could do the job
(statecraft) adequately. His authoritarian reform-
ism, especially his attempt to establish a central-
ized rule over local notables and warlords, led to
his assassination in late September 1831. In less
than 4 years, he managed to transform Greece
from something resembling a state, with warlords
and local notables reigning over poor farmers to
a semblance of a European-oriented state. His
political agenda was modernization. He organized
the administration, he fought highwaymen and
pirates, he organized tax authorities and the judi-
ciary, and he tried to secure international loans.
His most important legacy was land reform and
the establishment of a rudimentary national edu-
cation system.
Growing Pains: The New Kingdom
(1833–1911)

Kapodistrias’ assassination is a traumatic event
in Greek history. His death led to 16 months of
civil unrest and anarchy. So, when the Great
Powers elected the Bavarian Prince Otto from
the House of Wittelsbach for the throne of the
newKingdom in 1832, almost everyone in Greece
received their decision with a relief. The 17-year-
old Otto arrived in Greece in early 1833 with
a Regency council who governed Greece for
almost 3 years, until Otto reached majority. Both
the Regency Council and Otto were autocrats.
Despite the popularity of the young King, his
absolutism and the fact that he was a Roman
Catholic, married to the Protestant and childless
Amalia, were among the causes of resentment
together with austerity measures he had to
adopt, including suspension of benefits to war
veterans, due to Greece’s insolvency. This led to
a bloodless insurgency on September 1843. The
uprising was supported by the military garrison
of Athens and several politicians. Otto had to
yield to their demands. He promised to grant a
constitution and to terminate the involvement of
Bavarians in the administration. The new Consti-
tution was proclaimed in March 1844, trans-
forming Greece into a constitutional monarchy
with a bicameral parliament. With the electoral
law of March 18, 1844, Greece was the first
country in the world to introduce universal
male suffrage – nine out of ten male adult
citizens obtained voting rights. However, Otto’s
destabilizing constitutional transgressions and
his direct involvement in politics led to more
bitterness and criticism. In October 1862, he
was forced to abdicate and leave Greece.

The Bavarian legacy is mixed. The three
decades were a period of establishing hierarchy
and bureaucracy in the public administration
and the army, of organizing education and
judiciary, of modernization and Europeanization.
One of the regents, the law professor Georg
Ludwig von Maurer, was instrumental in the pro-
cess of the adoption of modern European institu-
tions and legal codes by the new state but also
of the unpopular “nationalization” of the Greek
Orthodox Church, even though he stayed in office
for only 18 months. Otto had moved the capital
from Nafplion to Athens for obvious symbolic
reasons. During his reign, he adopted the irreden-
tist policy of the “Great Idea” (Megali Idea), i.e.,
the enlargement of the Greek state to include all
lands under Ottoman rule inhabited by large
Greek-speaking populations, including Constan-
tinople, southern Balkans, the Aegean Sea
islands, Crete, Cyprus, and the western part of
Asia Minor. From 1844 to 1922, irredentist
nationalism became the dominant policy for
Greece leading to impressive territorial expan-
sions but also to a major catastrophe. One of
Otto’s major failures was to take advantage of
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the Crimean War (1853–1856) in order to expand
against the Ottoman Empire.

Otto’s abdication was the result of an uprising
against his reign. His successor was a Danish
Prince from the House of Glücksburg who
became King George I and reigned for half a
century, from 1863 to 1913. He was a solid
anglophile and willing to accept a democratic
constitution. With the new constitution of 1864,
Greece became one of the first parliamentary
democracies in the world, especially when the
democratic principle was reinforced in 1875
when popular sovereignty was guaranteed by
the introduction of the constitutional principle
that the government should enjoy the confidence
of the Parliament.

The leading reformist political leader of the
late nineteenth century was the liberal Charilaos
Trikoupis. From 1875 to 1895, he dominated
Greek politics. He became prime minister seven
times and he governed more than a decade in total.
He began his career fighting the constitutional
transgressions of King George I. During his ten-
ures, the infrastructure which modernized Greece
was built, but it was funded by foreign loans,
leading the country to bankruptcy in 1893.
A few years later, in the summer of 1896, Athens
hosted the first international Olympic Games in
modern history but Greece had also to face an
“unfortunate” war with Turkey in 1897.

From 1864 to 1881, Greek territory was
enlarged peacefully. Britain ceded the Ionian
islands to Greece in 1864 as a gift and rewarded
Greece with Thessaly and part of Epirus, for not
siding with Russia, despite the nationalistic temp-
tation, in the Russo-Turkish War of 1877–1878.
However, these minor territorial gains couldn’t
satisfy Megali Idea, in an era where the Eastern
Question preoccupied the minds of governments
and people in the Balkans. The evolving Cretan
question (Cretans revolted almost uninterruptedly
against the Ottoman authorities during the
nineteenth century) pressured enormously the
Greek governments and kindled nationalistic feel-
ings. Nevertheless, British protection again
ensured that Greek territory remained intact,
even after the Greco-Turkish War of 1897 while
Crete became autonomous in 1898 under Prince
George of Greece. But Greece’s military defeat
led to a national humiliation and the imposition
of international control of Greek finances which
led to an impressive fiscal consolidation.

Belle Époque was not so superb for Greece. The
bitter military defeat and the bankruptcy led to the
disillusionment of Greeks and resentment against
the Palace. The Cretan issue was not considered
resolved since Cretans themselves were not satis-
fied with autonomy, they wanted to be united with
the “motherland.” At the same time, a new antag-
onism begun in Ottoman Macedonia, mostly
between Greeks and Bulgarians. From 1893 to
1908 (when the Young Turks Revolution took
place), the two countries used armed propaganda,
cultural and religious influence to attract and sub-
due the mixed-ethnically people living in Macedo-
nia. Additional chronic problems, during the
nineteenth century, were political corruption,
rigged elections, a powerful clientelist system,
and a dysfunctional bureaucracy.

The turmoil in Macedonia but mostly in
Crete and the initial success of the Young Turks
led to the first military coup in the twentieth
century Greece. The pronunciamento was blood-
less, organized by young and politically inexperi-
enced military officers without a clear political
agenda, in mid-August 1909. The government
capitulated to their demands, but a political
stalemate was the inevitable outcome of their
indecisiveness. Finally, they offered the political
leadership to Eleftherios Venizelos, a middle-aged
Cretan politician and former revolutionary.
Venizelos arrived in Greece and decided, reluc-
tantly at first, to play the political game
by levelling first the play field. He was a political
genius and the greatest statesman in modern
Greek history. He dominated Greek politics for
25 years with his impressive successes but also
failures and his polarizing figure. From 1910 to
1915, he managed to gain the trust of King
George I, he was appointed Prime Minister, he
won election after election, he founded the
first modern Greek political party (the Liberal
Party), he amended the constitution (in 1911),
he enforced many structural reforms in almost
every area: from the reorganization and training
of the army to education.
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The Decade of Triumph and Tragedy
(1912–1922)

The disappointment that followed the promise
of the Young Turks Revolution for equality
and democratic representation of the minorities
and the ripening of the Eastern Question were
two of the reasons behind the Balkan Wars
of 1912–1913. A military alliance of Bulgaria,
Serbia, Montenegro, and Greece attacked the
Ottoman Empire in October 1912. Bulgarians
and Serbians, with their strong armies, never
believed that the relatively weak Greek army
would be so successful and fast as to reach
the finishing line first by capturing Thessaloniki,
the bone of contention between the Balkan allies.
Bulgaria was so disillusioned by the unforeseen
Greek success as to attack Greece and Serbia after
the first stage of the BalkanWars. The Greek army
was able to defeat the strong Bulgarian army and
gain some additional territory. The greatest part
(51%) of the apple of discord, Macedonia, became
a part of the Greek state. This was the result
of Venizelos’ political and diplomatic genius.
But he shared the credit with Prince Constantine,
the son and heir of King George I who was also
the military commander in chief. Venizelos and
Constantine’s relationship at the end of the Balkan
wars was overcast by their disagreement as to the
strategic objectives of the Greek expansion. King
George managed to control his insolent son and to
satisfy his successful prime minister, minimizing
the cost of their divergence. He moved temporar-
ily to Thessaloniki to symbolize the accession
of the new territory to Greece. A few months
before his golden jubilee in 1913, he was assassi-
nated by a drunkard with anarchist sympathies.
The box of Pandora was now open, as his son,
became King Constantine I.

Greece had managed to double its territory
and population by acquiring southern Macedonia,
southern Epirus, most Aegean islands, and Crete.
The integration of these new territories with sizable
ethnic and religious minorities and the efficient
administration was not an easy task for the small
Kingdom. Nevertheless, for almost a century,
Greeks waited impatiently for the Megali Idea to
be realized and now, after all these years and many
disappointments, everything signified that they
were on a roll. They saw Venizelos as the one
who made it happen politically, but Constantine
was also extremely popular as a successful military
leader and a symbol: he was the first King born in
Greece and raised as a Greek-Orthodox, the one
destined to restore Greece to greatness.

The confrontation between the two seems inev-
itable with hindsight. They both were strong-
minded, but their views differed. Venizelos was a
liberal, a staunch anglophile and he represented the
interests of the most dynamic part of the new
bourgeoisie. Constantine was a believer in the
divine rights of monarchy, with populist impulses
and rather unrelenting in his prejudices. But worst
of all, Constantine was strongly pro-German.
When the first WorldWar I broke out, their conflict
evolved into a National Schism, a traumatic expe-
rience with devastating consequences. From 1915
to 1936, Greece was bitterly divided between anti-
Venizelists and Venizelists and eventually (after
1924) to royalists and republicans.

It was a conflict of foreign policy. But it was also
a constitutional crisis. Venizelos insisted
that Greece should enter the Great War on the
side of Entente but Constantine was adamantly
against, he favored neutrality but he also schemed
in the back rooms for the benefit of the Central
Powers. Venizelos resigned but even though
he triumphed at the national elections, Constantine
didn’t relent. He saw foreign policy as his royal
prerogative. Venizelos resigned for the second
time. Entente pressured ruthlessly the royal
governments that followed to submit to its
demands and, when German-escorted Bulgarian
troops seized part of the Greek Macedonia,
Venizelos decided to set up a provisional govern-
ment in Thessaloniki with the support of the French
army. Greece was torn. There was even an armed
confrontation in the streets of Athens between the
army of the royalist government and French forces
in November 1916, which led to an even deeper
wedge between royalists and Venizelists. A naval
blockade by the Allies made Constantine leave
Athens (he didn’t abdicate) together with his first-
born son and heir, George, in June 1917. Venizelos
returned to Athens and assumed power. Alexander,
the second-born son of Constantine, became a kind
of “interim” King. He was ideal for the job.
A malleable individual, he was easily handled by
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Venizelos. Greece entered the war on the side of the
Allies at the last stage of it helping them in their
offensive in May 1918 that led to the capitulation
of Bulgaria.

The fact that Bulgaria but also the Ottoman
Empire sided with the Central Powers who lost
the war gave Greece an enormous diplomatic
advantage. Venizelos reinforced this advantage
by sending Greek troops, in 1919, to fight
the Red Army together with the White Forces at
the multinational military expedition in Ukraine.
Venizelos proved himself the most credible ally
in the Balkans and he was splendidly rewarded
in the Treaty of Sèvres of 1920. Western and
Eastern Thrace were delivered to Greece. The
Greek army reached the outskirts of Constantino-
ple and landed in western Asia Minor, Smyrna
(today Izmir) and a large surrounding area with
the objective to annex it to Greece, with the
approval of the Allies, after a referendum.

Venizelos could not enjoy his well-deserved
triumph. King Alexander died unexpectedly
and himself was nearly killed in an assassination
attempt by two royalist officers. The elections
his government held in November of 1920 to
capitalize politically on his successes led to a
defeat. A disheartened Venizelos left Greece for
France. The exultant royalists organized a plebi-
scite to bring back Constantine, despite stern
warnings by the Allies.

An ailing and less confident Constantine and
his incompetent governments ruled Greece for
the next 2 years taking revenge against the
Venizelists and trying to cajole the British. Their
foolish blunder was a futile attempt to destroy the
Turkish forces led by Mustafa Kemal (later
Atatürk) by reaching and capturing Ankara. This
was a strategic mistake comparable to the French
and German invasion of Russia in the nineteenth
and twentieth century. After 2 years of pyrrhic
victories, the Greek army was defeated and
retreated, leaving Smyrna to the advancing
Turkish army. Smyrna was destroyed, and its
Greek inhabitants were killed, captured, fled, or
deported. The, more than 2,500 years, Greek pres-
ence in Asia Minor ended with the greatest catas-
trophe in Modern Greek history. It was also the
end of Megali Idea. Greece had to abandon east-
ern Thrace, Smyrna, and two small Aegean
islands. Greeks left their ancestral homelands in
Pontus and Cappadocia.
Bitter Divide: The Interwar Period
(1922–1940)

After the catastrophe, a military coup, organized
by mostly Venizelist officers, made Constantine
abdicate in favor of his firstborn son who became
King George II, but only temporarily. The process
of transforming Greece into a republic had started.
The radical Venizelist officers organized a mock
martial court trial of the leadership of the royalists.
Six of them were sentenced to death and they
were speedily executed. Their execution led to
political scars that for several decades plagued
Greece. The royalists abstained in the 1923
national elections and the result was the political
dominance of republican liberals for the next
decade. On March 25, 1924, the second Greek
Republic was proclaimed and a new constitution
was adopted in 1927, but most royalists
didn’t accept the new regime and the National
Schism deepened. To make matters worse, one
radical republican, General Theodoros Pangalos,
assumed dictatorial powers for a year. One of
the challenges was to accommodate 1.3 million
refugees from Asia Minor who integrated them-
selves completely only after decades.

Venizelos returned to power after a landslide
electoral victory in 1928. His tenure from 1928
to 1932 was one of the most fruitful in almost
all areas. From structural and institutional reforms
to international relations. Even though the
refugees were a great part of his electorate, he
dared to visit Ankara and sign a friendship agree-
ment with Atatürk, ending a century of conflict.
However, the Great Depression led Greece to
economic destabilization and to the loss of major-
ity support to Venizelists. The anti-Venizelists
(“People’s Party”) came back to power with
a vengeance in the 1933 elections, ending the
dominance of the Liberal Party and eventually
capturing the bureaucracy and the military.
Venizelos (dismayed after a second attempt
against his life) and the republican officers tried
to prevent the restoration of the King with an ill-
executed coup in 1935 which led Venizelos to an



1022 Greece: Modern Greece 1821–2018, A political History of
exile in Paris where he died the following year.
George II returned with a rigged plebiscite. This
was the end of the second Greek Republic
(1924–1935). The Liberals accepted the regime
change, but it was not enough. The rise of the
Greek Communist Party and a wave of labor
strikes was used as pretext by George II to accept
a dictatorship under Ioannis Metaxas, an experi-
enced and competent but ruthless retired officer
and royalist politician. The Greek people tired by
almost three decades of wars and political turmoil
didn’t resist to the new regime which was devel-
oped into a conservative authoritarian govern-
ment fashioned after Fascist Italy.
The Decade of Wars (1940–1949)

Despite the rise of Nazi Germany, George II and
Metaxas had learned their lesson from World War
I. They had decided to keep Greece neutral, if
possible, but if there was no choice, to remain
faithful to Britain. When Mussolini, in October
1940, invaded Greece, the King and Metaxas
decided to fight back, the Greek people totally
agreeing with their decision and fighting bravely.
The Greek army not only fended Italian forces off
but also it managed to humiliate Mussolini by
advancing in the under Italian control Albania
capturing one city after another. This was the
first military success against the Axis, so Hitler
had to intervene while he prepared Operation
Barbarossa against the Soviet Union. Germans
invaded Greece in April 1941. The exhausted
Greek army and a small British expeditionary
force was not able to protect the country. Never-
theless, it took Germans almost 2 months to
occupy the whole of Greece due to the fierce
resistance by Greek and British forces in Crete.

King George (Metaxas died unexpectedly in
early 1941) fled to Egypt where he appointed a
new prime minister, the former Venizelist, Ioannis
Tsouderos. In Athens, a puppet regime was
established by collaborationists. Greece was sep-
arated in three different zones, occupied respec-
tively by German, Italian and Bulgarian forces.
Several resistance groups were established from
the very beginning in mountainous areas with the
help of the British. The most well organized was
EAM, that was controlled by the Communist
Party with the same agenda as similar partisan
organizations in occupied Eastern Europe, i.e., to
distract German forces in their invasion of Soviet
Union and to seize power after the end of the war.

EAM and its military branch, ELAS, managed
to annihilate almost every rival resistance group
and dominate the field. When the defeat of
Germany was more than obvious, the puppet
regime tried to organize paramilitary groups to
prevent the capture of power by the communists
after the German retreat. EAM formed a provi-
sional government in order to impose its partici-
pation to the government in exile. A compromise
was achieved with the backing of the British
and a coalition government was formed under
a seasoned liberal politician and a former associ-
ate of Venizelos, George Papandreou. Papandreou
returned to Athens after the departure of German
forces in October 1944 but EAM/ELAS con-
trolled the rest of the country. The communists
could have grabbed power rather easily. However,
Winston Churchill had already secured Greece
for the West in his negotiation with Stalin and
the latter didn’t encourage Greek communists
who were baffled. The behavior of EAMministers
in the coalition government was not cooperative
and the noncommunist members didn’t trust them.
EAM didn’t want to disarm its army and relin-
quish the control of the periphery.

After the bitter resignation of its ministers,
EAM organized a strong demonstration in early
December 1944. The demonstration had a
wretched ending after police killed several dem-
onstrators. This led to a bloody confrontation in
the streets of Athens: The numerically superior
EAM/ELAS tried to seize control of the capital
against the British forces stationed in Athens
which were supported by a coalition faithful to
the government: veterans from the Greco-Italian
war and the North Africa Campaign, right-wing
guerilla groups, policemen, even some former
collaborationists. The communist forces were far
superior, but they couldn’t defeat this unlikely
pro-government coalition. Winston Churchill
ordered troops from the Italian front to join
the small contingent in Athens and quell the
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rebellion. Under considerable domestic pressure,
the British prime minister deemed the situation
critical enough for him to spend Christmas day
in Athens, in an inconclusive mediation effort.
Overpowered, the communists capitulated and
accepted the disarmament of ELAS.

However, atrocities from both sides
(Red/White terror), the decision of the Commu-
nist Party to abstain from the first postwar national
elections in March 1946 (leading to a triumph
for the royalist Right) and the return of King
George II after a referendum polarized even
more the Greeks and led to the final stage of
the Civil War (1946–1949). This time the Com-
munist Party had decided to fight to the end.
The prospects were good: the communists con-
trolled many parts of Greece, the kindred govern-
ments of Albania, Yugoslavia, and Bulgaria
already provided material support and safe
haven for the communist army, Soviet aid was
anticipated while the exhausted British Empire
relinquished its traditional role in Greece. But,
it was replaced immediately by the United States
who decided to assert its role as the postwar
superpower, providing abundant economic and
military support to the Greek government, under
a veteran leader of the minority Liberals,
Themistoklis Sofoulis. The failure of the commu-
nists to capture and hold any significant town
was exacerbated by the Tito-Stalin split which
eventually led to Yugoslavia closing its borders.
After two inconclusive years of fighting, in
summer 1949, the government forces launched
their final assault against the communist strong-
hold on the mountains of northwestern Greece.
By the end of August, the remnants of the defeated
communist forces fled to Albania.
From Illiberal Democracy to Dictatorship
(1949–1974)

Greece remained part of the western democratic
world (joining NATO in 1952), but the price was
an illiberal (tutelary) democracy which treated
the defeated communists (and fellow travelers
in general) harshly, deepening the rift instead
of investing in reconciliation. The United States
exerted an enormous influence on Greek politics
while the King (Paul, the third son of Constantine
I succeeded George II in 1947 and Paul’s son
Constantine II succeeded his father in 1964)
antagonized elected governments, especially
during the mid-1960s. Nevertheless, Greece
remained a democracy. The Communist Party
was banned but it was represented by a leftist
party, a political front, which, 9 years after the
end of the Civil War, managed to become, for
a brief period, the second strongest party in
parliament. The leading politician of the period
was Konstantinos Karamanlis, a conservative
reformist who in 8 years (1955–1963) trans-
formed Greece. He successfully pursued Greece’s
association with the European Communities
and he was responsible for the most spectacular
economic growth due to rapid industrialization and
investment in infrastructure and tourism. Karaman-
lis also managed to reach a compromise solution
for the Cyprus problemwhich since the early 1950s
had plagued Greece’s foreign relations and domes-
tic politics. Greek Cypriots were the majority
(78%) in the, under British administration, island.
Nonetheless, there was a sizable Turkish Cypriot
minority (18%) who felt threatened by the prospect
of Enosis (the union of the island with Greece).
Rather than insisting on Enosis, Greece agreed
with Turkey and Great Britain for Cyprus to
become an independent Republic in 1960. After a
quarrel with King Paul, Karamanlis resigned and
then lost the elections of 1963 to a centrist party led
by George Papandreou. Papandreou himself had to
resign in the summer of 1965when the young King
Constantine denied him his constitutional preroga-
tive to discharge the defense minister of his
government.

A period of political turmoil led to a military
coup, organized by colonels against the political
system in general in April 1967. Constantine II
fled the country 8 months later, after a failed
counter-coup, and all political activity ceased for
7 years. The self-confident leader of the military
junta, George Papadopoulos, proclaimed Greece
a “republic” in 1973, appointed a docile civilian
government, and announced (controlled) elec-
tions for the following year. His plans went awry
after student riots in November 1973 gave to the
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regime hardliners an excuse to sack Papadopoulos
and forestall the supposed liberalization process.
Their foolish mistake was the attempt to assassi-
nate the President of the Republic of Cyprus,
Makarios, in order to annex Cyprus to Greece in
mid-July of 1974. Turkey invaded Cyprus (the
north of the island is still occupied by Turkish
forces) and the chain of events led to the fall
of the humiliated military junta. Konstantinos
Karamanlis returned on July 24, 1974, to Greece
after a self-imposed exile of 11 years.
The Third Greek Republic: From
Metapolitefsi to the Economic Crisis
(1974–)

Karamanlis, as the prime minister in a coalition
government, managed to restore democracy
(metapolitefsi) in a paradigmatic way, he legalized
the Communist Party, and he passed several
necessary structural reforms. Greece became a
Republic with the constitution of 1975 (currently
in force) after the 1974 referendum which ended
Greek monarchy. It was the beginning of the
current period of the Third Greek Republic
which is the less tumultuous in modern Greek
history. Karamanlis governed from 1974 to 1980
when he was elected President of the Republic. In
January 1981, Greece became a full member of
the European Communities.

The 1980s were dominated by the socialist
party PASOK under its charismatic leader
Andreas Papandreou (son of George) whose
welfare populism triumphed. He governed Greece
from 1981 to 1996 with a short interval
(1989–1993) when the conservative party of
Karamanlis (New Democracy) returned to power
with a liberal reformist leader, Constantine
Mitsotakis. PASOK’s dominance continued after
the death of Papandreou with the reformist social
democrat, Kostas Simitis, as prime minister.
Simitis’ 8-years tenure was marked by high
growth rates and Greece’s accession to the
Eurozone but with no major structural reforms.
He was succeeded by Kostas Karamanlis (the
nephew of the former Prime Minister and
President) whose free-spending policies precipi-
tated the Greek debt crisis of 2009–2010.
Karamanlis lost the 2009 elections to PASOK’s
George Papandreou (son of Andreas) who had
to deal with the sovereign debt crisis. In May
2010, Greece entered a bailout agreement with
the Eurozone countries and the IMF. Two more
bailouts followed since, reaching loans to Greece
to a total of over €250 billion. The adopted aus-
terity measures agreed between Greece and
its creditors (three economic adjustment pro-
grams) led to a remarkable fiscal consolidation
but they stagnated the economy. This was so,
because mostly fiscal measures were adopted
and only some half-baked institutional reforms
were enforced. The first bailout agreements
were enforced by PASOK and then two coalition
governments formed by New Democracy and
PASOK. At the end of 2014, Greece was in
a process of fragile recuperation which was
upset by the victory of the radical leftist and
populist SYRIZA. SYRIZA tried to renegotiate
the bailout agreement by following a self-
defeating brinkmanship strategy which led to its
bitter capitulation in July 2015. The third bailout
agreement included austerity measures, harsher
than the preceding ones. Since then SYRIZA
and its leader Alexis Tsipras managed to secure
their power by cooperating with the creditors
in a government coalition with a minor ultra-
right-wing party. Despite its obvious failure to
deliver on its electoral promises to get rid of
austerity, this coalition outlived all preceding bail-
out governments.
Greece in the Twenty-First Century

Modern Greece has a history of almost two
centuries. During these centuries, the country
managed to move from the backwaters of Europe
to a prosperous liberal democracy. From 1929
to 1980, Greece had an average annual rate of
growth of income per capita of 5.2% (during the
same period, Japan had an average of 4.9% and
Germany 3.0%). However, this development was
based on extractive institutions. The membership
in the European Union and the Eurozone helped
Greece put its extractive institutions under the
rug of EU convergence funds, cheap international
borrowing and fudged statistics. The crisis of
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2008 was the triggering effect of the perfect storm
that hit Greece in early 2010. Greece must replace
its extractive institutions with inclusive institu-
tions suitable for economic growth. This should
be the new “Megali Idea” for the Greek people.
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