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Preface

This book presents a selection of the latest developments in nanotechnology and
nanomaterials. It features articles written by lecturers and young scientists from
Europe, in particular from Ukraine, and the US who participated in the Interna-
tional Summer School ‘‘Nanotechnology: From Fundamental Research to
Innovations,’’ held in Bukovel, Ukraine from August 26 to September 2, 2012
within the framework of the FP7 project Nanotwinning. This International Sum-
mer School provided early-career scientists the opportunity to participate in a
series of lectures on the emerging fields of nanoscience and nanotechnology. The
International Summer School was hosted by the Institute of Physics of NAS of
Ukraine in conjunction with its Nanotwinning project partners: University of Tartu
(Estonia), European Profiles A.E. (Greece), University of Turin (Italy), and Pierre
and Marie Curie University (France).

The beginning of the twenty first century witnessed tremendous breakthroughs
in nanoscience and nanotechnology. Today, nanotechnology is used in computer
technology and electronics; the aerospace, chemical, and construction industries;
medicine and pharmacology; and in the manufacture of new unprecedented
materials. The present volume surveys some of the latest advances in the field and
points the way to exciting future investigations and applications. The book
chapters cover such currently important topics as microscopy of nanostructures;
nanocomposites; nanostructured interfaces and surfaces; nanooptics; nanoplas-
monics; and enhanced vibrational spectroscopy. The book demonstrates that
researching nanocarbons, nanosilicon, biomolecular nanostructures, and their
applications is a very interesting and exciting area of modern science, which will
certainly attract the attention of scientists and engineers for many years to come.

The book is divided into three parts: Part 1: Imaging Techniques:Microscopy,
Spectroscopy, and Lasers; Part 2: Interface Studies and Techniques; and Part 3:
Nanocomposites and Applications of Nanotechnologies.

An overview of the chapters is provided below. The reader is recommended to
read the following descriptions first, as they provide insights into the book’s
contents and the results presented.
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Part I: Imaging Techniques: Microscopy, Spectroscopy
and Lasers

Chapter 1 (Rao), Nano-Bio Architectures: Combining Chemistry and Biology in
Nanotechnology provides a summary of nanobiocomposites and an overview of
the technical challenges in the development, purification, and characterization of
biopolymers, and in their integration with other inert organic and inorganic
chemical components in the fabrication of bionanocomposites. The chapter dis-
cusses the importance of the interactions between the functional components of
active bionano structures with the inert layers in the development of biologically
effective functional bionanocomposite architectures. A brief summary of current
US and European regulations on the release of nanoparticles in the environment
and current risk assessment approaches to measure potential adverse effects on
public health and the ecosystem is also provided. Chapter 2 (Dovbeshko) presents
a comparative analysis of the IR signal enhancement of biomolecules adsorbed on
graphene and graphene oxide nanosheets. Chapter 3 (Kamnev) provides an
overview of some representative examples related to the applications of modern
Fourier transform infrared spectroscopy in nanobiotechnology-oriented fields,
including spectroscopic aspects of the biofunctionalisation processes of gold
nanoparticles and possibilities for the detection and study of various biospecific
interactions (‘‘recognising molecule–target molecule’’) involving colloidal gold
bioconjugates. Chapter 4 (Lacaze) analyzes the formation of nanoparticle chains
within liquid crystal defect arrays. Chapter 5 (Kovalska) presents a novel method
for the deagglomeration of carbon nanotubes (CNTs) in aqueous solutions,
opening a new path in CNT/polymer composites preparation. The results help,
firstly, to explain the behaviour of carbon nanotube agglomerates during the
homogenizing procedure, and, secondly, to underline the factors which help to
homogenize CNTs in aqueous solutions. Using a CNT/water-soluble polymer/
ionic surfactant mixture coupled with homogenizer machine exhibited the best
results in terms of the solution stability, particles size and their distribution.

Chapter 6 (Chepyga) reports on graphene-like autointercalated Niobium Disel-
enide nanoparticles, a new route for 2D nanomaterials design. In Chap. 7
(Leonenko), the development of a simple sol-gel based method for producing high
quality mesostructured hybrid films within different concentration Rhodamine 6 G
is reported. Chapter 8 (Lyashchova) investigates the nonlinear optical properties of
cadmium alkanoate composites with CdSe nanoparticles. Nonlinear refraction and
absorption in pure matrix were not observed at the excitation conditions used in the
study, whereas the nonlinear response of the samples is caused exclusively by the
presence of CdSe nanoparticles. Fast self-defocusing, together with nonlinear
absorption makes these nanocomposites attractive media for optical limiters. The
nonlinear response of nanocomposites can be extremely fast and will be investigated
in the near future. A general method for obtaining dispersion equations for surface
plasmons in the n-layer graphene system was developed in Chap. 9 (Saroka).
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This method, along with long wave and tight-binding approximations, was applied
to derive dispersion equations for single layer and bilayer graphene.

Part II: Interface Studies and Techniques

Chapter 10 (Dolgov) describes a new goniometric setup and demonstrates that it
operates successfully not only with reflected but also with plasmon-coupled
fluorescent light. The setup enables transformation of the isotropic rare earth
fluorescence into a strongly polarized and directional one suitable for use in sensing
applications and induction of low loss coherent surface plasmon-polaritons.
The mesoscopic approach to the processes of nanoparticle formation proposed in
Chap. 11 (Konstantinova) enables deeper understanding and a theoretical
description of a significant amount of experimental data as well as opening the way
for purposeful governing by oxide powder system in the stages of obtaining,
compaction, and sintering. Chapter 12 (Martra) reviews techniques to highlight
atomic/molecular details of the surface of nanomaterials by IR spectroscopy of their
interaction with molecules in controlled conditions. Details of experimental setups
and procedures are provided, with particular attention devoted to the use of different
probe molecules (CO, CH3CN, H2O). Such molecules, when adsorbed in controlled
conditions, become useful ‘‘molecular tools’’, because of the sensitivity of their
vibrational features to the physical–chemical properties of surface sites. The results
of the investigations discussed in Chap. 13 (Liapina) show the possibility of pre-
paring stable suspensions of metal particles on the nanoscale by dissolution of salt
shells of nanopowders, using both water-soluble organic complexes based on amine
derivatives, and a glycerin-water system solution. An advantage of this method is
the achievement of a high degree of uniformity of metal nanoparticles by dimen-
sions. The possibility of adding biogenic or bioactive components to the suspension
means that such a material can be made to be biocompatible or bioactive.
Chapter 14 (Klar) focuses on metal nanostructures and active materials. The chapter
discusses the fundamental physical concepts governing the effects of active
materials in close proximity as well as applications for biosensing and for lasers on
the nanometre scale.

Part III: Nanocomposites and Applications of Nanotechnologies

Chapter 15 (Kadashchuk) presents an overview of current achievements in the
theoretical description of the charge transport in disordered organic semiconductors,
with emphasis on charge transport behaviours at large carrier concentrations as
realized in organic field-effect transistors (OFETs). Particular attention is given to
the Effective Medium Approximation (EMA) analytical method, which was applied
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to describe the carrier concentration-, electric field-, and temperature-dependent
charge transport in organic materials used as active layers in OFET devices.

The microstructural evolution and grain-growth kinetics of nanocrystalline
titanium nitride powders under isothermal annealing using microwave and
conventional sintering are investigated in Chap. 16 (Ragulya). The results show
that microwave sintering of nanocrystalline TiN results in fine microstructure
*220 nm, as compared to the conventional sintering 335 nm. Imaging of
unmarked DNA infiltrated into a silica photonic crystal at room temperature is
achieved by authors of Chap. 17 (Boiko). The improved imaging of the DNA
could be related to its fluorescence enhancement mediated by the photonic crystal
in the range 470–520 nm. Localization of light in the photonic crystal can decrease
fluorescence lifetimes in the case of undoped opal in comparison with bulk
amorphous silica and assist improved imaging of DNA. The authors of Chap. 18
(Tomylko) showed that adding a small amount (0.1 wt. %) of organomodified
laponite (LapO) nanoplatelets results in drastic changes of dielectric and electro-
optical characteristics of carbon nanotube suspensions in nematic liquid crystal E7.
Chapter 19 (Karachevtsev) reviews and compares poly(rI) and poly(rA) adsorption
on carbon nanotubes. Chapter 20 (Apartsin) investigates non-covalent immobili-
zation of oligonucleotides on single-walled carbon nanotubes. Chapter 21 (Smola)
presents the synthesis and spectral-luminescent properties of sol-gel organic-
inorganic hybrid materials containing lanthanide complexes with polydentate
acyclic and cyclic ligands. Chapter 22 (Zobnina) presents a combined approach for
the investigation of the structure of amino acid and organic polyether nanocom-
posites involving experimental electrospray mass spectrometry and computer
modelling by molecular dynamics simulation. It is shown that oligomers of
polyethers form stable complexes with amino acids valine, proline, hisidine,
glutamic and aspartic acids. The results of molecular dynamics simulation show
that stabilization of amino acid-polyether complexes is achieved due to winding of
the polymeric chain around charged groups of amino acids. In Chap. 23
(Kopanchuk), the authors propose an approach to systematically monitor three
separate stages of cellular signaling: ligand binding to the receptor, G protein
activation, and second messenger production. Chapter 24 (Kopylovsky) describes
the interplay of quadratic and cubic nonlinear optical responses in KDP single
crystals with incorporated TiO2 nanoparticles.
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Chapter 1
Nano-Bio Architectures: Combining
Chemistry and Biology in Nanotechnology

Venkat Rao

1.1 Introduction

Nanobiocomposites represent a revolutionary breakthrough in materials design
and development by uniquely combining biologically inspired structures and
design elements with nanotechnology manufacturing processes. Essentially,
nanobiocomposites are reinforced nanofabrics with a second phase, involving an
organic or inorganic material to produce a polymer composite with unique
physicochemical and mechanical properties. For example, production of modern
plastics using biocomposites represents an entirely alternative route to conven-
tional polymer composite manufacturing, where the inclusion of as little as 2 %
volume of inorganic materials in nanomaterial-based products results in doubling
of tensile modulus and strength without concomitant loss in impact resistance.
Besides superior physical and mechanical properties, nanocomposites are less
heavy and leave a relatively small environmental footprint. A recent study indi-
cated that US vehicle manufacturers deploying polymer nanocomposite tires in
automobile manufacture would result in reduced fuel consumption by more than
8 billion gallons of fuel and $24 billion savings in fuel costs annually, and at the
same time reduce carbon dioxide emission by more than 22 million tons on an
annual basis Chu [1]. Despite these obvious benefits, design and development of
nanobiocomposites remain in the realm of arts rather than science and technology,
meaning that the process fundamentals are yet in the developmental stages and
incorporation of advanced biology-based nanocomposite design has remained
largely empirical. Similarly, using current technologies it is a challenge to predict
the ultimate material limit or maximum performance for various categories of
nanocomposites comprising inorganic and bioorganic impregnated nanofabrics.
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Description of challenges related to design and development of Nanobiocom-
posites should not be confused with the nanoscale manufacturing technologies
which are more recently employed on a large scale in the semiconductor industry.
The chemical industry, however, without naming the process as nanotechnology,
has been working with nanoscale particles at the molecular level as in the chemical
design and synthesis of organic chemicals and nanoparticles substances such as
dyes and pigments.

A basic challenge in the design and synthesis of nanobiocomposites is the
ability of the process to control the nanoassembly of inorganic or bioorganic
materials with nanofabrics. It is well known to technologists that nanobiocom-
posite design and assembly is a complicated process that requires a lot of skill and
technical expertise on the part of scientists, as well as process methodology and
control elements that are scaled down to manipulate at nanoscale levels and a
flexibility to scale-up the fabric morphology and assembly processes at meso and
macro levels. Established process methodologies currently employed in nanoma-
terial production such as sonochemical processes, cavitation, microemulsion, and
high-energy ball milling are being explored for design and assembly with layered
complexity in structure without concomitant loss of functional properties.

Researchers working on the nanobioarchitecture and development of biomi-
metic components follow either a top-down or bottom-up method. Whereas the
top-down process in essence involves a process such as sonochemical processing,
or cavitation processing to reduce block of material to a desired size and shape,
bottom-up methods are technically more elegant bioarchitecture involving a self-
assembly design feature based on carefully designed chemical processes of
combining bioorganic and inorganic moieties to form higher level structures. The
physicochemical properties of chemical moieties such as ionic charge, polariz-
ability, magnetic dipole, and reactive chemical groups are the key to self-assembly
in a control and directed fabrication process. However, this process is better
described as controlled chemical synthesis rather than self-assembly. A key lim-
itation to chemical synthesis-based self-assembly is that the process works well
when the bioarchitecture involves less than 1000 atoms and processes involving
electrochemical interactions such as electrovalent and covalent bonds resulting in
stable structures. Consequently, the self-assembly concept is gaining considerable
attention from scientific researchers on nanobioarchitecture of large molecules or
molecular aggregates where physical forces play a predominant role in the for-
mation and stabilization of higher level fabric structures.

It is noteworthy that creating a uniform dispersion of nanoparticles in the
polymer matrix continues to be a major challenge in the design and fabrication of
nanocomposites in general and Nanobiocomposites in particular. Formation of
aggregates during the dispersion process, a key reason for lack of homogeneity, is
mitigated by employing techniques such as mechanical agitation, ultrasonic
vibration, shear mixing, non-contact mixing, and use of dispersing agent during
fabrication stage. This would be a crucial phase when the fabrication process
involves dispersion of pharmacologically active organic compounds or complex
macromolecular materials during formulation of an advanced pharmaceutical
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product. The product development scientists in this arena expend considerable
efforts to standardize the dispersion and curing steps as part of process standard-
ization during the fabrication, synthesis, and functional characterization stages in
the production process.

Most often, advanced nanocomposite architectures involve a combination of
conventional chemical synthesis and computationally driven self-assembly pro-
cesses in a bottom-up design and fabrication plan. It is relevant to note that a
supervised self-assembly process in nanofabrication attempts to mimic natural
processes in biology and biochemistry. For instance, the semiconductor industry
reported a biologically inspired self-assembly process to design and build the next
generation Airgap microprocessor chips IBM [2]. The natural pattern in the cre-
ation of snowflakes, enamel on the teeth, and patterns on seashells was harnessed
to create nanostructures inside the microprocessor chips. Self-assembly processes
are the reason that nanotechnology has such a profound impact on chemical
products development, especially nanocomposite-based structures in industrial
products. From a scientific research standpoint self-assembly processes—once
standardized for design and fabrication of complex structures with desired prop-
erties—pave the way for molecular assembly, propelling nanotechnology to even
more sophisticated levels in the creation of productive nanosystems such as from
‘‘molecules-to-super products’’ type of product design, development, and manu-
facturing models.

Molecular self-assembly is a biologically inspired concept aimed at transi-
tioning the nanocomposite design and fabrication process to a new framework.
Notably, current deliberations on this topic remain mostly at the conceptual, proof-
of-concept level and prototypes of elementary system in synthetic biology
attempting to simulate biological molecular assembly process. The notion of self-
assembly in this context refers to an engineered ecosystem of self-replicating
nanomachines, where machines self-assemble themselves and replicate repeatable
functional characteristics within the engineered ecosystem. Several recent
publications in synthetic biology point to engineered ecosystems, attempting to
replicate the biological process through a self-directed molecular assembly process
[3–5].

Although DNA-based nanotechnology systems are persuasive examples for
molecular self-assembly methods to design and construct functionally relevant
nanostructures, much of the current evidence remain at a proof-of-concept level.
There are no manufacturing level demonstrations of nanotechnology systems
based on molecular self-assembly involving a combination of chemical synthesis
and self-assembly. The design concept in ongoing investigations involve DNA
molecules serving as precisely controllable and programmable building blocks for
layered nanostructures with demonstrable properties such as sensors, biological
actuators, biosimulants, and pharmacological agents.
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1.2 Component Elements of Nanobioarchitecture

In order to better understand the design and fabrication challenges and potential
application areas of nanobiocomposites, it is essential to first define the term
bioarchitecture. Published studies have defined the term bioarchitecture variously
as the art and science governing the design and fabrication of building spaces
aimed to create, support, and enhance life and living systems. At the conceptual
level, this definition captures the integrated nature of all aspects related to design
and fabrication processes from the macro to micro levels. However, nanobio-
composite components defining a bioarchitecture would have to emulate the built-
in biological functional property at the lowest micro level and scale-up to a macro
level retaining interface integrity in structural and functional property. Formula-
tions for nanobiocomposite usually comprise chemical components such as (a)
polymeric matrix, (b) embedded bio-organic filler, and (c) stabilizers. Note that at
least one of the component materials would have to be at least one dimension of
the order of nanometers (less than 100 nm) to achieve the desirable nanoscale
properties.

In the broadest sense, the bioorganic nanomaterial in the formulation could be
porous solid, colloids, hydrogels, or copolymers formulated in a bulk continuous
phase. A notable feature is that the mechanical, electrochemical, or catalytic
properties of a nanobiocomposite material are significantly different from the
component materials. Scientific investigations in new nanobioarchitecture design
attempts to replicate the microstructures of biological nanocomposites as a way to
incorporate exceptional mechanical or physiological functional property in man-
made designs.

Figure 1.1 illustrates the greater mechanical properties of bone and seashell,
two well-studied multiscale, multi-component nanobiocomposite materials from
nature. As illustrated in the figure, biological nanocomposites such as bone and
seashell demonstrate exceptionally superior mechanical properties compared to
their component elements. The microstructures building the higher order complex
structural features are governed by the physical and chemical properties of various
bioorganic and inorganic elements forming the material composition in bone and
seashell. As a result, much of the current scientific research is directed at (a)
understanding the key structural factors contributing to the biological functional
characteristics, whether it is strength, toughness, catalytic property, or tissue
regenerative stimulus and (b) design and formulate new nano-bioarchitecture that
meet and even surpass their biological counterparts using a combination of novel
inorganic and synthetic organic compounds.

The published literature illustrates through experimental systems the criticality
of structure–function integrity of biologically active components in nanocom-
posites. Investigations have a variety of nanoscale techniques such as layer-by-
layer deposition, scaffold engineering, hydrogel crosslinking, modified peptide
synthesis, and substrate deposition techniques to create biologically active protein/
polymeric fabric. Takahasni et al. [6] reported a layer-by-layer construction of
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protein architectures based on the biochemical interactions of avidin–biotin and
concanavalin A-sugar moiety for biosensor applications. A key challenge in the
layer-by-layer bioarchitecture design involved a controlled deposition of the avidin
and biotin-labeled enzymes on the surface of optical and electrochemical bio-
sensors, such that the nanobiocomposites retain enzymatic activity. Authors
demonstrated that the layer-by-layer deposition with avidin–biotin did not result in
loss of binding interactions of Concanavalin A with monosaccharides such as
glucose and galactose. Retaining the sugar binding property was essential to the
design and use as an optical and electrochemical detection system for sugars in
biological samples. In a related study, Kim et al. [7], report fabrication of a three-
dimensional architecture using a layer-by-layer deposition of two active enzymes
on a pre-patterned matrix comprising avidin/biotin. The design methodology
involved layered deposition via coupling of two layers of lactate oxidase and
horseradish peroxidase to create functionally active building blocs in the fabri-
cation of three-dimensional nanostructures for biosensing applications.

Use of biologically active materials such as heparin to improve performance of
nanobiocomposites in biomedical applications has recently been investigated.
These studies attempt to enhance the biological activity of heparin when com-
posited with nanoparticles such as magnetic and metallic nanoparticles, or bio-
degradable polymeric materials have introduced numerous possibilities in design
and delivery of heparin and other biologically active macromolecules for use in
anticancer therapy, tissue engineers, and use as biosensors in disease diagnostics.
Tan et al. [8] reported assembly of a nanofibrous hyaluronic acid hydrogel network
produced through interaction of a low molecular weight heparin and heparin
interacting protein with a modified hyaluronic acid derivative to support adipose
tissue-derived stem cell proliferation and differentiation. Apart from the key

Fig. 1.1 Biological nanocomposites demonstrate greater mechanical properties compared to
their component materials
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requirement of physiologically relevant composition and properties of polymeric
materials, the investigation demonstrated use of nanobiocomposite formulations as
therapeutically effective delivery mechanism for generation of adipose tissue-
derived stem cells.

Application of nanobiocomposite materials through scaffold-based engineering
is another emerging area where design and fabrication approaches are targeted for
anticancer drug delivery to specific targeted cell masses, or provide biodegradable
matrix with or without biomolecules such as growth factors, cytokines, and pep-
tides to promote tissue repair and regeneration. In this case nanobiocomposite
fabrications should ultimately meet the unique requirements of scaffold properties
in tissue injury and repair process such as cell adhesion, support proliferation, and
promote tissue regeneration.

Table 1.1 summarizes published studies where NBC material was used to
design and fabricate scaffolding architecture that meets complex anatomical fea-
tures and physiological requirements of neural tissues. The selection of just one
category of tissue engineering points to the level of detail and sophistication
required in modifying conventional surgical processes through use of more
advanced nanobiocomposite scaffolds. Specifically, success in tissue engineering
depends to a large measure on the physicochemical properties of the scaffolding
material support to cellular regulation and tissue proliferation.

Investigators have reported promising results when the bioarchitecture of
biodegradable polymer matrix and organic nano-sized fillers follow a hierarchical
order characteristic of biological material. For instance, bone is a multifunctional
nanocomposite material with a hierarchical structure, where the external bone
exterior is made up of concentric rings of mineral and collagen forming larger
fibrils that act as protein matrix, and the spongy interior, the bone marrow, allows
for compression and withstands crack-like flaw at different levels of hierarchy.
Using a combination of biodegradable polymer matrix and nano-sized fillers such
as bio-ceramic, bio-glass, and carbon nanotube, new designs mimicking the hier-
archical structure of bone have been reported [9, 10]. A key design consideration
was to enhance tissue compatibility and osteoconductivity together with improved
mechanical and surface properties. A recent study reported a scaffolding design and
fabrication using calcium phosphate/poly(hydroxybutyrateco-hydroxyvalerate)
nanobiocomposite microsphere for growth factor delivery in bone tissue engi-
neering. Microspheres were embedded with recombinant human bone morphoge-
netic protein-2 (rBMP-2) using a heparin-based delivery mechanism to promote
osteogenesis differentiation of mesenchymal stem cells [10].

Another line of investigation involves employment of peptides and peptide
derivates to create biocompatible architectures for a variety of biomedical appli-
cations. Biologically active peptides and peptide fragments demonstrate self-
assembling property in biological systems, which is a key component criteria in
the design of biocompatible, synthetic extracellular matrices with novel bio-
chemical or pharmacological properties for applications in tissue engineering and
regenerative medicine. Investigators have modified functional moieties of bioac-
tive peptides to introduce or modify properties such as binding affinity to
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receptors, trigger cellular signaling mechanisms, promote tissue repair, and
regeneration [11]. Synthetic peptides crosslinking to form secondary structures
such as a-helices and b-sheet have been variously employed to create peptide-
embedded hydrogels. Investigators have reported better results with b-sheet fibr-
iling peptides such as glutamine rich sequences in DN1 protein [12], or peptide
from amyloidogenic protein such as Transthyretin [13] for embedding multi-
functional features. These studies best illustrate current trends in the incorporation
of synthetic peptides and peptide derivatives to architect highly specialized
nanobiocomposite materials for biomedical applications.

The first generation polymer nanocomposites for biomedical applications were
designed to merely serve as an inert material scaffold to promote wound healing
and tissue regeneration. The underlying material and engineering specifications on
functional properties were elementary such as strength, biocompatibility, non-
corrosivity, non-toxicity, and biodegradability. More recently, investigations are
focused biomimetic approaches using organic polymeric compounds such as
hydroxyapatite-based nanobiocomposites. Although hydroxyapatite has a long
history of use as a prosthetic surgical implant in orthopedic surgery, its incorpo-
ration in polymeric nanocomposites has dramatically improved its functional
properties. As a result, a number of organic compounds and polymeric materials
are attractive candidates for design and synthesis of nanobiocomposites.

Figure 1.2 summarizes the naturally occurring polymeric materials such as
polysaccharides and polypeptides more commonly used in nanocomposites design
and formulation. Investigators have used a variety of polysaccharides to bring
different properties and functionalities to the nanocomposites. One of the more
typical biopolymers for biomedical applications is chitosan, a cationic, biode-
gradable polysaccharide, which demonstrates excellent physicochemical proper-
ties such as molecular flexibility high resistance upon heating for nanomaterial
processes. Investigators have reported highly flexible chitosan-hydroxyapatite
polymer nanobiocomposites for novel prosthetics in orthopedic surgery [14].

Researchers have exploited the electrostatic attractive forces between the
positively charged amino groups of chitosan and negatively charged inorganic ions
to create nanocomposites for a multitude of applications. For instance, gold
nanoparticles embedded in chitosan resulted in the formation of stable metal-
chitosan conjugates with high catalytic activity for industrial applications [15].

Polypeptides and proteins from natural sources have proven to be flexible and
polymeric matrix for embedding a variety of physical and physiologically relevant
properties for biomedical applications. Gelatin, a protein derived from collagen,
has a high number of functional groups amenable to conjugation with other organic
compounds such as hydroxyapatite to promote tissue proliferation of human
osteoblast cells. The functional groups on gelatin could be chemically modified to
prepare a variety of engineering biomaterials such as pharmaceutical adhesives,
wound dressing, scaffolds to promote cellular attachment, and group promoting
wound repair and tissue regeneration. Polypeptides are structurally more versatile,
which creates opportunities to incorporate a variety of functional groups on the
primary structure of peptide backbone. The secondary structure of polypeptide
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enables condensation to form a layered structure of random coil, a-helix, or
b-sheet in aqueous solution. With slight modification in the reaction conditions
such as, pH, salt concentration, or temperature, transition between structural
conformation results in a multidimensional polymeric fabric for chemical modi-
fication or insertion of other materials. Polypeptides that provide extracellular
matrix support in biological systems are modified to provide biological ligands for
cell-scaffolding interactions to promote cellular attachment, cell proliferation,
tissue engineering, neural tissue repair, and regeneration [16, 17]. Polypeptide-
based nanobiocomposites are amenable to biodegradation, and form strong gel
matrix to retain a multitude of morphology and functionality of the fibrillar fillers.
Polypeptide-based nanocomposites are ideal platforms for designing drug delivery
systems, scaffolding material for tissue engineering, and biosensor materials.

Figure 1.3 summarizes synthetic polymeric materials such as aliphatic poly-
esters, homopolymers derived from glycolic acid, urethane, ethylene oxide, and
lysine, which are more commonly used in nanocomposite formulations for bio-
medical applications.

Aliphatic polyesters are one of the more frequent categories of organic com-
pounds used in biodegradable drug delivery systems. This class of compounds
includes polymeric derivatives of glycolic acid, lactic acid, and e-caprolactone.
These polyesters providing the matrix support for pharmaceutical or biologics

Fig. 1.2 Naturally occurring biopolymers frequently used in the nanobiocomposite design and
formulation for biomedical applications
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hydrolyze both under acidic and basic conditions releasing the active drug as
formulated. Among aliphatic polyesters (shown in Fig. 1.3), poly(L-Lactic acid)
has widespread applications in biomedical devices due to its non-toxicity, excel-
lent mechanical properties, and ability to copolymerize with other products; three
main reasons for its use in sutures, drug delivery devices, prosthetics, scaffolds,
vascular grafts, bone screws, pins, and plates for temporary retention and fixation
of tissue in surgery and regenerative medicine.

Polyurethanes are another category of polymeric biomaterials with desirable
biocompatibility and mechanical properties, although a number of recent inves-
tigators have attempted to modify the problem of permeability to water and air
damaging the microelectronics. New nanocomposite structures are reported by
chemically modifying the polymeric backbone with other chemical moieties such
as polyisobutylene and nanoparticles such as modified silicate, Montmorillonite
clay, to achieve superior barrier properties for medical/surgical devices [18, 19].

Nanocomposites matrix based on poly(glycolic acid) and e-caprolactone are
other synthetic aliphatic polyesters that have reported uses in drug delivery sys-
tems and biomedical devices. High water permeability is a limiting factor for
homoesters of glycolic acid, but caprolactone has better physiochemical properties
allowing diffusion of low molecular weight chemicals such as drugs, making it a
better candidate for nanocomposites matrix for drug delivery and tissue engi-
neering applications.

Fig. 1.3 Synthetic polymeric materials frequently used as matrix material in nanobiocomposite
design and formulation for biomedical applications
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1.3 Systems Approaches to Synthesis
of Nanobiocomposites

A key challenge in nanobiocomposite development is the ability to precisely
manipulate polymeric material morphologies at the molecular levels without
compromising the biological functional characteristics during the scaling process.
This is essentially a bottom-up approach mimicking, in principle, natural biolog-
ical processes of constructing complex nanocomposites such as silk, bone, tooth,
and wood, where the basic principle is to produce materials with exceptional
mechanical properties such as stiffness, strength, toughness, elastic stability, and
interface properties. Laboratory techniques aimed at standardizing design and
fabrication and scale to manufacturing levels would have to consider reliability of
the scale-up process, reproducibility, life-cycle consistency, and systems
compatibility.

After the components of a nanobioarchitecture are identified and characterized
toward a biomedical applications domain, the next step involves a rational
nanoengineering approach to systematically assemble the core components at the
lowest level and scale to higher levels of complexity. This is a highly interdisci-
plinary area with much of the work in the research and development levels and
where a complex interplay of the domains related to mathematics, biomedical
sciences, biotechnology, systems biology, systems engineering, and computational
sciences govern the design and build process.

Investigators are exploring a systems-centric approach to nanobiocomposite
design and fabrication with concepts mostly derived from nature. Multiscale
systems (MSS) are considered by nanotechnologists as one of the more attractive
systems-centric models toward a design, fabricate, and optimization framework to
account for the hierarchical morphology of the nanocomposites. The structures at
length scale in the nano- and micrometer ranges with a high aspect ratio of particle
size within the polymer matrix.

According to published studies, there are several motivations for multiscale
modeling of physiological systems toward product design and fabrication: First,
there exists a need for modeling temporal and spatial scales to take into account
material behavior and interactions at the lowest molecular to the highest organism
levels. Biological systems best demonstrate the complex interrelationship of
structure and functional processes between all levels, which pretty much guide
conceptual framework for a multiscale system in nanobiocomposite design and
fabrication.

Second, computational tools, models, data standards, and testing methods are
available for the multiscale modeling community to better understand the behavior
of physical systems at atomic, molecular, microscopic, and macroscopic levels,
and then build experimental systems and interpret experimental results that are
cross-scale in space, time, and state. Finally, in-depth application of mathematical
and physical principles in modern biological research has paved the way for
application multiscale modeling in biomimetic engineering systems for biological
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applications, where conventional modeling and simulation and design engineering
are not suitable for nanocomposite product design and development.

Unlike conventional engineering processes, the multiscale systems are funda-
mentally different in that materials in various scales interface and interact toward a
product development whereby the fundamental properties governed by scale are
compatible at every level and complexity in the product structure and function.

Multiscale modeling methodologies for nanobiocomposites generally comprise
a combination of computational and experimental techniques to model structure–
function composition of multiscale systems, characterize structural morphology
and functional aspects, and finally optimize the scale-up parameters for component
assembly at lowest nanoscale to the macroscopic fabric morphologies. Multiscale
modeling methodologies would have to accurately represent through simulation
the molecular dynamics for physical and mechanical properties of the polymer
starting at the lowest scale. Most often a combination of experiment-driven
approaches and computational modeling is used to assess structure–function
relationships for multiscale composites. Computational techniques provide added
flexibility to multiscale modelers to modify key parameters in the model to better
predict the final functional outcomes such as mechanical properties or kinetics in
biological systems for bioactive nanocomposites. These model-derived predictive
values are then compared with results obtained from experimental studies to
validate and further refine the computational techniques.

Existing predictive models for multiscale nanocomposite systems are inade-
quate, as they fail to accurately represent the underlying physicochemical mech-
anisms of nanoscale reinforcement in the micro- and nanomechanics of multiscale
composites. In particular, model systems are less able to predict the chemo-
mechanics of the organic–inorganic bonding mechanisms and interfacial binding
and interactions that result in significant improvements in mechanical properties.
These limitations create impediments to optimize design and fabrication of bio-
logically active nanocomposites.

Although all materials are hierarchically structured, it is only in biological
materials that this hierarchical organization is part of the inherent design. A
prominent feature of the hierarchical organization in biological nanocomposites is
the organic–inorganic interfacial interactions that form the basis for the structure
and functional properties.

Figure 1.4 illustrates the hierarchical features from an atomic to macroscopic
scale of the assembly of the primary protein, fibroin, from the basic backbone
chemical structure at the atomic level, to higher level microfiber assembly at the
micro level, to finally form silk fabric at the macroscopic level.

Molecular self-assembly of silk protein components is essentially a multiscale
design. Silk is a complex assortment of multiple variants of the core protein
polymer, fibroin, where the repeating units of amino acids differ in combinatorial
sequence resulting in 20 different structural variants with differing physiochemical
and mechanical properties. The 20 different variants assemble as a multiscale
system in a specific sequence creating higher order polymer morphologies and
biological functionality. As shown in Fig. 1.4, at the fundamental atomic scale,
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amino acids glycine, alanine and serine residues form the core repeatable peptide
units forming the core backbone structure of the crystalline region in the 6–15 Å
scale. The secondary structure level is established by alteration of glycine with
either alanine or serine that results in the spontaneous formation of b-pleated sheet
crystals. These crystalline sheets account for up to 40–50 % of the total volume of
the silk fiber as the b-pleated sheets fold into tertiary helical structures. Study of
fibroin microfibers have revealed the non-crystalline fraction as having a much less
ordered, possibly amorphous structure representing nearly half of the total volume
of silk fiber. Only recent studies have revealed the nanocomposite structural motif
for the hierarchical molecular origin for structure and mechanical properties. At a
micro-scale level, however, fibroin exists in two distinct structures in the solid
state, a predominant b-sheet (silk fiber I and II) and a a-helical crystal structure
(silk fiber III). Investigations have revealed that the unique strength and flexibility
of silk fiber is due to the uniaxial orientation of the crystalline structure with
helical axis oriented perpendicular to the plane of the film [20]. The self-assembly
process of fibroin component peptides and inorganic elements from the atomic
level to the macroscopic level faithfully replicate a multiscale design outlined here
to achieve desired morphologies and biologically specified physical properties.

Key temporal and physical scales to the behavior of a polymeric protein
components of silk, an all organic polymeric matrix that makes it an ideal matrix
for nanobiocomposites. A major ongoing effort in the development of biomimetic
nanocomposites is finding a multiscale pathway for artificial analogs which can

Fig. 1.4 Multiscale systems explore design space and timescales involving multiple scale and
feedback to achieve desired morphologies and performance specification
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emulate physical and mechanical properties of biological materials such as fibroin
and other all organic biopolymers.

Among several biological source materials, fibroin as the fabric to design and
build nanoscale drug delivery system has received considerable attention. Com-
pared to synthetic non-degradable nanoparticles such as silicone, or polyethylene
glycol, silk fibroin is biodegradable and biocompatible, and can be fabricated at
less than 100 nm in diameter to enable therapeutic encapsulation of drugs to
increase entrapment efficiency and increased bioavailability.

Figure 1.5 is a schematic illustration of design options for multiscale nanoen-
gineering a fibroin-embedded nanocomposite drug delivery system. As a bio-
polymer with a molecular weight of 370 kDa, silk protein when dissolved in
concentrated salts, results in a liquid form, which can be molded in various forms
as film, gel, power, and fiber. As shown in Fig. 1.5, biologically active substances
such as insulin or drugs are conjugated in the presence of catalysts and additives to
prepare a Fibroin-Insulin conjugate. After the chemical reaction phase, the mul-
tistage process involves a process to stabilize the physical form of the bioconjugate
and retain physiochemical properties relevant to bioavailability. Yan et al. (2009)
prepared fibroin nanoparticles by first dissolving the fibroin fabric in a water–
acetone mixture and subsequently precipitating fibroin crystals in an aqueous
solution [21]. The secondary structure of silk nanoparticles is controlled during
this process using a combination of pH and salt concentrations, where at acidic pH
of 6 crystalline fibroin appears to be the dominating structure, whereas at basic pH
of 9 and above the fibroin is less crystalline. These forms of fibroin are unique

Fig. 1.5 A schematic representation of biosynthesis and options for multiscale nanoengineering
of nanobiocomposite drug delivery systems
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matrix to load both small drug molecules and large molecules such as insulin
based on electrostatic interactions.

The selection of the scale-up process for encapsulation depends on the final
product specifications, according to which the fibroin–insulin complex could be
cast into a film, molded using template blocks, atomized to form spheres, or spun
into a nanofiber. The scale-up process for the next step involves purification of the
fibroin–insulin conjugated product using standard biologics purification process.
Release of insulin or other pharmacological agents from the fibroin nanofabrics
depends on the electrostatic interactions where fibroin secondary structure was
considered crucial to drug release kinetics in experimental systems. This brief
narrative attempts to highlight the biomimetic multiscale design in nanobiocom-
posite product development, where a combination of nanoengineering and tradi-
tional biologics product development process are interlinked to attain the desired
product physical features and biological/pharmacological outcomes.

1.4 Nanomaterial Risk Assessment

Research, development on nanocomposites, and commercialization of nanotech-
nology-derived products has far outpaced regulatory agencies responsible for the
protection of occupational health and environmental protection. Nanocomposites
with embedded toxic heavy metals such as titanium oxide (TiO2), Zinc oxide (ZnO),
and silver (Ag) are present in a wide range products such as sunscreens, cosmetics,
wound dressings, surgical tools, detergents, automotive paints, and tires [22].
Rapid entry of nonmaterial-based products into the marketplace, introduced con-
siderable uncertainties on the potential adverse impact on human health and envi-
ronment, and particularly long-term effects involving chronic exposures.

Scientific studies on the safety of heavy metal-embedded nanocomposites and
risks associated with nanomaterial-derived products require additional nanotoxi-
cological research, risk assessment protocol development, biosafety guidelines
catering to occupational safety, and workers’ health. Regulatory agencies have
begun international and national reviews of safety regulations to ensure the unique
physicochemical properties are nanomaterials sufficiently addressed in the existing
methodologies for hazard and toxicity assessments used in risk analysis of haz-
ardous chemical and biological substances [23].

Two interrelated aspects of nanomaterials and products require careful scrutiny.
First, a growing body of the published literature indicates certain categories of
nanomaterials-based products that have the potential to cause significant adverse
impact on exposed environmental receptors due to the unique properties of
material composition, shape and size, photoactivity, and redox potentials. The
particle size range is such that particles below 5 nm could cross cell membrane
and have dual capability of inducing response due to physical structure and
chemical properties. Second, nanoparticles demonstrate environmental transport
and fate and agglomeration with high aspect ratios due to a very large surface area.
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Much of the environmental transport and fate studies have focused largely on
nanomaterial-derived products that are already in production and/or in commercial
use. The environmental impact of the processes surrounding nanocomposite fab-
rication have received relatively less attention, and safe handling and facility
biosafety measures at production facilities generally follow established standard
procedures, which are less suitable to addressing the unique and inherent hazard
posed by nanomaterials.

1.4.1 Guiding Principles for Hazard Assessment

Toxicity assessment is based primarily on the physicochemical composition and
structural complexity of the nanomaterial. For instance, published studies report-
ing dose–response relationship for induction of toxic effects have concluded that
conventional description of dose as a ‘‘dose by mass’’ does not apply to nanom-
aterials, and that biological activity may depend on physical and chemical prop-
erties that are generally not captured in traditional toxicity assessments [24]. For
instance, investigations have indicated surface area of nanomaterials [25], and
particle number (Wittmaack [26]), and number of functional groups on the particle
surface (Warheit et al. [27]) as better indicators of dose–response relationships,
particularly for less soluble and low toxicity particles. Nevertheless, these studies
are inconclusive on the physicochemical properties that critically determine the
toxicity of nanomaterials.

Hazard assessment of nanomaterials attempts to classify the physical attribute
and chemical composition of the nanomaterial under study as:

1. Nanomaterials as structures: Defined here are nanomaterials with complex
structures, where toxicity is directed by unique physical structural features and
very limited contribution from the chemical composition. Some evidence exist
that carbon nanotubes demonstrate toxicity like asbestos fibers. Nanomaterials
belonging to this category are grouped under the foundational concepts guiding
toxicology of fibers and fibrous materials.

2. Nanomaterials as particles: Defined here are nanomaterials exhibiting physi-
cochemical properties of particulates in terms of size, shape, and surface area in
determining toxicity. Some evidence exist that automobile nanoparticles
emissions demonstrate particle-oriented toxicity. The chemical composition of
particulates has a limited role on the dose–response dependency on toxic
effects.

3. Nanomaterials as depot: Defined here are nanomaterials with hazardous
chemical composition. Nanomaterials acting as a depot release highly toxic
chemicals which in turn induce toxic effects through conventional toxicody-
namics. Nanomaterials as depot under this analysis merely serve as a novel
toxicokinetics releasing hazardous chemicals in exposed receptors. Metallic
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nanomaterials are reported to induce dose-dependent effects along this
pathway.

Nanoparticles can have various shapes and forms and range from nanocrystals,
quantum dots, fullerenes, nanowires, nanotubes which investigators have classified
under four subcategories of systems depending on the physical structural attributes
and binding characteristics. Thus, nanoparticles may remain bound, suspended in
other solids or liquids that are not in the nanoparticulates range, or they may
remain airborne [28].

Recognizing the importance of the structure of nanomaterials in safety and
hazard assessments, many international standards setting institutions have begun
classifying nanotechnology based on the different kinds of nanoparticles. These
definitions include nanotubes, nanorods, quantum dots and for nanocrystalline
materials based on the size, shape, and nanostructural properties. As a result,
industries are increasingly adopting nanostructure-based hazard and toxicity
assessment in product development, safe handling, and disposal for nanomaterials
and nanomaterial-based products.

1.4.2 Toxicity and Safety Assessment Framework

Studies on toxicity and/or safety assessments fundamentally rely on data gathered
from experimental studies and extrapolation models to assess their relevance to
human exposures and risks. Based on these broad criteria, data on toxicity and
safety of specific engineered nanomaterials and their component systems are not
amenable to inter-species extrapolation [29, 30]. Studies have revealed that
nanomaterial-induced adverse effects are fundamentally different from their bulk
counterparts and there are no methodologies available to perform a systematic
analysis to extrapolate existing data to nanostructural materials.

Figure 1.6 illustrates the proposed framework for toxicity assessment of
nanomaterials based on the established tenets of fiber and particulate matter tox-
icity assessments. Since published studies have consistently indicated that fibers
and particulate matter produce toxic effects through unique mechanisms, a similar
trend is expected even in finely divided particulates and fibers in the nanometer
ranges.

Figure 1.7 illustrates the dose–response range comparing cytotoxicity (IC50)
and lethal dose (LD50) for nanomaterials comprising metallic compounds and
toxic heavy metal mixtures.

Hence, severity of toxicity when mapped by kinetic considerations and
molecular mechanism of action indicate that nanomaterial fiber-induced toxic
effects are driven by toxicodynamics factors, and elucidated through biological
pathways uniquely similar to fiber-induced toxicity. The toxicity of nanomaterials
comprises metals and metalloid complex are driven by kinetics of absorption,
uptake, and distribution comparable to their bulk counterparts. Published data on a

1 Nano-Bio Architectures 19



variety of nanomaterials comprise mixtures of toxic heavy metal and metallic
compounds indicating a close correlation between lethal and cytotoxic doses and
more easily soluble metallic mixtures such as copper, cobalt, nickel, and silver
which consistently demonstrate a higher toxic response both for the induction of
cytotoxic and lethal effects.

Fig. 1.6 Nanoparticulate and
nanofiber toxicity sorted by
behavior and capacity induce
harmful effects that guide
hazard assessment and risk
assessment methods

Fig. 1.7 Nanocomposites embedded with toxic heavy metals demonstrate a wide spread in dose–
response for toxicity such as lethality, measured as LD50, and cytotoxicity, measured as IC50, in
experimental systems
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A considerable body of published literature describes toxicity of nanomaterials
from inhalation exposures. Most studies have concluded that:

(a) Small particle size is a critical determinant in bioavailability, normally not the
case with larger particle size. Nanomaterials are capable of easily translocating
cellular barriers and transfer from lungs to circulating blood.

(b) Small particle size create enormously large surface area, which is directly
linked to the increased lethal and cytotoxic effects of nanoscale metallic
compounds.

(c) Large surface area of nanomaterials increases solubility and thereby increases
bioavailability, having a direct bearing on the induction of toxic effects.

(d) Nanoscale particles have high aspect ratio similar to hazardous fibers such as
asbestos. The physical shape, size, and dimension results in these materials
remain embedded in various body compartments for extended periods, causing
injury and long-term adverse effects, such as induction of carcinogenesis.

In conclusion, bionanocomposites represent a unique category of nanocom-
posites where the inspiration for design and fabrication is derived from naturally
occurring materials. The current research work in this area will revolutionalize
medical technology used to diagnose, treat, and cure diseases through product
developments such as medical devices, surgical implants, drug delivery systems,
and tissue engineering and regeneration. Research and design teams working on
this integrate knowledge, data, and tool from vast interdisciplinary domains cov-
ering biotechnology, nanotechnology, information technology, and biomedical
technologies. Much of the current work remains in the research and design con-
cepts mostly derived from natural materials and attempts to better understand the
unique physical and chemical properties of multi-component nanomaterials that
are sensitive to change in nanoscale structures and morphologies. Multiscale
system models are more actively investigated to design well-organized hierar-
chical patterns, where the key challenge is to precisely and carefully design
organic–inorganic interfaces as systems scale from atomic to higher order struc-
tures while retaining the synergy of mechanisms acting over multiple scales across
the fabric interface and to ensure optimal functional behavior of the fabricated
product.

Health hazards and environmental impact of nanotechnology-based products
have received considerable attention from government regulators all over the
industrialized world. The hazard and risk assessment framework used for haz-
ardous chemical and biological materials does not apply to nanocomposites. In the
coming decades it is safe to conclude that scientists will devote considerable
attention to study and better understand nanobiocomposites and their end-use
applications, whereas regulators will carefully assess the potentials for long-term
impact of nanocomposites on the environment.
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Chapter 2
Comparative Analysis of the IR Signal
Enhancement of Biomolecules Adsorbed
on Graphene and Graphene Oxide
Nanosheets

Galyna Dovbeshko, Olena Fesenko, Olena Gnatyuk, Anna Rynder
and Oleg Posudievsky

2.1 Introduction

Carbon nanostructures, namely, single-wall carbon nanotubes (SWCNT) and
graphenes, are of great interest due to their unique electronic, thermal, optical,
mechanical, and transport properties. Here we study a possibility of using these
materials as enhancers of optical signals of adsorbed biomolecules similar to the
effect earlier known for metallic and semiconducting surfaces in surface enhanced
spectroscopy [1, 2]. Surface enhanced infrared absorption (SEIRA) and surface
enhanced Raman scattering (SERS) effects have been known for the past 40 years.
They consist in enhancement of optical process cross section for molecules located
near curved metal surface. The enhancement for IR signal could be up to
(2–5) 9 102 and up to 106 for RS. The explanation of the effect is complex and
usually includes electromagnetic (the increase of the electromagnetic field near
rough metal surface or island metal film) and chemical (the increase of the dipole
transition moment of the adsorbed molecules) mechanisms. Earlier, we studied the
SEIRA effect for DNA molecules absorbed on carbon nanotubes [3] and graphene
[4] and found it to be up to 10 and 4, correspondingly. We also considered the
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SERS effect for poly(A) molecules adsorbed on carbon nanotubes, the enhance-
ment factor of which reached 105 [5]. In this work we compare different graphene-
based nanostructured supports and reply to the question of what type of support,
graphene or its oxide form, is more efficient. This study was done using thymine
(Thy) molecule, one of the bases of DNA that could be useful for further sensor
application of the nanocarbons.

2.2 Materials and Methods

Preparation of graphene and graphene oxide was based on primary mechano-
chemical delamination of graphite microflakes (Alfa Aesar) [6]. Briefly, a dry
mixture of the graphite microflakes and sodium chloride was mechanochemically
treated in an agate grinding bowl using planetary ball mill. The product, a mixture
of the nanostructured graphite and crystals of NaCl, was thoroughly washed with
water to remove the salt and dried in vacuum at room temperature. To prepare a
graphene dispersion, a definite amount of the prepared nanostructured graphite was
ultrasonically disintegrated in dimethylformamide. The dispersion was purified by
centrifugation, and the upper half of its volume was selected for further studies.
The concentration of the graphene dispersion was about 0.13 mg/mL. The typical
longitudinal size of the graphene sheets was in the range of 20–50 nm.

To prepare the graphene oxide, sodium chloride was replaced by potassium
permanganate and a definite quantity of sulfuric acid. The mechanochemical
treatment of the reaction mixture was carried out in the same conditions. A definite
amount of the prepared nanostructured graphite oxide was dispersed in water.
Dispersion was purified by centrifugation, and the upper half of its volume was
selected for further studies. The concentration of the aqueous graphene oxide
dispersion was about 1.0 mg/mL. The typical longitudinal size of the graphene
sheets was in the range of 30–50 nm [6].

SWCNTs (A.M. Prokhorov General Physics Institute of Russian Academy of
Sciences) were synthesized in arc discharge in the atmosphere of He, and then
purified and characterized by high resolution transmission electron microscopy
and Raman scattering [7]. The length of SWCNTs was from 1 to 2 l, and the
diameter from 0.9 to 1.6 nm with preferential fraction of 1.4–1.5 nm. The con-
centration of the stock aqueous dispersion of SWCNT prepared according to [5]
was 0.1 mg/ml.

Thy was used as received from Sigma-Aldrich. We first prepared the stock
solution of Thy (1 mg/mL) and divided it onto 4 aliquots. The probe with 1 weight
part of the stock solution was mixed with SWCNTs (0.1–1 weight part of nano-
tubes) by ultrasonic disintegrator UZDN-A (Sumy-Pribor) and subsequent cen-
trifugation (9,000 rpm) during 40 min. A probe of graphene and graphene oxide
(0.03–0.1 weight part) was also ultrasonically mixed with 1 weight part of the
stock solution of Thy for 15 min. Then, the samples for further studies were
prepared by depositing a drop of the solution of Thy and that of Thy with
graphene, graphene oxide, or carbon nanotubes on the gold support. The procedure
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used for preparation of the samples ensured the same Thy/SWCNT, Thy/graphene,
and Thy/graphene oxide weight ratios.

Home-made gold support for IR spectroscopy (Fig. 2.1) was produced in the
Institute of Physics of NASU (Kiev, Ukraine) [8]. A thin layer of gold was pre-
pared by vacuum deposition of the metal (99.999 pure) on the glass supports (TF-1
glass, 20 9 20 mm) via an intermediate adhesive Cr layer. Before the deposition,
glass surface was cleaned by NH4OH:H2O2:H2O and HCl:H2O2:H2O solution
subsequently, both 1:2:2 by volume concentration for 5 min at boiling tempera-
ture. Then it was rinsed in distilled water and dried in a flow of pure nitrogen. The
gold was evaporated from molybdenum heater and deposited at a rate of
1.0–1.5 nm s-1 on room temperature substrate. The thickness of gold surface was
within 300–350 Å in the different experiments, the Cr interlayer being not thicker
than 20 Å. The gold surface just after deposition looks like hydrophobic surface
with wetting angle close to 80� and random roughness about 10–20 Å.

Confocal microscope LCM-510 (Germany) with laser excitation of 405, 543,
and 488 nm was used to characterize the samples prepared for IR spectroscopy
studies. The images were registered by a digital camera AxioCam [9].

Bruker IFS-66 instrument with a reflection attachment (the incidence angle of
16�300) was used to register Fourier transform infrared (FTIR) spectra of Thy and
its complexes with graphene, graphene oxide, and SWCNT in the reflectance mode
(Fig. 2.2) in the 400–4,000 cm-1 range. Evaluation of the spectra was done with
Opus 5.5 software. The position of the bands was estimated using the method of
second derivative and/or standard method. Reproducibility of the frequency in the
IR spectra was equaled to ±0.5 cm-1 and for absorption ±0.0005 a.u. The
experimental enhancement factor was determined as the ratio of the integral
intensity of the absorbance bands of Thy registered for Thy-graphene oxide/Au,
Thy-graphene/Au, and Thy-SWCNT/Au systems to that for Thy/Au for the same

Fig. 2.1 AFM image of the
gold support used in SEIRA
studies
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amount of Thy. We used gold as IR substrate [9] for Thy due to the fact that CaF2

or any other IR substrate will restrict the registration region (900–400 cm-1) of IR
spectra, especially the region of the most enhanced bands of Thy on graphene or
SWCNT.

The total enhancement factor in the 500–1,800 cm-1 range for Thy adsorbed on
graphene-based substrates was calculated as the ratio of the integral intensity of all
bands of Thy adsorbed on graphene, graphene oxide, or nanotubes to that of Thy
adsorbed on the gold support.

2.3 Results and Discussion

It is well known that all carbon materials can be effectively characterized by
Raman spectroscopy. The main feature of the Raman spectra of graphite structure
is the so called G-mode (*1,600 cm-1) with lines of E2g, E1g, and A1g symmetry
in the U point of Brillouin zone that correlates with the ordering of crystal lattice of
graphite structure. The second characteristic mode of the graphite-like materials is
the so called D-mode (*1300cm-1), with A1g symmetry that characterizes the
disorder of graphene layer lattice [10]. It refers to breathing vibrations of rings in
graphene layer in the K point of Brillouin zone [10]. The second order mode of this
vibration (so-called 2D or G

0
band) is registered at 2,600–2,700 cm-1, and has the

intensity that usually exceeds the intensity of second-order vibrations and even
first order tones [11].

By analogy with SWCNT, Raman spectrum of graphene also contains G, D,
and 2D bands. Position, line shape, and intensity of 2D (or G0) band could be used
as a characteristic of the number of layers in the graphene sheets [11, 12]. The
Raman spectra of the graphene and graphene oxide films are shown in Fig. 2.3.
From the analysis of the graphene spectrum we could suppose that the sample has

Fig. 2.2 Transmittance geometry of IR studies
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more than three layers. In the spectrum of graphene oxide we do not obtain the 2D
mode.

Confocal microscopy data showed that graphene and graphene oxide films on
the gold support have flake-like forms of different size: large fragments (more than
1 l) and small ones (less than 1 l) which consist of subclusters; graphene oxide
has round-like homogeneous fragments, and their size is usually more than 2 l
(Fig. 2.4). The images in Fig. 2.4 were received by superimposition of three
images obtained using lasers with the wavelengths of 405, 543, and 488 nm.

It is well known from the data of the numerical calculations [13] that adsorption
of nucleobases on carbon nanotubes occurs by p–p stacking resulting in nearly flat
geometry of Thy (or adenine). Here, we compare the experimental data obtained
with vibration spectroscopy for Thy adsorbed on SWCNT, graphene and graphene
oxide. The obtained Thy-graphene and Thy-graphene oxide complexes were
characterized by IR spectroscopy (Fig. 2.5) and compared with Thy-SWCNT
system. The enhancement factor in the case of SWCNT was generally greater in
comparison with that obtained for graphene sheets. Its value for SWCNT was up to
5.3 and the largest enhancement factors were found for vibrations of C–H, C–OH,
and C–N bonds. The maximum enhancement factor in the case of graphene equal
to 3.7 was found for ring and deformational vibrations of N–H bonds. In our
previous work [5] the obtained experimental data allowed us to suppose that
H-bonds influence the interaction between SWCNT and Thy in Thy-SWCNT
system, while the chemically induced charge transfer is likely dominant in the case
of Thy-graphene/Au.

Complexes of Thy with graphene, graphene oxide, and SWCNT are assigned
according to [14–17] and characterized by the following spectroscopic features:

1. In all complexes of Thy-graphene (Fig. 2.5), Thy-graphene oxide (Fig. 2.5) and
Thy-SWCNT (Table 2.1), the C2=O vibration shows the enhancement of the
intensity and a shift in the low-frequency region from 1,774 to 1,761 cm-1

(both for Thy-graphene and for Thy-SWCNT) and to 1,759 cm-1 (for Thy-
graphene oxide) that indicates the formation of new intermolecular H-bonds
with C2=O participation for these complexes.
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2. Thy-graphene (Fig. 2.5) and Thy-SWCNT (Table 2.1) shows decrease in the
intensity of C4=O vibration and a shift from 1,663 to 1,678 cm-1 in the case of
graphene and to 1,679 cm-1 in the case of SWCNT [14], indicating the
breaking of some of the inter- or intramolecular H-bonds with participation of
C4=O. In the case of graphene oxide, we observe an increase in the intensity of
C4=O vibration and a shift from 1,663 to 1,658 cm-1.

3. The spectral range from 978 to 474 cm-1 assigned to deformation N–C2, ring-
bending, c-CH, CO, N–H, and ring-bending vibrations for both Thy-graphene
and Thy-SWCNT complexes show 4–5-fold increase in intensity of the major
bands (Fig. 2.5). It should be noted that we observed 3–4 enhancement factor

Fig. 2.4 Confocal images of graphene (a) and graphene oxide (b) (excitation wavelength:
405 nm—39 %, 543 nm—71 %, 488 nm—31 %; Filters: Ch2: LP 420, Ch3: LP 560, Ch2: LP
505; Pinhole Ch2: 150 lm, Ch3: 200 lm, Ch2: 180 lm)
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for N3–H deformation vibrations (1,364 cm-1 for Thy on gold), N-C2 ring-
bending vibrations (978 cm-1 for Thy on gold) for all studied complexes of
Thy-graphene, Thy-graphene oxide (Fig. 2.5) and Thy-SWCNT (Table 2.1).
However, the enhancement factor of the band of about 923 cm-1 for Thy-
graphene oxide system is rather low as it is equal to 1.2 (Fig. 2.5). For Thy-
graphene system, similar to that of Thy-SWCNT, we observed the increase in
the intensity of c-CH vibration and a shift from 920 to 934 cm-1 (933 cm-1 in
the case of SWCNT).

Also, we have calculated the total enhancement factors for Thy-graphene and
Thy-graphene oxide and found that they are equal to 1.6 and 2.0, correspondingly
(Fig. 2.5). The dependence of the enhancement factor on the wavenumber for Thy-
graphene (2), Thy-SWCNT (2), and Thy-graphene oxide is presented in Fig. 2.6.

As one can see from Fig. 2.6, the frequency dependence of the enhancement
factor in the region of 1,800–400 cm-1 for Thy-SWCNT is similar to that for Thy-
graphene. Such dependence for Thy-graphene oxide system has another tendency.
Namely, in the case of Thy-graphene oxide we observed the enhancement in the
region of 1,600–1,800 cm-1 in contrast to Thy-graphene and Thy/SWCNT, but
did not observe it in the region of 400–900 cm-1. However, both Thy-graphene
and Thy-SWCNT show large enhancement in the region of 600–400 cm-1 for the
majority of the bands. It could be assumed that in the case of Thy-graphene oxide
the chemical mechanism is more preferential than in the case of Thy-graphene or
Thy-SWCNT. The oxidation of graphene influences the enhancement factor of the
infrared absorption.
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We suppose that the local field enhancement mechanism weakly influences the
enhancement of the vibrations of Thy adsorbed on graphene and does not influence
the vibrations of Thy adsorbed on graphene oxide in contrast to those on SWCNT.
In case of Thy adsorbed on SWCNT we registered an enhancement factor of up to
4.2 for all vibrations in the 400–900 cm-1 region. Local field enhancement on the
edges of the carbon nanotubes is reported in [18]. They calculated and measured
the peak in terahertz region which was connected with plasmon oscillations.

According to earlier publications, the plasmon frequency of carbon nanotubes is
located in the far IR region [19, 20]. Plasmons in graphene seem to be located in
the same region as well [20, 21]. Changing the length of nanotubes could influence
the position of plasmon resonance [19] and shift it to far IR (FIR). Therefore, the
presence of carbon nanotubes of different lengths in the Thy-SWCNT system
could be a reason for the large enhancement factor for the bands in the spectrum
region close to FIR. In general, one more reason for the SEIRA effect for Thy
adsorbed on graphene and SWCNT in low frequency region is connected with
crystalline packing of Thy molecules. We believe that in contrast to Thy-SWCNT
with the total enhancement factor of 2.8, the lower total enhancement factor for
Thy-graphene system (1.6) is due to decreased number of contact sites owing to
the flake-type structure of graphene. For Thy-graphene oxide system the total
enhancement factor is equal to 2.0 and the effect is characterized by selectively
enhanced bands connected with C–O sites in graphene oxide.

2.4 Conclusion

It was first shown that graphene and graphene oxide can be used as a substrate for
surface enhanced infrared spectroscopy. The enhancement factor for Thy mole-
cules adsorbed on SWCNT is greater than that on graphene or graphene oxide
nanosheets. The obtained experimental data allowed us to suppose that H-bonds
influence the interaction between SWCNT and Thy in Thy-SWCNT, while the
chemically induced charge transfer is likely dominant in the case of Thy-graphene
and Thy-graphene oxide complexes. It was shown that the type of the frequency
dependence of the enhancement factor in the region of 1,800–400 cm-1 is the
same for Thy-SWCNT/Au and Thy-graphene/Au systems, but is different for Thy-
graphene oxide/Au. That fact indicates that the oxidation degree of graphene has
influence on the enhancement factor of the infrared absorption.
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Chapter 3
Infrared Spectroscopy in Studying
Biofunctionalised Gold Nanoparticles

Alexander A. Kamnev

Abbreviations

ATR Attenuated total reflectance
DRIFT Diffuse reflectance infrared fourier transform
FGNP Functionalised gold nanoparticles
FTIR Fourier transform infrared
GlcNAc N-acetyl-D-glucosamine
(GlcNAc)3 N0, N00, N000-triacetylchitotriose
GOX Glucose oxidase
hIgG Human immunoglobulin
IR Infrared
SEIRA Surface-enhanced infrared absorption
TEM Transmission electron microscopy
WGA Wheat germ agglutinin

3.1 Introduction

Over the last decade, nano-sized particles of noble metals with surface plasmon-
resonance properties have found numerous applications in nanotechnology and sci-
entific research, including diverse biological and biomedical fields (for recent reviews
see, e.g. [1–9]. This also refers to (bio) functionalised metal nanoparticles, where the
term ‘‘functionalisation’’ (or ‘‘biofunctionalisation’’) means conjugation of metal
nanoparticles via either covalent bonds (e.g. involving thiol groups easily forming
–S–metal bonds) or non-covalent binding forces (adsorption via charge attraction
and/or hydrophobic interactions) with specific types of molecules [5, 10–12].
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The latter include, in particular, recognising bio(macro)molecules, such as antibod-
ies, lectins, enzymes, peptide aptamers or nucleic acid aptamers, etc. [3], which are
capable of participating in various biospecific interactions of the type ‘‘recognising
molecule—target molecule’’. These types of biofunctionalised noble-metal nano-
particles can be useful in revealing such biospecific interactions with the relevant
target molecules with a high sensitivity. In such cases either the noble-metal nano-
particles per se play the role of a direct ‘‘visualising agent’’ (in microscopic methods)
or their surface plasmon-resonance properties are made use of (in optical and spec-
troscopic techniques).

To understand in detail the properties, stability and behaviour of these
sophisticated metal nanoparticle–biomacromolecule conjugate systems [5, 13–15]
and, also very importantly, to control their synthesis as well as to explore and
develop proper useful applications [3, 16–18], various experimental methods and
modern instrumental techniques are absolutely necessary [6, 19]. Among the latter,
a range of molecular spectroscopy techniques has been successfully used [20],
including UV–Vis spectrophotometry and vibrational [mainly Raman scattering
and Fourier transform infrared (FTIR)] spectroscopy.

Spectrophotometry, largely in the visible region and, occasionally, in the near-
IR, is useful for controlling the shape, size and aggregation of metal nanoparticles
[21–25]. This is due to their typical extinction bands in the characteristic regions of
plasmon resonance, both the position (wavelength in the maximum) and intensity
of which are sensitive to the aforementioned characteristics of metal nanostruc-
tures. Thus, UV–Vis spectrophotometry is often used as a supplementary tech-
nique for the characterisation and/or monitoring of nanoparticle-based systems in
suspensions and some of the processes occurring therein.

Vibrational spectroscopic techniques are of great importance both in the
characterisation of functionalised metal nanoparticles (this refers primarily to their
‘outer functional shells’ of biomolecules which give specific vibrational patterns,
depending on the state of their functional groups as well as on selective ‘surface
enhancement’ effects) and in their diverse bioanalytical applications (for general
reviews see, e.g. [26–28]). In particular, for functionalised metal nanoparticles the
‘surface enhancement’ effects and surface selection rules play a significant role in
increasing the spectral sensitivity.

It is well known that in surface-enhanced Raman scattering (SERS) spectros-
copy (for reviews on SERS see, e.g. [27, 29–31]), the enhancement factors
reaching 1010–1012 (up to 1015 for a combination of electromagnetic, resonance
and chemical enhancements at ‘hot spots’) are much greater than those in surface-
enhanced IR absorption (SEIRA) spectroscopy (for reviews on SEIRA see, e.g.
[27, 32–34]). In SEIRA, the enhancement factors can reach values of the orders of
102–103 at best, while more usually they are of the order of units or tens [28, 35].
Owing to that, SEIRA spectroscopy is far less developed, studied and, conse-
quently, less frequently used, being virtually ‘‘the neglected child of surface
enhanced spectroscopies’’ [28]. Nevertheless, the cross-section values in infrared
absorption are significantly higher than those in Raman scattering, so that the
overall average sensitivities in SEIRA and SERS may be well comparable [33].
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In addition, as a ‘useful’ supplement (partly compensating for the drawback of the
strong water absorption in the infrared), FTIR/SEIRA spectra may give a wealth of
complementary information as compared with Raman/SERS spectra.

In this chapter, some representative examples are reviewed and discussed in
which Fourier transform infrared (FTIR) spectroscopy in various modes (trans-
mission, diffuse reflectance (DRIFT), attenuated total reflectance (ATR) [36]) was
applied for studying biofunctionalised gold nanoparticles, as well as for the
detection and analysis of relevant biospecific interactions of the type ‘‘recognising
molecule—target molecule’’ (e.g., using antigen–antibody or lectin–carbohydrate
biospecifically interacting pairs) at the molecular level, where one type of the
molecules from a pair was conjugated with gold nanoparticles (Fig. 3.1). The
experimental results considered herein illustrate some possibilities of FTIR/SEIRA
spectroscopy complementary to those discussed in previous reviews on its appli-
cations in biological or biomedical fields [28, 33–35, 37].

3.2 FTIR Spectroscopy in Studying Gold Nanoparticles
Functionalised by Biomacromolecules

Virtually, the only significant intrinsic drawback of IR spectroscopy, as compared
with Raman scattering, consists in a very strong IR absorption of water in several
regions related to its O–H stretching and different bending vibrations. This fact is

Fig. 3.1 Schematic presentation of the processes of biospecific interactions between pure
biomolecules in solution (upper left-hand panel), functionalisation of gold nanoparticles by
biomacromolecules (middle left-hand panel) and biospecific interactions on functionalised gold
nanoparticles (FGNP; lower left-hand panel), as well as of the corresponding samples for FTIR
spectroscopic measurements in the transmission or ATR modes on ZnSe supports (right-hand
panels 1–3, respectively)
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of utmost importance, especially in biological and biomedical studies. Thus, if a
biological sample contains a substantial amount of water (or is studied wet, which
is sometimes practised for tissues and cells or even for biomacromolecules), in
order to obtain reliable spectroscopic data, the spectral contribution of water must
be carefully and fully compensated by its removal from the resulting IR spectrum
(e.g. by quantitatively subtracting the spectrum of water obtained from a similar
adequate ‘‘blank reference’’ sample). This is often a very challenging task, and it
may also be additionally complicated by multiple hydrogen bonding in which
water is readily involved. What is even more important, different types of such
hydrogen bonding can significantly (and, quantitatively, almost always unpre-
dictably) alter not only the intrinsic vibration frequencies of water contained in the
sample in an appreciable proportion, but also those of the functional groups of the
sample which are involved in the H-bonding. An alternative way of avoiding
water-induced ‘spectroscopic artefacts’ while using ‘wet’ samples in FTIR spec-
troscopic studies implies the analysis of FTIR absorption regions or selected bands
not overlapping with the typical water absorption regions.

In an earlier paper devoted to the development of SEIRA-based immunoassays
[38], silicon plates were used sputter-coated with a very thin (*10 nm) gold film.
Onto the film, either of the two proteins, glucose oxidase (GOX) or antibodies to
glucose oxidase (anti-GOX), was immobilised, and FTIR/SEIRA spectra were
compared for the immobilised protein and after its biospecific interaction with the
other one. Whatever the results, it has to be noted that damp samples (immediately
after their removal from the aqueous solutions) were used for measuring FTIR
spectra. Thus, it could be seen that the strong and broad water absorption, par-
ticularly in the region at *1,650 cm-1, completely masked the typical amide I
(*1,650 cm-1) and amide II (*1,540 cm-1) bands of the proteins, so that other
regions, with a few weak bands, were analysed [38].

In the next report from virtually the same group [39], goat anti-GOX immu-
noglobulin (IgG) and a few other immunoglobulins were conjugated with gold
nanoparticles (10 nm average diameter), the conjugates were collected by vacuum
filtering through porous Qualitative Polyethylene Infrared Cards (3M), and each of
their FTIR/SEIRA spectra was measured also on such a wet porous polyethylene
3M IR card. The amide I band of any of the IgG proteins used (at *1,650 cm-1)
could also not be observed in that case owing to the presence of liquid water on the
surface. However, it was specially mentioned [39] that the amide II region at
*1,540 cm-1, which was outside the water band absorption, was still not
observed in the spectrum of the antibodies. (We would like to note here that a
well-resolved amide II band at 1,540 cm-1 yet appeared in the SEIRA spectrum of
the colloidal gold/anti-GOX/GOX complex on a similar wet 3M IR card [39], i.e.
after the biospecific interaction of nanoparticle-conjugated GOX with anti-GOX;
see our discussion below in Sect. 3.3).

The absence of the typical amide II band in FTIR/SEIRA spectra of a protein
(IgG conjugated with gold nanoparticles), despite its being outside the water band
absorption, was intriguing. In order to check whether it was still the effect of water
or of the gold nanoparticle surface, a study was undertaken using ATR-FTIR
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(SEIRA) spectroscopy of dried films of 30 nm-diameter gold nanosphere–protein
conjugates [40].

The ATR-FTIR spectrum of pure staphylococcal protein A (shown in
Fig. 3.2a), widely used in immunoassays [41], represented characteristic IR
absorption regions of proteins, including the stretching modes of amide N–H at
3,290 and 3,077 cm-1 (on the background of a very broad absorption of carboxylic
and alcoholic O–H groups in side chains centred at about 3,400 cm-1); symmetric
and antisymmetric vibration bands of CH2 and CH3 groups of amino acid side
chains (within 3,000–2,800 cm-1); strong typical amide I and amide II bands
(representing mainly the stretching C=O and bending N–H modes of peptide
moieties, respectively, at 1,652 and 1,540 cm-1); bending CH2 modes at
1,453 cm-1; stretching C–NH2 of side-chain primary amines near 1,400 cm-1, as
well as various weaker bands related to C–N, C–O and C–C–O vibrations of the
protein backbone and amino acid residues under 1,350 cm-1 [36, 38–40, 42].

Interestingly, the spectrum of protein A conjugated with CG (shown in
Fig. 3.2b) was found to be essentially different from that of pure protein A
(cf. Fig. 3.2a). First of all, it should be noted that the amount of protein A in the
sample of its CG conjugate taken for ATR-FTIR measurement (see Fig. 3.2b) was
approximately fivefold less than that of pure protein A (see Fig. 3.2a). Never-
theless, the two to threefold higher absorbance values in maxima in Fig. 3.2b as
compared to those in Fig. 3.2a indicate that a SEIRA effect was observed with
enhancement factors of the order of 10–15. These values correspond largely to the
electrostatic and hydrophobic nature of the gold nanoparticle surface conjugation
with a biospecific probe due to the net effect of relatively weak non-covalent
interactions, which allows the nativity of biomacromolecules and their functional

Fig. 3.2 ATR-FTIR spectra
of dry films of staphylococcal
protein A: (a) pure (100 lg of
protein), (b) conjugated with
colloidal gold (20 lg of
protein; schemes of the
samples are shown above
each spectrum). All spectra
were measured on a standard
ZnSe 458 flat-plate ATR
contact sampler (12
reflections). Redrawn using
some data from [40] to
illustrate information
presented therein
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activity to be conserved (see [40] and references reported therein). It is known that
stronger chemical (covalent) interactions of adsorbed molecules with the metal
surface can result in enhancement factors increased by over one order of magni-
tude [32].

Second, the SEIRA spectrum (see Fig. 3.2b) showed that the amide N–H band
at 3,290 cm-1 (see Fig. 3.2a) virtually disappeared. Moreover, instead of the
amide I (1,652 cm-1) and amide II (1,540 cm-1) bands, in the SEIRA spectrum of
the dry film of the gold nanoparticle–protein A conjugate there appeared a single
intermediate strong peak centred at 1,596 cm-1 (with a shoulder at about
1,650 cm-1). These changes may indicate that N–H moieties of the protein are
directly involved in its interaction with the metal surface. Also enhanced are the
regions of C–NH2 vibrations near 1,400 cm-1 (see Fig. 3.2b), suggesting the
involvement of side chain amino groups, and of C–C/C–O vibrations
(1,150–1,000 cm-1). Note that according to the SEIRA theory [32], only those
molecular vibrations which appear perpendicular to the metal surface are
enhanced, accounting for the selectivity of enhancement.

Thus, the ATR-FTIR/SEIRA result obtained using the dried film of the gold
nanoparticle–protein A conjugate (see Fig. 3.2b; [40]) accounts for the absence of
amide II band in the SEIRA spectra of wet colloidal gold conjugates with
immunoglobulins discussed above [39]. In addition, the drastic changes in the
spectrum of protein A induced by gold nanoparticles upon conjugation can provide
evidence that protein molecules are attached directly to the gold nanoparticle
surface, which is of primary importance for the synthesis of haptens with colloidal
gold for subsequent immunisation of animals [43]. Thus, the FTIR-SEIRA
methodology may be used for controlling the bioconjugation process [40].

It may be reasoned that, upon protein conjugation with the surface of a nano-
particle, the protein conformation may undergo some changes. It is important to
emphasise that, if so, this could only partly, but certainly not fully, account for the
observed FTIR (SEIRA) spectroscopic changes, since the latter are expected to be
induced largely by the specific and selective surface enhancement of certain
functional groups most close to the gold surface, considering also the surface
selection rules for their vibrations [32]. For instance, conformational changes in
bovine serum albumin (BSA) upon its conjugation with gold nanospheres
(18 ± 2 nm in diameter) were also suggested [44] on the basis of comparative
Raman scattering and SERS spectroscopic data. Note that the S–S stretching
vibration of disulphide bridges observed in Raman spectra of BSA at 515 cm-1

was also observed in the SERS spectrum of BSA conjugate (with a slight shift to
520 cm-1) with a comparable intensity [44]. This result showed that the disulphide
bonds in BSA molecules remained largely unbroken upon BSA adsorption onto
the 18 nm gold nanospheres.

On the other hand, there is a noteworthy report [45] where BSA was used for
functionalisation of very small gold nanoparticles (less than 2 nm in diameter). For
the resulting conjugate, the involvement of –S–Au protein–nanoparticle covalent
bonds was proven by Raman spectroscopy (the S–S stretching mode of disulphide
bonds in BSA reported to be at 508 cm-1 was found to completely disappear upon
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BSA conjugation with the nanoparticles) and confirmed by calculations from
energy-dispersive X-ray spectra (EDS). As a result, the FTIR spectra of pristine
BSA and of the BSA–nanoparticle conjugate (both measured in dry powder pellets
pressed with KBr) were found to be essentially similar, including the typical amide
I (at 1,653 cm-1) and amide II (*1,550 cm-1) bands. This may be attributed to
the absence of noticeable conformational changes of the protein backbone upon
conjugation with such small nanoparticles. Last but not least, such small gold
nanoparticles (\2 nm) are characterised by the absence of surface plasmon reso-
nance owing to quantum size effects [45, 46] and, hence, lack of any selective
surface enhancement (SEIRA) effects which could affect the FTIR spectrum of the
conjugated protein.

A similar virtually undisturbed FTIR spectrum of pepsin (with the typical
amide I band at 1,648 cm-1 and amide II at 1,536 cm-1) was observed for a drop-
dried pepsin conjugate with small gold nanoparticles (3.5 nm in diameter) on a
Si(111) substrate measured in the diffuse reflectance (DRIFT) mode [47]. In that
case, however, a weak broad feature at 2,520 cm-1 (typical of the –S–H stretching
vibrations of cysteine residues in pepsin) was observed also in the conjugate,
showing that not all of the cysteine residues were bound to the gold surface.
Nevertheless, in that case 3.5 nm Au nanoparticles still exhibited a plasmon res-
onance band, which was reported to be initially at 512 nm and, for the conjugate in
aqueous suspension (at pH *3 common for pepsin), was observed in UV–Vis
spectra as a broadened peak at higher wavelengths (between 500 and 600 nm)
together with the absorbance at 280 nm (p–p* transitions of the tryptophan and
tyrosine residues in conjugated pepsin).

The FTIR spectroscopic data discussed above imply that in certain cases, e.g.
when the size of the gold nanoparticles used for conjugation with a protein is
relatively small (a few nm), the FTIR spectra of the pristine protein and of the
protein attached to the gold nanoparticles may well show similar patterns (with
much smaller differences than those seen in Fig. 3.2a, b, particularly in the amide I
and amide II regions within *1,700–1,500 cm-1). Of course, this spectroscopic
similarity would be additionally facilitated when the small Au nanoparticles lack
surface plasmon resonance owing to quantum size effects, so that no bands of the
gold-conjugated protein could be selectively surface-enhanced.

It may also be suggested that, when a protein is bound to the gold nanoparticle
surface largely by a number of covalent –S–Au bonds (rather than by non-covalent
bonds via adsorption), its FTIR spectrum may well be generally similar to that of the
pristine protein, showing only slight changes (e.g. in the secondary and/or tertiary
structure). For example, in a recent paper [48], transforming growth factor-beta 1
(TGF-b1) was shown to conjugate to gold nanospheres (*13 nm in average
diameter) via S–Au bonds. High-resolution X-ray photoelectron spectroscopy data
for the TGF-b1–Au conjugate showed that 70.2 % of the three-component sulphur
signal (S 2p) were due to S–Au bonds (the component at 162.1 eV), with the
remaining 17.3 % of free thiol groups (S–H, 163.2 eV) and 12.5 % of disulphide
(S–S, 163.8 eV), while pristine TGF-b1 contains only disulphide bonds in its
dimeric molecule [48]. In the FTIR spectra (measured in the reflection mode from

3 Infrared Spectroscopy in Studying Biofunctionalised Gold Nanoparticles 41



dry films on an Al plate), both the amide I and amide II bands were well resolved,
while the comparative analysis of the amide I band profiles showed substantial
conformational changes of TGF-b1 upon conjugation (note that the quantitative data
for the secondary structure components in pristine TGF-b1 were found to be close to
those for the NMR structure of solution-form TGF-b1 in the Protein Data Bank).

Yet, in many cases, FTIR data reported in the literature provide evidence for
noticeable changes, involving both the band positions and redistribution of
intensities, observed in FTIR spectra of proteins upon their adsorption onto gold
nanoparticles or gold films. This may be illustrated by marked spectroscopic
changes exhibited by an oligopeptide upon adsorption on gold nanoparticles. The
A3 dodecapeptide (AYSSGAPPMPPF, where A = alanine, Y = tyrosine,
S = serine, G = glycine, P = proline, M = methionine, F = phenylalanine)
contains amino acids capable of interacting with the Au surface via non-covalent
bonds. Its conjugate with gold nanospheres (*13 ± 3 nm in diameter determined
by TEM) showed a FTIR spectrum (measured from a film on a Si wafer) which
significantly differed from that of pure A3 [49] both in band positions and in
redistribution of intensities (Fig. 3.3).

3.3 FTIR Spectroscopy in Studying Biospecific Interactions
Involving Biofunctionalised Gold Nanoparticles

3.3.1 Immunochemical Interactions

It is well known that biomacromolecules which can be involved in biospecific
interactions of the type ‘‘recognising molecule—target molecule’’, when conju-
gated with gold nanoparticles, particularly via non-covalent bonding, most often

Fig. 3.3 FTIR spectra of free
A3 dodecapeptide (1) and A3
conjugated with gold
nanoparticles (2). Redrawn
using some data from [49]
(Supporting Information) to
illustrate information
presented therein
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retain their binding capability, which is used in various assays involving colloidal
gold bioconjugates [3]. In view of that, considering also the FTIR/SEIRA spec-
troscopic changes observed upon functionalisation of gold nanoparticles by bio-
macromolecules (see Sect. 3.2 and Fig. 3.2), it was of interest to study the FTIR
spectroscopic behaviour of the biospecifically interacting pair.

With regard to the biospecifically interacting pair protein A—immunoglobulin,
an important effect was observed after the immunochemical interaction of the gold
nanospheres/protein A complex with human immunoglobulin (hIgG) in solution
[40]. When the gold nanoparticles functionalised by protein A (antigen) were
mixed in aqueous suspension with traces of hIgG (antibody) dissolved in water
(see Fig. 3.1, lower left-hand panel), the resulting biospecific complex on gold
nanoparticles (see Fig. 3.1, lower right-hand panel, sample 3) exhibited further
FTIR spectroscopic alterations, in particular, in the amide I–amide II regions
(*1,700–1,500 cm-1).

In Fig. 3.4, FTIR-ATR spectra (in the most informative region under
2,000 cm-1) of dried films on a ZnSe support are shown for pure protein A
(spectrum a) as well as its conjugate with 30 nm gold nanospheres before (spec-
trum b) and after biospecific interaction with hIgG (spectrum c). The spectroscopic

Fig. 3.4 ATR-FTIR spectra
(in the region under
2,000 cm-1) of dried films of
(a) pure protein A (100 lg of
protein), (b) protein A
conjugated with 30 nm gold
nanospheres (20 lg of
protein), (c) the same as
(b) after interaction with
hIgG in aqueous solution
(schemes of the samples are
shown on the right-hand
panels). All spectra were
measured on a standard ZnSe
45� flat-plate ATR contact
sampler (12 reflections).
Redrawn using some data
from [51] to illustrate
information presented therein
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changes observed in going from spectrum b to spectrum c consist in the ‘resto-
ration’ of the main shape of the initial spectrum of protein A (see spectrum a), in
particular, the well-resolved amide I and amide II bands, with a ca. 15-fold
enhancement; the latter is somewhat smaller only in the C–C–O spectral region
(1,150–1,000 cm-1). This finding accounts for the appearance of the amide II band
observed after immunochemical interaction of gold nanoparticle-conjugated GOX
with anti-GOX on wet 3M IR cards, while the amide I band was still ‘obscured’ by
water absorption near 1,650 cm-1 [39], as discussed above in Sect. 3.2.

This result makes it possible to detect such immunochemical interactions using
the SEIRA effect with an enhancement factor found to be 10–15 [40], typical for
SEIRA of adsorbed biomolecules. Importantly, the addition of BSA, which does
not react with protein A, as a control to the colloidal gold/protein A complex had
no effect on its spectrum.

In is important to emphasise that the spectrum of pure hIgG (reported also for
comparison by [40], although generally resembling that of protein A (see
Fig. 3.2a), was shown to have some essential differences. The fact that spectrum c
in Fig. 3.4 (for the gold nanoparticle/protein A/hIgG complex) largely coincides in
shape with that of pure protein A (see spectrum a) and differs from that of the gold
nanoparticle/protein A complex (see spectrum b, Fig. 3.4) suggests that upon the
reaction of hIgG with protein A on the surface of gold nanoparticles, the config-
uration of protein A is modified. This is in line with the observations obtained
earlier using SERS spectroscopy for another immune reaction on colloidal gold
[50]. Moreover, it is unlikely that hIgG bound to protein A on gold nanoparticles
as an ‘outer shell’ (i.e. additionally separated from the CG surface; see Fig. 3.1,
lower right panel, sample 3) would exhibit any comparable SEIRA effect.

Note also that smaller gold nanoparticles (e.g., 15 nm in diameter) are more
stable in solution and, although giving a somewhat less clear-cut FTIR-SEIRA
spectroscopic changes than those observed on 30 nm particles (see [51] and ref-
erences reported therein), can also be used for the SEIRA spectroscopic detection
of biospecific interactions.

3.3.2 Lectin–Carbohydrate Interactions

A similar approach was attempted for FTIR spectroscopic investigation of lectin–
carbohydrate interactions [51, 52]. It should be mentioned that there are relatively
few reports related to lectin–carbohydrate specific biosensors (see, e.g. [53–56],
and references therein).

A plant lectin, wheat germ agglutinin (WGA), was used for functionalising gold
nanoparticles [52]. Wheat lectin (WGA) has been reported to induce multiple
metabolic effects in wheat-associated rhizobacteria under appropriate conditions
(see [51, 57], and references reported therein). The development of such effects is
commonly initiated by biospecific interactions in a pair ‘‘receptor molecule—
target molecule’’. In particular, WGA is well known to specifically bind N-acetyl-
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D-glucosamine (GlcNAc) residues (see, e.g. [58], which are present in some
bacterial cell-surface biomacromolecules, thus bringing about the aforementioned
multiple metabolic effects in bacterial cells under appropriate conditions.

Gold nanospheres (mean diameter 15 nm) functionalised by WGA were found to
give SEIRA spectroscopic changes, as compared to pure WGA (cf. Fig. 3.5a, b),

Fig. 3.5 FTIR spectra of
dried films of (a) pure wheat
germ agglutinin (WGA; ca.
20 lg), (b) its conjugate with
15 nm gold nanoparticles
(ca. 10 lg of WGA), as well
as (c) the same as (b) after
interaction with 5 lg
(GlcNAc)3 in aqueous
solution. All spectra were
measured in the transmission
geometry on standard ZnSe
crystal discs (Ø 13 mm,
2 mm thick). Redrawn using
some data from [51, 52] to
illustrate information
presented therein

3 Infrared Spectroscopy in Studying Biofunctionalised Gold Nanoparticles 45



similar to those for the protein A–gold nanoparticle system (see Fig. 3.4a, b). For
WGA, the region of amide I and amide II bands is represented by maxima at 1,651
and 1,545 cm-1, respectively, in agreement with the FTIR data reported earlier [58].

In the FTIR absorption spectrum of the dried film of the WGA-gold nanopar-
ticle conjugate (Fig. 3.5b), instead of typical well-resolved amide I and amide II
bands, there is an intermediate strong band centred at 1,571 cm-1 superimposed
on the amide I and II band residues. In addition, there appears a strong band at
1,398 cm-1. These changes, although less clear-cut than in FTIR-ATR spectra of
30 nm gold nanoparticles (see Fig. 3.4), are analogous to those observed in the
FTIR spectrum of protein A conjugate with gold nanospheres measured in the
transmission geometry [59]. These changes reflect the interactions of amide
moieties and amino groups with the gold nanoparticle surface, in agreement with
the conclusions drawn by other authors (see above; [51] and references therein).
Note that proteins adsorbing onto the gold nanoparticle surface have been shown
[60] to displace citrate ions weakly bound at colloidal gold particles formed upon
reduction of [AuCl4]– ions by citrate. The SEIRA enhancement factors for the
WGA-gold nanoparticle system (Fig. 3.5b) were estimated to be also around
10–20 for different bands [52], depending on the orientations of transition dipole
moment (TDM) components relative to the metal surface.

After biospecific interactions of the WGA-gold nanoparticle system in aqueous
suspension with the GlcNAc trimer, (GlcNAc)3 (N0, N00, N000-triacetylchitotriose),
further IR spectroscopic changes are observed (Fig. 3.5c). In particular, separate
amide I and amide II bands have restored, in line with the spectroscopic changes
observed for the protein A–hIgG system (cf. Fig. 3.4b, c). As mentioned above, such
changes imply that upon biospecific interactions of the proteins with their target
molecules, the configuration of the protein attached to the gold surface is modified.
This conclusion is in agreement with the observations reported earlier for an immune
reaction on colloidal gold using SERS spectroscopy [50]. It was also shown using
FTIR spectroscopy [58] that WGA interaction with GlcNAc oligomers as well as
with GlcNAc-bearing liposomes is accompanied by conformational changes in the
lectin molecules reflected, in particular, in the amide I band profile.

Thus, the FTIR-SEIRA spectroscopic methodology has been shown to be
applicable to the detection of lectin–carbohydrate biospecific interactions, using
the example of WGA-gold nanospheres interacting with GlcNAc-containing
haptens [52] and also with GlcNAc-containing bacterial cell-surface macromole-
cules [61], in line with their involvement in plant-bacterial interactions via WGA-
mediated signalling.

3.4 Conclusions and Outlook

Applications of modern FTIR spectroscopy (in different modes) in biological fields
continue to grow, and this is a logical consequence of its versatility, sensitivity,
informativity and non-destructive nature. Nevertheless, as has been shown by
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several examples in this chapter, further development of FTIR methodology in
nanobiotechnology and nanobiosensing is very promising. This concerns not only
structural studies of nanomaterials, but also sensitive monitoring of the bioconju-
gation processes involving metal nanostructures, resulting in their biofunctionali-
sation. A separate important field relates to further exploiting the surface plasmon
resonance properties of biofunctionalised metal nanoparticles and their surface
enhancement effects, in particular, SEIRA in FTIR spectroscopy, which has so far
been underestimated. Finally, the possibilities for a sensitive detection of various
biospecific interactions using FTIR/SEIRA spectroscopy on gold nanoparticles,
illustrated in this chapter, should be further developed for a range of nanoparticles of
different metals, shapes, sizes and functionalising bio(macro)molecules.
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Chapter 4
Formation of Nanoparticle Chains Within
Liquid Crystal Defect Arrays

L. Pelliser, D. Coursault and E. Lacaze

One of the specific challenges in the study of nanomaterials is the assembly of
nanometer-sized objects in macroscopic assemblies. Such materials can find new
applications in both research and engineering according to the researcher’s
capability to interact with a large number of particles at once, while controlling
their final state [1, 2]. Gold nanoparticles, thanks to their highly tunable optical
properties, are thus one of the most studied nano-objects alongside carbon nano-
tubes (CNT). Their localized surface plasmon resonance (LSPR) offers numerous
size- and environment-dependent measurable effects. This property leads to an
interest in methods to manipulate the surroundings of such particles and, in par-
ticular, the neighboring nanoparticles, which highly influence the optical response
of the observed NPs.

Here, we are studying the possibility of creating a large structure to guide the
gold nanoparticles in forming a series of parallel chains of nanoparticles [3], with
the final goal of having the particles being close enough to each other for an
interaction to be detected. A promising solution to that goal was the use of liquid
crystals (LC). They are indeed able to provide us with anisotropic structures [4–6]
which could be used to trap the nanoparticles and, more importantly, could lead to
an anisotropic optical response of the nanoparticles (NP).

Although both nematic and smectic liquid crystals can lead to linear structural
topological defects, smectics appear to be more adapted to our requirements as they
allow better trapping and alignment compared to nematics [7–9]. These defects are
able to host impurities or, here, nanoparticles, and thus constitute a strong candidate
for the goal of assembling these nanoparticles in long-range linear structures.
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4.1 Oily Streaks in Liquid Crystal

The liquid crystal used in the experiments described in this paper is the 4-n-octyl-
4
0
-cyanobiphenyl, more commonly called 8CB. At room temperature, this material

is in a smectic A phase, and therefore, constituted of a series of parallel layers.
Each of these layers is made of numerous 8CB molecules roughly parallel to each
other and being normal to the layer itself. 8CB is characterized by an ordinary
index perpendicular to the molecules, no = 1.52 and an extraordinary index,
parallel to the molecules, ne = 1.67.

The smectic layer will be influenced by the two boundaries on each side of the
liquid crystal; the contact surface with the air above the 8CB and the contact surface
with the substrate under the 8CB. While there is no specific condition relating to the
air (room temperature being the only one), the substrate must be prepared in a
specific way to allow the creation of the oily streaks. In this paper, the substrate was
made of a polymer, poly vinyl alcohol (PVA). Once the polymer has been deposited
on a glass sample, the substrate is rubbed in order to create a planar anchoring of the
8CB molecules on it, which will in combination with the anchoring on air, lead to
the correct boundary condition for the creation of the desired structures. The liquid
crystal is then deposited with, if required for the experiment, nanoparticles.

The planar unidirectional anchoring implies that the layers of liquid crystal will
have their director vector (the directional vector of the LC molecules inside a
layer) parallel to the substrate itself, the rubbing ensuring that this direction will be
the same all along the sample. On the second boundary (liquid crystal/air), the
anchoring is homeotropic, with the director vector (and so the molecules) per-
pendicular to the boundary itself. The liquid crystal is therefore forced to have two
different directions on each of its boundaries which leads to the structures studied
in our work, the so-called oily streaks (Fig. 4.1a) [4, 5, 10].

Fig. 4.1 a, b Oily streaks created by the deposition of LC on rubbed substrate (PVA), with
defect areas (curvature planes between two consecutive hemicylinders—W on the picture—and
curvature centers, the so-called disclinations—D on the picture) highlighted. c Structure of the
inner layers of the LC, near the substrate, with a distortion under the form of a rotated grain
boundary taking place close to the curvature center
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Michel and coworkers dealt with such structures (on another substrate, MoS2)
and made a first set of experiments, observations, and analysis of these oily streaks
[11]. It established a first model of the behavior of the layers, describing them as a
series of parallel flattened hemicylinders (Fig. 4.1a) with, as shown in Fig. 4.1b,
two types of defects: the curvature walls and disclinations. He has shown that the
disclination corresponds to a substructure close to the substrate, associated with a
rotating grain boundary which replaces the rotating layers too close from the
curvature centers (Fig. 4.1c).

4.2 Nanoparticle Deposition

The trapping phenomenon was first studied through fluorescence microscopy
illuminating and observing quantum dots, QD (CdSe-ZnS, diameter of 5 nm,
purchased from Invitrogen, kex = 440 nm, kem = 565 nm) deposited together
with 8CB liquid crystal above a PVA substrate (30 lL of a solution with 1012 QD/
L and 5.10-3 M/L of 8CB diluted in toluene, leading to a 0.7 QD/lm2 surface
concentration). Fluorescence microscopy image evidences the alignment of QDs in
chains as long as tens of micrometers (Fig. 4.2, bottom).

The presence of QDs was then observed in alignments separated by a distance
similar to the one between various walls (between 0.64 and 7.5 lm for the PVA/
8CB combination, with strong LC thickness variation explaining the large range of
distances). This observation leads us to conclude that essentially one area per
hemicylinder is occupied by a nanoparticles alignment. These alignments appear
to be small segments of emitting nanoparticles, but the fluorescence microscopy
does not allow the observation of further details of their organization, such as the
length and width (expressed in number of particles in close distance to each other)
of these segments.

Further observations done with gold nanoparticles (diameter of 3.8 nm, coated
with dodecanethiol in toluene solution and purchased from Aldrich) were thus
made in order to obtain more precise data about these apparent chains, constituted
of multiple photoluminescence spots from the particles themselves. QDs are
replaced by GNPs and the concentration is then increased by four orders of
magnitude as extinction measurement is done on the new sample. The result as
shown in Fig. 4.3 indicates the extinction peaks for incident light polarized parallel
(red) and perpendicular (black) to the oily streaks.

It appears that the parallel light extinction peak is redshifted compared to the
perpendicular one. The plasmon resonance in isotropic media is known to redshift
in such a way that the refractive index increases [12, 13]. However, the index of
the liquid crystal in the parallel orientation (1.52) is smaller than in the perpen-
dicular one (from 1.52 to 1.67 according to the orientation of the smectic layer
rotating within the hemicylinder). The influence of the liquid crystal should then
have blueshifted the parallel light extinction peak instead of redshifting it, meaning
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that the displacement observed cannot be explained by the sole presence of the
8CB structures.

The other explanation is thus the only other interaction the particles have with
each other, if they are close enough to experience an electromagnetic coupling
[13]. The same coupling phenomenon happens when the particles are deposited on
a substrate lacking the liquid crystal. In Fig. 4.3b can be seen the extinction spectra
of various areas of GNP deposited on rubbed PVA deprived of LC. The particles
there form networks of GNP close to each other, with the LSPR being redshifted
due to the coupling phenomenon. Subsequent observations in that case showed no
difference between the wavelengths of the surface plasmons in the two polarization
angles parallel and perpendicular to the rubbing direction (Fig. 4.3a). This can be
explained by the random orientation of the network formed by the coupled
particles.

In Fig. 4.3c, the extinction of NPs diluted in toluene is superimposed to that of
the NPs in smectic oily streaks for the perpendicular light extinction, while the

Fig. 4.2 (top left) Optical microscopy picture of 8CB deposited on rubbed PVA, polarizer/
analyser crossed. (top right) Zoom on a series of oily streaks interrupted with large birefringent
structures. (bottom) Quantum dots observed through fluorescence microscopy, showing the
alignment of the particles in the direction of the streaks
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aforementioned redshift is visible between that reference measurement and the
parallel light extinction. This allows us to conclude that the coupling phenomena
only applies in the parallel direction, the plasmon properties in the perpendicular
ones being left mainly untouched. The chains observed on this part of the sample
can thus be considered to be straight, parallel to the oily streaks, and to have a
width of a single nanoparticle. Indeed, a different shape or orientation would have
led to a partial coupling being measured on the perpendicular polarization, then
visible through a shift from the spectrum of GNP diluted in toluene.

The value of the redshift being dependent on the distance between the particles
and on the number of particles coupled together [14], the more flattened nature of
the parallel light extinction curve leads to argue that either this distance or the
number of involved GNPs does vary among the deposited particles. When
simulated through a DDA approximation [15] by our colleague G. Levi from

Fig. 4.3 a Extinction spectrum of GNPs in toluene. b Extinction spectra of GNPs deposited on
PVA (3.1017 GNP L-1) at various local concentrations, arranging themselves in networks of
particles close to each other, showing the redshifting of the plasmon peak due to interparticle
electromagnetic coupling. Highlight of the wavelengths of the plasmon peaks for this sample and
for the isolated GNPs in toluene is made. c Extinction spectrum on the GNPs deposited on PVA
with smectic 8CB (3.1016 GNP L-1), divided in the polarizations parallel (red curves) to the oily
streaks and perpendicular to them (black curves). The extinction of the GNPs in toluene is shown
in green dotted lines. d Extinction spectra on another area of the same sample as c, divided in the
polarizations parallel (red curves) to the oily streaks and perpendicular to them (black curves)
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Itodys-Paris-France, chains of coupled GNP particles (separated by 1.5 nm of thiol
each, in a material with the ordinary index of the 8CB) lead to redshifts valued
between 17 and 40 nm with respect to isolated GNPs in toluene, increasing with
the number of particles in a chain with equidistant particles. The value experi-
mentally observed, in Fig. 4.3c, being 34 nm, thus indicates that the chains formed
on the sample are more likely to be long ones (eight or more GNP) rather than
short fragments. However, those chains should be of a limited size, as the analysis
of Fig. 4.3d will show.

Also to be considered is the higher intensity of the 3.c black spectrum (per-
pendicular to the streaks), which can be explained by the presence of a second
source of extinction at this wavelength, isolated particles inside the chains. They
indeed lead to the presence of one band at this wavelength, either parallel or
perpendicular to the oily streak. Their presence consequently increases the
intensity of the perpendicular band’s peak and enlarges that of the parallel band,
which would have been of higher intensity in absence of the isolated nanoparticles.

These results show that gold nanoparticles deposited on these liquid crystal
linear defect structures are assembling themselves in a mix of long, unidirectional
chains all over the sample, composed of groups of electromagnetically coupled
particles and isolated ones, possibly also trapped in smectic defects.

Nevertheless, an observation in another area shows a slightly varying optical
extinction, see Fig. 4.3d. The global intensity is higher, indicating a larger local
GNPs concentration. The extinction curve associated with the polarization per-
pendicular to the streaks has a lower intensity and a wider shape and that associated
with parallel polarization is more redshifted than in Fig. 4.3c with respect to iso-
lated GNPs in toluene, being redshifted to 44 nm instead of 34 nm. The reduction in
the intensity of the perpendicular peak appears to be caused by a reduction of the
isolated particles as more chains are being formed along the defects. The perpen-
dicular peak’s shape change is interpreted as being caused by a slight coupling
between parallel chains when the concentration increases. However, the remaining
large redshift between the two extinction curves (around 40 nm) indicates a largely
higher coupling parallel to the oily streaks associated with even longer chains than
in Fig. 4.3c. We have thus performed simulations of the extinction of infinite chains
parallel to the oily streaks in a dipolar approximation. Figure 4.4 shows the cor-
responding evolution of the wavelength for the extinction band when the distance
between GNPs increases, the calculation being performed in a homogeneous thiol
index (n = 1.458). We obtain from this curve that for our GNPs of diameter
3.8 nm, a distance between GNPs of 4.5 nm is obtained. In other words, the
dodecanethiol between the GNPs is highly compressed since its size varied between
1.5 nm for an extended molecule and 0.7 nm between two neighboring GNPs. This
is interpreted as due to the large van der Waals attraction between gold GNPs when
they are 1D localized within a smectic defect.

The observations realized on the various samples made during this study show
finally that particles are clearly concentrating in thin and straight defect lines
which force them to form unique straight chains if concentration is small enough,
leaving vast empty areas in-between, as also shown by fluorescence microscopy
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with QDs. This suggests the presence of a long-range interaction attracting the
GNP toward the defect lines as the GNP could be causing an elastic distortion of
the liquid crystal around them, while the defects themselves create a favorable area
to trap the particles [16, 17]. When the concentration starts to increase, either thin
ribbons are formed around the initial chains, or chains close to each other start to
interact laterally.

The defects described previously appear to allow the trapping of foreign objects
[3]. This phenomenon can be explained by the impurity behavior of the particles
[18–21], as they will keep trying to reach the most energy-favorable areas of the
oily streaks. These trapping areas, such as the walls of the hemicylinders and the
centers of curvature, will allow the trapping as the deposition of the particle on them
will result in an energy gain of the order of 60 times the thermal energy incurred by
the phenomenon (elastic gain in presence of a nanoparticle which replaces part of
the deformed area of a curvature wall, a2.K/l, with K the curvature modulus for the
wall—10-11 J/m, l the penetration length—1 nm—and a the size of the NP—4 nm)
[9, 21, 22]. The defect must be of small size to induce formation of straight chains.
We thus believe that it must be a dislocation which can be present at the basis of the
curvature wall [23], or within the rotating grain boundary.

Once the particles are trapped into the defects, they would retain some mobility
as they remain inside the defect, but could be affected by van der Waals interaction
once close enough to other particles (distance equal or smaller to the diameter of
the particle itself), leading to the formation of the chains.

In conclusion, it appears that, with the various experimentations presented in
this paper, the oily streaks formed by the deposition liquid crystal on a substrate of
rubbed PVA on glass can guide the positioning of gold NPs and QDs. The GNP
used here assembled themselves in chains situated on the liquid crystal defects, in
their dislocations. These chains, being unique, are then perfectly aligned with the
axis of the oily streaks, with the particles close enough to each another to allow a
coupling phenomenon to be detected through their extinction spectra.

Fig. 4.4 Wavelength
reduction as the
interparticular distance
between GNP in
homogeneous thiol increases
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A comparison of these spectra with theoretical models indicated that the thiol
coatings of the particles forming the chains are being compressed, due to the van
der Waals interactions.

This phenomenon opens interesting developments in both theoretical and
practical research. As it should allow the production in large scale of chains or
ribbons of coupled particles, this structure could for example, be used for plasmon
signal guides, with obvious applications in signal transmission with potential Joule
effect reduction and massive advantages in all technologies where electromagnetic
compatibility is an issue (i.e., almost all modern microelectronics and especially
air and space onboard systems).

Beyond this obvious engineering prospect, another logical development, here a
theoretical one, shows itself in the study of this structure with other types of
nanoparticles. As such, we are actually working with the positioning properties of
anisotropic nanorods to study the possible orientation effect the linear defects
could have on them.

4.3 Experimental Section

The optical properties of GNPs were investigated with a LOT Oriel MS260i
spectrometer coupled to an upright optical microscope (Olympus BX 51) to probe
a 40 9 40 lm area. QD fluorescence was observed with an inverted Olympus
IX71 optical microscope with an oil-immersed objective (x100, NA = 1,4)
connected to a CCD camera.
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Chapter 5
Carbon Nanotubes Deagglomeration
in Aqueous Solutions

E. O. Kovalska and Yu. I. Sementsov

5.1 Introduction

Since the discovery of carbon nanotubes (CNTs) [1] had attracted the interest of
both the scientific and industrial community with a hope to develop various
frontiers in the field of nanotechnology. The intriguing properties of CNT are
believed to open new prospects in the material science, especially in the field of
polymer-based composites. The various techniques of incorporation of CNT in
polymer matrices were designed for the fabrication of new advanced materials
with multifunctional properties [2].

The role of CNTs in polymer-based composites can be different [3–6]. For
example, nanotubes provide strength and stiffness [7], as evidenced by the high
tensile modulus (*1 TPA) [8]. The introduction of single-walled carbon nano-
tubes (SWCNTs) (2 wt.%) on polymer matrices increased the Vickers hardness by
3.5 times, and thermal conductivity with the introduction of 1 wt.% SWCNTs by
two times. Adding of 1 wt.% of nanotubes increases the elastic modulus and
tensile strength of polystyrene by 42 and 25 wt.%. The damping ability of poly-
mers with the introduction of CNTs increases dramatically, which is connected to
the interfacial sliding on the edge of the matrix filler. Thus, the modulus of loss of
polycarbonate with the introduction of 2 wt.% SWNTs increases more than an
order of magnitude and reaches 150 MPa [9]. Nanotubes could serve as a source of
electromagnetic radiation with high efficiency, since the introduction of nanotubes
significantly enhances the mechanical, electrical, and thermal properties of poly-
mers. We can create antiradar coverage based on such composites. Adding of
CNTs to expand a range of operating temperatures of composites due to higher
transition temperature in the glassy state allows to change the structure of the
matrix and increase the degree of crystallinity, etc.
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However, in order to exploit the exceptional properties of CNT one has to know
a strategy for reproducible, stable, and uniform dispersion of CNT in the
composites.

CNTs are often dispersed as aggregates in the matrix due to strong Van der
Waals’ interaction. In addition, certain properties of the host polymer matrix like
wetting, polarity, crystallinity, melt-viscosity etc., add to the challenge of
obtaining a percolative ‘‘network-like’’ structure of CNT in the composites.

In the past few years, several review articles have been published on various
aspects of polymer/CNT composites including their preparation and CNT selection
[10–18].

So, the problem is to prepare high stable CNT’s dispersions for creation new
material with new expected properties. CNTs are perspective material for creation
new composites due to their unique structure and combination of high durability,
electro-, and thermoconductivity [19]. In this work, we have studied a deag-
glomeration of CNTs in aqueous solutions of different compounds by a number of
methods.

5.2 Materials and Methods

CNTs were obtained by the catalytic chemical vapor deposition (CCVD) method
by pyrolysis of ethylene, propylene, or propane-butane on complex metal oxides
catalysts [20].

Synthesis of CNTs using CCVD-process is carried out in flow reactors under
inert environment at temperatures of 500–1,100 �C (Fig. 5.1). The first and crucial
formation stage of CNTs is a heterogeneous reaction of decomposition of
hydrocarbons or disproportionation of carbon monoxide on the surface of metal
particles. Then carbon diffusion is lower and the nucleation and growth of nano-
carbon take place from the region of high chemical potential to the part of metal
catalyst particles. If the speed of carbon delivery on the working surface of the
catalyst particles exceeds the diffusion speed, the carbonization of catalyst appears
and, consequently, its decontamination and termination of growth of nanotubes
take place [21, 22]. The most adequate to the conditions of CCVD process con-
sidered to ‘‘vertex’’ model (Fig. 5.2) of CNT’s growth [23], but these methods do
not provide the confident record kinetic parameters for CNT growth and
fabrication.

For the production cycle (90 min), about 0.5 kg of nanocarbon product con-
taining 20 % mineral impurities of the catalyst residue is needed. At the end of the
loop, the reactor is filled with fluidized product for 1/2–2/3 volume. Removal of
mineral impurities is produced by treatment with a mixture of ammonium biflu-
oride and hydrochloric acid [24].

The CCVD method gives the CNTs agglomerates in the form of tubes entan-
gled with each other, with the size of 20–500 microns. Due to Van der Waals
forces that hold the CNTs in agglomerates, they are extremely difficult to disperse
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and align in a polymer matrix. At the same time, high-performance composite
materials filled with CNTs can be obtained under the condition of uniform dis-
tribution in the polymer matrix which leads to find an effective method of dis-
persing the agglomerates of CNTs.

The most common and widely used methods of homogenization are ultrasonic,
vortex, and cavitation treatments. There are the following processes: instantaneous
mixing without separation, destruction of aggregate state, activation of chemical
bonds, dispersion, and depolymerization and, finally, homogenization. Treatment
with ultrasound, mixing, and adding surfactants improves the properties of the
composite, but does not improve the mechanical properties on the expected level.

In this paper, different methods were used for multi-wall carbon nanotubes
(MWCNTs) dispersion: the deagglomeration process of MWCNTs in ultrasonic
dispergator (UZDN-2T), the device which is working on the principle of cavitation
and the universal rotating homogenizer. Previously, the CNT’s dispersions were
prepared: aqueous solution (glucose/CNTs), aqueous solution of CNTs; alcoholic

Fig. 5.1 Pilot plant synthesis of CNTs (a), scheme of reactor for synthesis of carbon nanotubes
by Chemical Vapor Deposition (b)

Fig. 5.2 The ‘‘vertex’’
model of catalytic growth of
CNTs [23]
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solution (ethanol/CNT’s); water-soluble polymer; and ionic surfactant system/
CNT’s [25]. Analysis of agglomerates was carried out by laser correlation spec-
troscopy (LCS). Distribution of particles’ size was determined by laser correlation
spectrometer « ZetaSizer-3 » (Malvern Instrument, UK) with the adaptor 7032
and Helium–Neon laser PH-111, 25 mW, k = 633 nm. Studied suspension (1 ml)
was put in cylindrical optical glass cell with 10 mm in diameter and placed in the
thermostatically controlled cell of laser correlation spectrometer. Registration and
statistical processing of the laser radiation were performed for 300–400 s. The
resulting autocorrelation function (ACF) was treated using the PCS-Size
mode [19].

5.3 Results and Discussions

The SEM and TEM images of CNT’s agglomerates are presented on Fig. 5.3 [26].
The length of nanotubes is 20–500 microns, average diameter is 10–20 nm, external
diameter is 20–50 nm, purity—about 99 %, specific surface area determined by
argon desorption is 200–400 m2/g, and bulk density is within 20–40 g/dm3.

It is well known that size, structure, and form of the synthesized product are
determined by catalyst in CCVD method [27]. Complex oxide catalysts
(Al2FeMo0,21) containing iron for growth of CNTs have been synthesized by
coprecipitation method [28]. As we can see, the size distribution of CNT’s
agglomerates replicates the distribution of catalyst particles (Fig. 5.4) [26].

Fig. 5.3 SEM and TEM images of CNTs agglomerates are obtained by CCVD [26]
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Synthesized agglomerates of CNT’s were used for preparation of aqueous
dispersions. The data about dispersions are collected in the Table 5.1: CNT’s
water systems that were studied, their time and type of treatment, the size of
deagglomeration nanoparticles in water, and time of the existence of a stable
system.

Published data show the following. That aqueous dispersion of CNTs could be
stabilized through the addition of naturally occurring humic and fulvic acids
[29, 30] acting in a similar fashion to surfactants [31]. Purified MWCNTs were
shaken with an excess of MWNT-derived FAs in HCl solution, followed by
centrifugation to remove any large aggregates. The dark gray supernatant is stable
for at least 2 months. On contacting with 1.0 M NaOH solution, precipitation of
the MWCNTs occurred due to leaching out of the surface adsorbed FAs. However,
the solution is colorless due to a low concentration of FAs.

The dispersion test was conducted in ethanol solution for several concentrations
of the MWCNTs [32]. Typical vials with samples in ethanol solution were

Fig. 5.4 Comparison of particle sizes determined by laser scanning method and statistical
processing of microphotos (– laser scanning, - • - statistics microphotos): original catalytic
particles (a); agglomerates of MWNTs (b) [26]

Table 5.1 The characterization of carbon nanotube dispersions

Water systems Type of
treatment

Time of
treatment,
min

Distribution
of
CNTs-size

The stability
of
dispersions

C6H12O6/CNTs Ultrasound 10–20 1–100 micron Non
H2O/CNTs Cavitational 2–4 1–100 nm Non
C2H5OH/CNTs Rotary

homogenizer
2–5 450 nm Non

Water-soluble polymer and ionic
surfactant system/CNTs

Rotary
homogenizer

2–5 150–400 nm Half year
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sonicated for 20 min and then incubated at room temperature for a certain period
of time. Due to the increasing of amount MWCNTs, the initial transparent gray
color became dark and turbid. The highly dispersed MWCNTs were visually
observed as black solutions without precipitation upon prolonged standing
(2 months). At concentrations of 1.4 and 5.7 mg/dm3 (MWCNTs/ethanol), the
dispersion was apparently transparent without sedimentation. When the concentra-
tion of the MWCNTs in ethanol was 14 mg/dm3, the dispersion became opaque
black, but no precipitation was observed. At concentrations of more than 14 mg/dm3,
sediment was found at the bottom of the flask after two days. The dispersibility of
the MWCNTs in ethanol was estimated to be *14 mg/dm3, corresponding to the
amount of MWCNTs dispersible in ethanol in this work. In addition, the MWCNTs
revealed a higher dispersibility (40 mg/dm3) in 1,2-dimethylformamide (DMF) than
in ethanol.

In the work [33] was demonstrated the excellent dispersion of MWCNTs in
aqueous sodium dodecyl sulfate (SDS) solutions. The minimum SDS to MWCNT
ratio of 1.5–1 by weight is required to achieve dispersions with maximum
achievable dispersion of MWCNTs in the aqueous SDS solution. The maximum
concentration of MWCNTs that can be homogeneously dispersed is about
1.4 wt.%; for higher concentrations of MWCNTs, and accordingly of SDS, no
valuable dispersion and stabilization of the MWCNT in the aqueous solution is
achieved, most probably by the depletion-induced aggregation of the MWCNTs.
The presented results allow control of the dispersion and stabilization process of
MWCNTs in aqueous SDS solution.

LCS results have shown that treatment of dispersant gives the particles with
different size for the system water/CNTs (with concentration of CNTs 0.05 wt.%
by weight)—100–3,000 nm, and for concentration of 0.2 wt.%—10–100 nm and
1.000–5.000 nm. Dispersion in ultrasonic installation UZDN-2, within the same
method of control allows for a system of water—0.2 wt.%. CNTs particle size
10–200 nm, and for the same system with glucose concentrations of 3 and 5 wt.%
particle size 1–100 nm. In Fig. 5.5 is given the primary form of distribution
function of particles size for various systems. It is shown that ultrasonic disinte-
gration in aqueous medium at dispersant UZDN-2 does not give significant size
changes of agglomerates (Fig. 5.5a). Since the initial particle size of
20–500 microns CNTs and CNTs take the form of dispersed oblong particles with
diameters of order 0.5–1.0 microns and a length of 5–100 microns. Hydrogen
system with glucose gives spherical particles with sizes of 1–100 microns. The
level of homogenization in a facility that works on cavitation regime, significantly
higher, and depends on the concentration of CNTs in hydrogen environment. Thus,
for the concentration of 0.05 wt.% CNTs shares gain size in the range of
0.2–1.0 mm (Fig. 5.5b), and the processing system with a concentration of
0.2 wt.% CNTs observed the presence of such particles: 0.01–0.1 microns and
1.0–5.0 microns. Processing on a rotating homogenizer alcohol solution CNTs
(Fig. 5.5c) leads to the formation of uniform particles with sizes of 450 nm.

As previously noted, adding surfactants improves the properties of the com-
posite. Generally, hydrophobic interactions between the apolar hydrocarbon chains
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of surfactants and the highly conjugated walls of MWCNTs enhance the elec-
trostatic repulsive force and steric hindrance between individualized MWCNTs.
Thus, they account for the stabilization of CNTs in aqueous systems. However,
when it comes to the explanation of the distinct dispersion behavior of differently
functionalized MWCNTs in the presence of different surfactants, no simple con-
clusion can be made. Nonetheless, based on the chemical structure of the sur-
factants and the differently functionalized MWCNTs, certain interactions, shown
in Fig. 5.6 contribute to the observed behavior.

Chemical structures of the surfactants used are shown below the corresponding
abbreviation. CTAB and Brij76 are above the critical micelle concentration
(CMC), whereas the concentration of SDS is below CMC. For the sake of sim-
plification, MWNTs are shown as a line instead of tubes (scheme not to scale) [34].

The influence of adding surfactant to the dispersion stability was investigated
by other researchers. In this paper [35] was shown that the surfactants successfully
stabilized the aqueous CNT dispersions, whereas in the absence of surfactants they
rapidly sedimented. The concentration of each surfactant was approximately
0.3 wt.% and the concentration of CNTs used for their homogeneous dispersions
in aqueous solution was 0.02 wt.%.

Comparative studies on dispersing of MWCNTs using two anionic surfactants
(sodium dodecyl sulfate, SDS, and sodium dodecyl benzenosulfonate, SDBS) are
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Fig. 5.5 The distribution of agglomerates CNTs size: ultrasound treatment 3 % aqueous solution
of glucose with 0.067 wt.% CNTs (a); hydrogen cavitation processing system with 0.05 wt.%
CNTs (b); processing on a rotating homogenizer solution alcohol solution (ethanol) CNTs (c)
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presented [36]. The studies were conducted on the surfactant concentrations that
were close to the CMC. The stability of CNTs suspensions obtained for surfactant
solutions at concentrations lower than the CMC was investigated. It was also found
that the surfactant structure influence on the diameter distribution of dispersed
CNTs.

Suspension in the 1 wt.% concentration was stable used only 20 dmb %
copolymer as dispersant [37]. An important factor contributing to the good dis-
persion of MWCNTs in ethanol solution was the affinity due to chemical inter-
calation between copolymer and MWCNTs. Steric stabilization was realized to
impede the van der Waal’s adherence between one MWCNT and other bundles of
MWCNTs in the system; depletion stabilization would also exist which needed to
be proved by further research. Consequently, the copolymer with basic groups
which had strong affinity to the tubes was an efficient dispersant for MWCNTs in
ethanol solution.

Fig. 5.6 Schematic representation of possible interactions between MWCNTs and different
surfactants upon sonication [34]
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We established that water-soluble polymer and ionic surfactant system/CNTs
could obtain highly stable solution with a particle size from 150 to 400 nm during
the process in universal homogenizer. Particle size depends on the concentration of
components in the system. Figure 5.7 presents the results of treatment of the
water-soluble polymer and ionic surfactant system/CNTs on a rotating homoge-
nizer; monodisperse distribution of sizes from 220 to 450 nm with an average size
of 360 nm (Fig. 5.7a); solution diluted five times, a stable suspension of nano-
particles with an average size of 300 nm (Fig. 5.7b); in polymodal approximation
there of smaller fraction of the size about 150 nm (Fig. 5.7c). The appearance of
particles on the glass after treatment is shown in Fig. 5.8.

Fig. 5.7 Results of treatment of hydrogen system of water-soluble polymer and ionic surfactant
system/CNTs on a rotating homogenizer: monodisperse distribution of sizes from 220 to 450 nm
with an average size of 360 nm (a); solution diluted in 5 times, a stable suspension of
nanoparticles with an average size of 300 nm (b); in polymodal approximation there of smaller
fraction of the size about 150 nm (c)

Fig. 5.8 Kind of film on glass in the optical microscope, respectively, to Fig. 5.7
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5.4 Conclusions

Thus, deagglomeration of the carbon nanotube bundles were performed in an
aqueous solutions of different chemical composition using ultrasound, cavitation,
and rotating homogenizing treatment. Found that the degree of dispersion on the
cavitation principle are strongly depends on the concentration of CNTs in the
water. Using organic compounds (C6H12O6) increase the efficiency of the dis-
persion. Ultrasound effect is manifested in the destruction of agglomerates CNTs
and size. Processing in a universal homogenizer of water-soluble polymer and
ionic surfactant system/CNTs had allowed obtaining highly stable solution with a
particle size from 150 to 400 nm. The particle size depends on the concentration of
components in the system.

Obtained results help to, firstly, explain the behavior of the CNTs agglomerates
during the homogenizing procedure, secondly, underline the factors which help to
homogenize CNTs in the aqueous solutions. Utilizing the CNT/water-soluble
polymer/ionic surfactant mixture coupled with homogenizer machine shows the
best results in terms of the solution stability, particles size, and their distribution.
Developed method opens new branch in CNT/polymer composites preparation.
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Chapter 6
Graphene-Like Autointercalated Niobium
Diselenide Nanoparticles: New Possibility
of 2D Nanomaterials Design

Liudmyla Mykolaivna Chepyga, Leonid M. Kulikov,
Viktor M. Talash and Lev G. Akselrud

Layered or two-dimensional (2D) d-transition metal dichalcogenides (2H–MCh2,

M = Mo, W, Nb, Ta; Ch = S, Se), including autointercalated 2H–Nb1+ySe2 (0 B y
B 0.29, 2H–TaS2 structural type), are of interest to the scientific community
because of their unique layered structure and related functional properties that may
find use in different modern applications. As is well known, structures of 2D
d-transition metal dichalcogenides comprises of covalent bond 2D sandwiched
units that are separated by weak van der Waals spacing. These spacing can be
intercalated by guest species to form a variety of compounds useful for scientific
applications. A combination of constituent transition metal, chalcogen, or guest
species can be selected to form a variety of intercalated compounds with desired
architecture and functional properties. Particularly, the possibilities of using
nanostructured 2H–MCh2 including graphene-like autointercalated 2H–Nb1+ySe2

nanoparticles (inorganic graphene-like nanoparticles, 2D nanostructures; nano-
sheets) are following:

• energy converters: Li-ion chemical current sources, photo-intercalation solar
energy converters;

• hydrogenous nanomaterials and sensors: hydrogen energetic;
• nanolubricants: multi-functional solid nanolubricant additives to industrial

machine oils and greases for their tribotechnical parameters improvement; solid,
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radiation-resistant, electro-conductive nanolubricants (antifriction composition
nanomaterials, multi-functional nanostructured coatings) for space and ground-
based operation conditions at high and low temperatures, hydrogen atmosphere
and medical equipment: aerospace engineering, mechanical engineering, oil and
gas complex, transport, military equipment, metallurgy, etc.;

• ‘‘nanoarmor’’: nanomaterials as super shock absorbers at very high pressures (to
40 GPa);

• magnetic 2D nanomaterials;
• nanoelectronics: 2D crystals can also be assembled in 3D heterostructures that

do not exist in nature and have tailored properties, opening an entirely new
chapter in condensed matter research [1–3].

Various techniques for nanostructured 2H–MCh2 synthesis have been devel-
oped in the past decade or so. At this time, the possibility of synthesis of nano-
crystalline layered 2H–MCh2 (M = Nb, Ta; Ch = S, Se) are studied by many
leading research centers in the world. The studies focused mainly on getting
‘‘fullerene-like’’ (IF, i.e., a mixture of nanotubes and onion-like nanoparticles)
nanostructures 2H–MCh2 (M = Nb, Ta; Ch = S, Se) during chemical vapor
deposition (CVD) [4–6], thermal decomposition of 2H–MCh3 (M = Nb, Ta;
Ch = S, Se) [7]. Recently it has become clear that a range of inorganic-layered
compounds (including 2H–NbSe2) can be mechanically exfoliated in small
quantities to give 2D nanosheets, for example [8]. Recently it became known about
2H–NbSe2 nanosheets preparation: direct sonication of 2H–NbSe2 micron powders
in organic solvents [9] and sodium cholate/water solution [10] as well as an
intercalation-assisted thermal cleavage method [11–13]. Also, earlier it was
informed about successful use of activated electrochemical intercalation (Li+/H2O)
of 2H–NbSe2 micron powders for 2H–NbSe2 layered nanoparticles synthesis [14].

Thereupon, we investigated the activated processes of electrochemical inter-
calation (Li+/H2O) of autointercalated 2H–Nb1+ySe2 micron particles and single
crystals (0 B y B 0.29; 2H–TaS2 structural type) in greater details. Here, we report
that some results mentioned the activated processes of electrochemical intercala-
tion that lead to prepare graphene-like autointercalated 2H–Nb1+ySe2 nanoparticles
(y = 0.02(1); 0.04(1); 0.09(1); 0.12(1); 0.22(1)), as well as corresponding X-ray
studies and SEM data.

The initial micron particles and single crystals of 2H–Nb1+ySe2 have been
synthesized by low temperature CVD by interaction of components (corresponding
stoichiometric ratio; the estimated weight of the final product—30 g) in evacuated
quartz vials (*1�10-3 Pa), to homogenize the product of interaction carried with
additional annealing at 1,020–1,050 K for 24 h. For preparation single crystals
(thin plates with an area of 1 9 1 mm2) have been used to corresponding stoi-
chiometric ratio of components and iodine as the carrier (about 5 mg cm-3)
(1,120 R ? 1,090 R, 24 h) [15].

The nanosynthesis have been carried out by ‘‘top-down’’ activated processes of
intercalation (Li+/H2O) of autointercalated 2H–Nb1.02(1)71.29(1)Se2 micron parti-
cles and single crystals. We studied the timing data of galvanostatic processes of
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intercalation with the potentiostat (PI-50-1, reference electrode—AgCl). The water
solutions of Li2SO4�H2O (chemically pure) were used as electrolyte with con-
centration of 13 %.

After electrochemical treatment the nanoparticles were removed from solution,
washed in water, and air-dried. The (XRD) was performed on a HZD-4A auto-
matic X-ray diffractometer with CuKa, FeLa radiation. The size and morphology
of the 2H–Nb1+ySe2 nanoparticles were performed using the software package of
computer structural calculations WinCSD [16].

The scanning electron microscopy (SEM) images of graphene-like
2H–Nb1.02(1)71.29(1)Se2 nanoparticles were recorded on a REM-106I and JCM–
5000 microscope at an accelerating voltages of 20 and 15 kV, respectively.

It is known that the cathodic reduction 2H–NbS2, 2H–TaS2 hydrated ions of
alkali metals at intermediate stages there are different degrees of intercalation
(3 ? 2 ? 1) [17–19].

One would expect that the processes of electrochemical lithium intercalation
are represents written as (Eq. 6.1):

xLiþ þ NbSe2 þ xe� þ H2O! Liþx H2Oð Þy NbSe2½ �x� 0 � x� 1; y ¼ 2 ð6:1Þ

This means that the processes of intercalation of hydrated Li-ions occur in the
interlayer space structure 2H–Nb1+ySe2, where there are weak van der Waals
forces. The growth of interlayer distance (&1, 2 nm) is mainly due to the
‘‘thickness’’ bi-molecular layer of H2O. This leads to an increase of elastic stresses
potential energy and an increase in the drift contribution on the movement of
intercalated phases. We note that relatively large currents lead to activation the
processes of intercalation of Li-ions with bi-layers of H2O in interlayer space
2H–Nb1.02(1)Se2. Obviously, this leads to an intensification of motion of the
intercalated phase Liþx H2Oð Þy NbSe2½ �x and dispersing micron particles along
cleavage planes, where there are weak van der Waals forces, as a result of sig-
nificant steric factors hydrated Li-ions in the interlayer space of the structure and
mechanical stresses arising. It is assumed that voltage-dependent stage of process
galvanostatic recovery 2H–MCh2 transport is intercalated ions in the solid phase.

Figure 6.1 shows the electrochemical lithium intercalation processes used to
prepare the 2D nanosheets.

The intercalation of hydrated Li-ions, as the following dispersion, develop in
the surface layers and, consequently, to a lesser number of van der Waals ‘gaps’
than the specified sequence of degrees of intercalation. This is also confirmed by
the absence of intercalated hydrated Li-ions in the structure nanopowder: after
dispersing hydrated ions deintercalation with new surfaces as possible embedded
ions in the bulk of the particles. Note that to directly determine the number of
intercalated hydrated Li-ions in the dispersion of the particles is difficult, espe-
cially since the process is accompanied by a significant increase in the surface,
however, we can assume that the limiting composition corresponds

Liþ0:5 H2Oð Þy NbSe2½ �0:5� y = 2ð Þ.
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It should be noted that the value of potential of 2H–Nb1.02(1)Se2 in galvanostatic
conditions depends on the current value, which characterizes the processes of
intercalation of hydrated Li-ions in the layered structure of 2H–Nb1.02(1)Se2 and
dispersing micron particles. Note that the value of potential directly for the par-
ticles 2N–Nb1.02(1)Se2 calculated as the difference between the values of potential
of copper mesh with particles and without it were measured under similar con-
ditions. We assume that the important role played the stage transfer of Li-ions with
bi-layers of H2O in the interlayer space structure 2H–Nb1.02(1)Se2. It should be
noted that the potential change in the electrochemical intercalation (Li+/H2O)
particles 2H–Nb1+ySe2 can be explained by the influence of reducing size of
dispersed particles 2H–Nb1.02(1)Se2 on the intensity of intercalation and dispersion.

From the results it follows that a significant impact on the intensity of inter-
calation and, accordingly, the dispersion has a value of current (Fig. 6.2). That is,
the potential change indirectly characterizes the process of intercalation and dis-
persion of 2H–Nb1.02(1)Se2.

Moreover, we explored the possibility of nanosynthesis of autointercalated
diselenide niobium relatively similar to conditions using a mixture of single
crystals of 2H–Nb1.02(1)Se2 (2H–TaS2 structural type). We can assume that as for
micron particles of autointercalated 2H–Nb1.02(1)Se2 and for single crystals is the
process of intercalation of Li-ions with bi-layers of H2O in the layered structure of
2H–Nb1.02(1)Se2, which may lead to nanoparticles with size greater anisotropy
compared with micron particles. We must point out that the process of passing the

Layered bulk compound Intercalated compound Li+ (H2O)  [ NbSe2]
-

Isolated 2D nanosheets 

Fig. 6.1 The electrochemical lithium intercalation process to produce 2D nanosheets of
2H–Nb1+ySe2 from the layered micron particles
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intercalation and dispersion of micron particles and single crystals have essential
differences. The potential of initial micron particles 2H–Nb1.02(1)Se2 shifted
toward more negative values compared with the potential for single crystals
(Fig. 6.3).

This can be explained by existing kinetic differences intercalation processes and
thus dispersion due to the large difference in the size of the initial micron particles
and single crystals (*1�103). Obviously for the effective synthesis of graphene-
like nanoparticles 2H–Nb1.02(1)Se2 should be used micron particles as an initial.

In connection with the above we compare the results of electrochemical
intercalation (Li+/H2O) of autointercalated 2H–Nb1+ySe2 (y = 0.02(1); 0.04(1);
0.09(1); 0.12(1); 0.22(1)) micron particles. It was shown that for the value of
current 10 mA potential of 2H–Nb1.02(1)Se2, 2H–Nb1.04(1)Se2 and 2H–Nb1.09(1)Se2

particles are shifted to the region of negative potential values in comparison with
potential of 2H–Nb1.12(1)Se2 (Fig. 6.4).
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Fig. 6.2 The value of
potential for 2H–Nb1.02(1)Se2

powder, U, depends on the
time, t, at current, I: 1—
5 mA, 2—7 mA, 3—10 mA,
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Fig. 6.3 The value of
potential for
2H–Nb1.02(1)Se2 micron
particles and single crystals,
U, depends on the time, t, at
current, I: 1—10 mA,
2—30 mA, 3—50 mA
(single crystals), 4—10 mA,
5—30 mA, 6—50 mA
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So, we note that the analysis above suggests three important points. The first is
that significant impact on the processes of electrochemical intercalation and dis-
persion has the value of current. Obviously, increasing the value of current pro-
cesses of intercalation leads to more intensive dispersion. The second important
point is that to get graphene-like 2H–Nb1+ySe2 nanoparticles should use micron
particles, but not single crystals. The third important point is that the potential
depends on the content of autointercalated niobium atoms. The reason for these
apparent dependences is that the autointercalated niobium affects the stability of the
structure. Autointercalated Nb atoms statistically occupy octahedral cavities
2H–Nb1+ySe2 where weak van der Waals forces act (2H–TaS2 structural type). As
mentioned above, hydrated Li-ions also statically intercalated in the interlayer
space and obviously also have to take emptiness as autointercalated niobium atoms.
This leads to a deterioration of conditions kinetic movement hydrated Li-ions.

Structural studies involving X-ray studies were performed using of
2H–Nb1.02(1)Se2 nanoparticles. The results of X-ray studies of 2H–Nb1.02(1)Se2 are
given in Table 6.1. According to the results of X-ray studies revealed that dis-
persed powders are nanocrystalline, homogeneous on the composition (NbSe2),
structural type (2H–TaS2) and type nanostructures (graphene-like nanoparticles)
and do not include other types of particles. So, it was prepared nanoparticles with
average sizes of 22.7(7)–46.4(1.4) nm for [013] crystallographic direction and
61.9(1.7)–144(7) nm for [110] direction.

We should emphasize that the average size of 2H–Nb1.02(1)Se2 nanoparticles
change in crystallographic directions [013], d[013], and therefore varies estimated
number of nanolayers Se–Nb–Se nanoparticles. Significant changes in the size of
nanoparticles suffer 2H–Nb1.02(1)Se2 in the crystallographic direction [110], d[110],
which leads to differences in the d[110]/d[013]—index of anisotropy size of nano-
particles in crystallographic directions [013] and [110]. The nanoparticles size are
controlled efficiently by kinetic parameters the processes of intercalation.

The parameters (a, c) of elementary cells of 2H–MCh2 nanostructures correlate
with average sizes of nanoparticles in the crystallographic directions [013] (a) and
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Fig. 6.4 The value of
potential for 2H–Nb1+ySe2

powders, U, depends on the
time, t: 1—2H–Nb1.02(1)Se2,
2—2H–Nb1.04(1)Se2,
3—2H–Nb1.09(1)Se2,
4—2H–Nb1.12(1)Se2

(I = 10 mA)
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[110] (b) and, as a rule, exceed the corresponding values for 2H–MCh2 micron
powders (Fig. 6.5a, b).

Figure 6.6a–d shows the SEM images of typical flakes observed after electro-
chemical intercalation (Li+/H2O) and dispersion. The nanoparticles have correct
hexagonal form with considerable anisotropy sizes of length and thickness. It
forms numerical conglomerates and does not include other types of particles. At
present, the reason for formation of conglomerates is not clear. We suppose that
this attributed to the highly reactive dangling bonds of both selenium and niobium
atoms, which appear at the periphery of the nanoparticles.

Rightly noted that aqueous suspensions of dispersed particles in solution (Li+/
H2O) are thermodynamically unstable. It is believed that the processes of hydrogen
in the electrolysis of aqueous Li2SO4 intercalation and Li-ions are independent,
although not eliminated their mutual influence through changes of pH near cathode
region.

It can be assumed that the cathodic reduction of insoluble compounds in the
aqueous environment participation adsorbed or atomic hydrogen in this process is
highly problematic. Although it is known that the intercalation of some d-transi-
tion metal dichalcogenides from aqueous solutions of hydrogen under certain
conditions is very likely due to the specific properties of hydrogen intercalation
processes. For example, the cathodic reduction 1T–TiS2 in Na+/H2O-electrolyte
there are three stages of formation Nax H2Oð Þy TiS2½ �x: TiS2 + H0:16TiS2;

H0:16TiS2 + Naþ0:27 H2Oð Þy TiS2½ �0:27�; Nax H2Oð Þy TiS2½ �x�; 0:27� x� 0:4, which

is associated with changes of pH during the experiment [17]. So, here is the
importance of the problem of stability of suspensions and control the size of
nanoparticles in a wide range of anisotropic sizes.

Thus, it was investigated that the activated electrochemical intercalation
(Li+/H2O) processes autointercalated 2H–Nb1.02(1)71.29(1)Se2 micron particles and
single crystals (2H–TaS2 structural type) on their dispersion to graphene-like
nanoparticles (‘‘up-bottom’’). It was shown that in galvanostatic mode electro-
chemical intercalation of hydrated Li-ions (Li+/H2O) in micron particles of

20 30 40 50
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80 120 160 200
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Fig. 6.5 The unit cell parameter c of graphene-like 2H–Nb1.02(1)Se2 nanoparticles depends on
their average size, d, in the crystallographic directions [013], a and [110], b

80 L. M. Chepyga et al.



autointercalated phases 2H–Nb1+ySe2 (0 B y B 0.29, 2H–TaS2 structural type) is
changing potential in time as a result of intercalation phases formation and dis-
persing micron particles to graphene-like nanoparticles. For intercalation and
dispersion processes of micron particles and single crystals 2H–Nb1.02Se2 are
significant differences that related to existing kinetic differences intercalation
processes. For the effective synthesis of graphene-like nanoparticles the micron
particles of 2H–Nb1.02(1)Se2 should be used as an initial.

The X-ray studies revealed that dispersed powders are nanocrystalline, homo-
geneous on the composition (NbSe2), structural type (2H–TaS2) and type nano-
structures (graphene-like nanoparticles) and do not include other types of particles.
So, it was prepared by the homogeneous, anisotropic graphene-like 2H–Nb1.02(1)Se2

nanoparticles (2H–TaS2 structural type) with average sizes of 22.7(7)–46.4(1.4) nm
for [013] crystallographic direction and 61.9(1.7)–144(7) nm for [110] direction.
From the results of SEM the nanoparticles have correct hexagonal form with con-
siderable anisotropy sizes of length and thickness. It forms numerical conglomerates
and does not include other types of particles.

Fig. 6.6 The results of scanning electron microscopy of graphene-like 2H–Nb1.02(1)71.29(1)Se2

nanoparticles, the values of a current I = 30 mA (magnification—920,000): a 2H–Nb1.02(1)Se2,
b 2H–Nb1.09(1)Se2, c 2H–Nb1.12(1)Se2, d 2H–Nb1.22(1)Se2
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Chapter 7
Optical Manifold of Spatial Localization
of Dyes Molecules Self-Organized
in the Body of Silica Thin Films

German Telbiz, Evgen Leonenko, Dezhiv Goer and Petro Manoryk

7.1 Introduction

The incorporation of dye molecules into solid matrixes is an attractive and widely
investigated method to prepare dye-doped solid-state devices [1–5]. Large quan-
tum yield of organic dye molecules combined with the advantages offered by the
solid host matrix with respect to liquid solutions (bulky volume, flammable, toxic
solvents, and difficult to be manageable) indicate that these materials can be good
candidates, for solid-state dye laser applications [5, 6]. It has been shown that the
lifetime and thermal stability of dyes are enhanced when they are entrapped in
solid matrices [5]. Solid matrix offers a larger mechanical and thermal stability,
reduces the risks of environmental and operator hazards, and allows to increase
achievement of larger concentrations of the dye, reducing the formation of
H-aggregates responsible for the quenching of the luminescence. Among the
investigated possibilities, the embedding of dye molecules into silica materials
prepared via sol-gel methods can offer the highest physical and chemical
performances.

Two different approaches [2] can be used to prepare dye-doped silica materials:
post-doping method (the impregnation), where the selected dye is incorporated
into the sol-gel prepared porous silica and the pre-doping method, where the dye
molecule is introduced at the sol stage in situ of solgel procedure. Post-doping
method has disadvantage and some limits: difficult to determine the exact location
of the dye molecules, dimension pores, presence of sorption center or defects on
the surface, what induce untimely aggregation of the dye molecules. The main
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advantages of the pre-doping method with respect to the post doping one can be
homogeneous distribution of the dye molecules due to mixing of the components
at a molecular level, the possibility of introducing larger amounts of dye, and
reducing the fluorescence quenching because of dye self-aggregation.

Main disadvantage to the realization of such hybrid materials remains the
limited photostability of the confined dye inside the solid matrix, the consequently
fast degradation of the dye molecules, and their luminescent properties. The aim of
this work is a choice of method to obtain hybrid mesostructured sol-gel silica films
with high concentration of dye and increased photostability. Rhodamine 6G, the
most frequently used dye, with high quantum yield in fluorescence in the
500–600 nm range was selected as guest molecule.

Here, we present the analysis and comparison of the optical characteristics of
dye molecules self-organized in the body of mesostructured silica thin films.
Samples with different concentration of the dye were prepared by sol-gel method
as homogeneous and transparent films deposited by spin and dip coating on the
substrate.

7.2 Experimental

A colored mesostructured SiO2 films were prepared by the template sol-gel
technique using as precursor material composed of matrix tetraethoxysilane
(TEOS), ethanol, distilled water, HCl and Pluronic 123 (1:8:2:0,5:0,01 molar
ratios), and dye. This sol composition has proven to give good quality SiO2

coatings [7]. The TEOS was dissolved in the ethanol using magnetic stirring for
15 min. For preparation of starting composition 0.003–0.72 g of Rhodamine 6G
was dissolved in 10 ml sol. The dye concentration was in the range of 6 9 10-4–
1.5 9 10-1 mol/l. This solution was mixed at 60 �C for 120 min to form sol that
was used in all of the following operations. The colored films were obtained on
substrates (glass, mica, and silica) using a hand-made spin and dip coating
apparatus and various rotation and withdrawal speed (1,500–2,500 rev./min. or
5–12 cm/min, respectively). Standard procedure of substrates (cleaned in hot
chromic mixture, followed by a rinse with distilled water) was adopted before
coating. After that the coating films were dried at ambient temperature for 48 h at
atmospheric air conditions. The coating thickness measured by AFM was
200–800 nm.

The optical (absorption and transmission) spectra were measured at room
temperature with a Specord 210 spectrophotometer. Steady state photolumines-
cence spectra measured with Hitachi MPF-4 and a Perkin Elmer LS55 spectro-
photometer. Fluorescence spectra and decay kinetics of Rh6G/SiO2 films were
measured using the Edinburgh Instruments: TCSPC Fluorescence Spectrometer
F900. The diode laser EPL-375 emitting 50-ps pulses with 0.15 mW average
power was used for the sample excitation [8]. The surface relief and thickness of
the films was revealed by atomic force microscopy using NanoScope D 300
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(Digital instrument). Optical properties of a doped film were calculated using
envelope method proposed by Swanepoel [10].

7.3 Result and Discussion

In designing the film for optical application, a number of factors need to be taken
into account. Main is the ability of the film’s matrix to effectively solubilize
relatively high concentrations (10-3–10-1 M) of the dye molecules. Such high
concentrations are necessitated for the films to exhibit appreciable absorbance,
even when their thickness is even 150–300 nm. Under the assumption that mol-
ecules are not effectively dispersed within the host matrix, the optical as well as
the physical properties of the films tend to be negatively influenced. For example,
broadening of the dye’s absorption band, loss its intensity, and decrease light
transmission through the film, is some of the adverse effects that might result. The
method of production, optical, and physicochemical quality of the resultant films
are the essential factors to be considered when deciding upon the film’s compo-
sition. Film fabrication needs to be conducted with relative ease, using the proven
deposition techniques such as dip coating or spin coating. This would allow
obtaining films containing a variety of dyes within different concentration and
desired optical properties.

It is known that applications in which rhodamine is used, abused its strong
absorption and fluorescence in the visible region that often taken to minimize the
self assembly aggregation process between individual dye molecules. With other
side, formation of aggregates significantly reduces the quantum yield of fluores-
cence that leads to intensity decrease and to a lesser extent, broadening of the
absorption band [11–13]. Rhodamine 6G shows a strong tendency to form
aggregates when dissolved in concentrated solutions or after incorporation into
various different matrixes. Aggregation change of the absorption spectrum is due
to ‘‘reversible polymerization’’ i.e., aggregation of the dye monomers into loosely
bound polymers [11].

For comparison, on Fig. 7.1a–c is shown the evolution of absorption spectrum
Rh6G in ethanol solution, started sol composition and hybrid film concentration is
increased. At a initial concentration of 6 9 10-4 mol/l, spectrum of the sol-
composition and film is almost identical to that in solution, where the main
absorption band of Rh6G in visible region corresponds to a transition moment
largely parallel to the long axis of the molecule due to p–p* transition. Corre-
sponding absorption maximum at 527 nm and a shoulder at 500 nm are observed in
the spectra. Increasing of concentration (Fig. 7.1a) to the 1 9 10-3 mol/l leads to
the intermolecular interaction involved in the formation of the dimer, the intensity of
the shoulder at *500 nm becomes much more well-defined and broadened relative
to the 6 9 10-4 mol/l sample. These changes most likely most indicative of the
formation of a greater number ‘‘sandwich’’ type H-aggregates, along with the for-
mation of J-type aggregates according to a well-known exciton model.
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The evolution of the absorption spectrum, Rh6G of the started sol with its
growth concentration is shown in Fig. 7.1b. When the concentration increased up
to 0–2 mol/l, the spectrum is not identical to that in solution, the main difference
being a slight shift to the red and the virtual absence of aggregation in sol. Red
shift is most likely can be attributed to a weak ground state interaction between the
Rh6G molecules and Pluronic P123 molecules in the host mesostructure [9]. Upon
further increase in the concentration, the shoulder at *500 nm becomes much
more defined.

In spectral data presented, in Fig. 7.1c we have evaluated the effect of the
different amounts of dye introduced in mesostructured films. At the highest dye
concentration H-dimer absorption band around 500 nm is observed in all the
samples. This dimer band is overlapped to the vibronic band but can be clearly
detected. The formation of J-type dimers cannot be evaluated from the absorption
spectra because of the overlap with the monomer band. We therefore subtracted
the absorption spectra of the films to separate the contributions of the different
types of dimers. Figure 7.1c (curve 4) shows the spectra that resulted from the
subtraction; as three different absorption bands are observed around 495, 525, and
560 nm, which can be assigned to H-dimers, molecular form, and J-type dimers,
respectively [9]. It is interesting that the relative intensity of absorption bands

Fig. 7.1 UV-visible
absorption spectra of
a rhodamine 6G in ethanol
solution, b started sol
composition, and
c mesostructured silica films
with different amounts of Rh
6G. The dye concentrations
(mol/l) are as follows: (a)
1–1 9 10-5; 2–1 9 10-4;
3–5 9 10-4; 4–1 9 10-3; (b)
and (c) 1–6 9 10-4;
2–7.5 9 10-3;
3–2.1 9 10-2; 4–1.5 9 10-1
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changes with a specific trend. The J-dimer band has the lowest relative intensity in
the silica films and the highest in the sample with the highest dye concentration,
monomer bands observed for concentration of Rh6G 0–2 mol/l.

To shed light to the effects of Rh6G aggregation on the optical properties of
films, we have measured fluorescence emission spectra using an excitation at
480 nm on samples with different concentrations of dye. We observed significant
differences in fluorescence spectra. The normalized fluorescence spectra of the film
samples are plotted in Fig. 7.2.

For films containing 7–5 9 10-3 mol/l Rh6G, the increase of dye concentration
within the films has produced a broadening and red shift of the emission band
compared to the spectrum of film with concentration 6 9 10-4 mol/l. Since such
broadening is not observed in the absorption spectrum for this film, it is most likely
attributable to the formation of an excited state complex between the Rh6G and the
Pluronic P123 molecules [9]. When the concentration is increased to
2 9 10-2 mol/l, the spectrum further broaden, the shoulder in the absorption
spectra was observed (630 nm) and maximum is now shifted 5 nm to the red. The
broadening, in conjunction with the spectral shift is rather due to the presence of
J-type dimer aggregates, that confirmed by visualization of the shoulder in the
absorption spectrum for this film. Furthermore, the appearance of a shoulder at
*630 nm can be attributed to the fluorescence of ‘‘head to tail’’ aggregates
exclusively. At a concentration of 1–5 9 10-1 mg/ml, the fluorescence spectrum
is very different from that of the low dye concentration such as even the previous
films. The maximum of band in this case we observed at 605 nm, compared to
565 nm for the 6 9 10-4 mol/l, where maximum of the shoulder shifted at
640 nm.

These changes can be the result of a high percentage of H- and J-type aggre-
gates, with various interaction angles, localized within the film after coating. The
existence of these aggregates can also account for the disappearance of the
monomer’s fluorescence band at 564 nm.

These changes in the absorption and fluorescence spectra, still do not attest to
the applicability of these films. Time-resolved fluorescence studies help to show
the nature of the aggregates. According to [14], in ethanol the lifetime of Rh6G is

Fig. 7.2 The normalized
fluorescence spectra of the
Rh6G: in ethanol (1) and
doped within the
mesostructured silica films
(2–5) with growth
concentration of the dye.
Concentration Rh6G (in mol/
l); 1–1 9 10-5; 2–6 9 10-4;
3–7.5 9 10-3;
4–2.1 9 10-2; 5–1.5 9 10-1
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reported to be 3–8 ns, with a fluorescence quantum yield of 0.94, as well as good
optical and thermal stability which determine its use as the lasing medium in both
liquid and solid optically pumped dye lasers [14, 15]. The slight increase in
lifetime of the dominant component further supports the above assertion that the
excited state is somewhat stabilized through interactions with the Pluronic P123
molecules of the mesostructure (Fig. 7.3). The origin of the minor component
cannot be ascertained at this point, but could be due to the excited state CT(charge-
transfer) complex between Rh6G and surrounding Pluronic molecules.

Spin coating and dip coating are two basic techniques used to produce a thin
film on a planar substrate. Both techniques are used to make different coatings and
thin films with wide range thickness, surface morphology, and tuneable micro-
structure. We evaluated optical properties of doped films obtained from the same
sol by spin coating and dip coating techniques. Typical fluorescence spectra with
the concentration of the dye are shown in Fig. 7.4. As can be seen from the
spectra, magnitude of the emission increases with the concentration of the dye in
the films obtained by spin coating, while the films obtained by dip coating, at a
certain concentration (*0.01 mol/l), the quenching of fluorescence (curve 3, 30).
This can be explained by unequal time of consolidation of the structure of sol-gel
film, which is functionally dependent on the deposition conditions on substrate. In
case of dip coating, formation of structure continues more than a minute and

Fig. 7.3 The normalized
fluorescence decay profiles
for various concentrations of
Rh6G-doped mesostructured
silica film. Concentrationof
dye (mol/l); 1–1 9 10-5;
3–7.5 9 10-3; 4–2.1 9 10-2

Fig. 7.4 Fluorescence
spectra of the doped Rh6G
mesostructured films
obtained by spin (1–3)
coating and dip (10–30)
coating techniques with
growth concentration of the
dye: Concentration of Rh6G
(mol/l): 1–7.5 9 10-3;
2–2.1 9 10-2; 3–1.5 9 10-1
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aggregation of dye molecules will be spontaneous, while in case of spin coating,
aggregation of dye molecules will be quickly stopped and formation of complex
with fragment of Pluronic molecules can take place.

Therefore optical characteristic (refractive index, absorption coefficient, and
optical conductivity), as key parameter their practical applicability, of spin and dip
coating films were compared. Envelope method [10] was applied for calculating
optical constant of thin films. Difference values of these constants (Fig. 7.5) can be
evidence of various spatial organizations and directions of the aggregation of dye
molecules within the body of hybrid films. Based on this data, the viability for
these composite films to for excitation of lasing has been checked and ability of
creation and design of waveguide nanolaser with all its featured beam parameters
has been successfully tested.

Fig. 7.5 Optical constants of
doped Rh6G mesostructured
films subject to method of
their deposition on substrate:
1 spin-coating, 2 dip coating.
a refractive index,
b absorption coefficient, and
c optical conductivity
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7.4 Conclusion

Development of a simple sol-gel-based method for producing, by dip, or spin
coating high quality inorganic/organic composite films using TEOS as the silica
precursor, and a nonionic surfactant, Pluronic P123, as the organic template is
reported. The observed manifold of the optical and fluorescence spectra shows the
ability of dispersity and controlled aggregation of dye molecules (such as Rh6G)
owing to time delay of their spontaneous transformation during the process of
formation of mesostructured hybrid sol-gel films. Emission in films received by
pre -doping method, observed even at high dye concentrations and characterize of
long-term stability. A distribution of dye molecules in body of film corresponded
to three extreme configurations, which we attribute to monomers, sandwich H-type
dimers and head-to tail J-type aggregates. The formation of fluorescent aggregates
most probably can be promoted of the amphiphilic triblock copolymers that favor
the formation of hybrid micelles and the excited state CT complex between dye
and surrounding Pluronic molecules. Variation of values of refractive index,
absorption coefficient, and optical conductivity can be evidence of various spatial
organizations of dye molecules within the body of generated films, subject to
method of deposition on substrates. Preliminary experiments have shown viability
of the composite films to for excitation of lasing that is perspective for design of
waveguide nanolasers.
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Chapter 8
Nonlinear Optical Properties of New
Nanocomposites: Metal Alkanoate Glasses
with Semiconductor Quantum Dots

A. G. Lyashchova, D. V. Fedorenko, G. V. Klimusheva,
T. A. Mirnaya and V. N. Asaula

Nonlinear optical properties of cadmium alkanoate composites with CdSe
nanoparticles are investigated. The standard Z-scan technique with CW laser
(k = 405 nm) and CW laser with chopper was used for this purpose. The non-
linear characteristics of nanocomposites contained CdSe quantum dots (QDs) of
different sized were measured. The process of self-defocusing in samples with
nanoparticles was observed. The effects of thermal optical nonlinearity in new
nanocomposites based on cadmium alkanoate were investigated for the first time.
Whereas, nonlinear refraction and absorption in pure matrix were not observed at
used excitation conditions the nonlinear response of the samples is caused
exclusively by the presence of CdSe nanoparticles. The nonlinear absorption of
nanocomposites weakens with particle size decreasing.

8.1 Introduction

The tendency to study nontraditional classes of liquid crystals and composites
based on LC has grown during last years due to their specific physical properties.
Their classes are presented by ionic, magnetic, inorganic liquid crystals, etc. Such
kind of research essentially expands a field of fundamental knowledge about liquid
crystals and opens new possibilities of their practical use.

There is a considerable interest in research, the optical nonlinearities of semi-
conductor quantum dots in stabilizing matrices for the leading investigations in
different application areas such as nonlinear optics and photonics [1–3].
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The first nanocomposites containing CdS semiconductor quantum dots were
obtained [4] in metal alkanoate thermotropic ionic liquid crystalline matrices. Such
nanocomposites can form layered anisotropic glasses at the room temperature.

Structural model of nanocomposite with CdS spherical particles in metal alk-
anoate matrix is depicted in the Fig. 8.1. The average diameter of nanocrystals is
in the range D = 2 7 4 nm.

These new nanocomposites are attractive due to low dispersion of QDs size in
anisotropic liquid crystal matrices and the ability of metal alkanoates to form ionic
smectic glasses at room temperature [5].

8.2 Experimental Results

We studied the optical properties of nanocomposites with CdSe QDs with different
sizes (1 nm–sample (1); 1.8 nm–sample (2); 2.6 nm–sample (3)) in cadmium
caprylate matrix, pure cadmium caprylate matrix–sample (4). The absorption
spectra of nanocomposites are presented on the Fig. 8.2. The nonlinear optical
characteristics of these nanocomposites were studied by Z-scan method. The
experimental setup is depicted in the Fig. 8.3. A CW diode laser operating at
405 nm wavelength was used as a light source. The power of the CW laser beam is
50 mW. The laser beam was focused on the sample by a convergent lens of 12 cm
focal length. The sample was mounted on a translation stage and moved around the
lens focus (z = 0) by a computer controlled stepper motor. The light transmittance
was then measured by a closed-aperture photodetector as a function of the sample
position. Typical peak-valley dependencies were received for the samples (2), (3)
(Fig. 8.4). Nonlinear absorption measurements were performed using the same

Fig. 8.1 Model of
nanocomposite: a spherical
nanocrystal in metal
alkanoate matrix
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experimental setup with using an open aperture configuration. The normalized
transmittance for this geometry is presented on the Fig. 8.5.

Analogical closed and open aperture experiments were made on Z-scan setup
under CW diode laser with mechanical chopper operated at 50 Hz. The average
power is 2 mW and pulse duration is 0.6 ms. Measured curves for closed aperture
are presented on the Fig. 8.6. The normalized transmittance for open aperture
geometry is presented on the Fig. 8.7.
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Fig. 8.2 The absorption spectra of nanocomposites for different size d (curves 1, 2, 3) of CdSe
nanocrystals in cadmium caprilate matrix, pure cadmium caprilate matrix (curve 4)

Fig. 8.3 Z-scan setup under CW diode laser for optical nonlinearity measurements
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8.3 Discussion

The observed absorption belongs to cadmium selenide nanocrystals (Fig. 8.2,
curves 1, 2, 3), cadmium caprylate matrix does not absorb light in this spectral
range (Fig. 8.2, curve 4). The absorption bands of the samples are shifted in the
high energy relative to energy of the band gap Eg of a cadmium selenide bulk
crystal. We observed the larger blue shift for smaller nanoparticles [6] (compare
curves 1, 2, 3). The bands are quite narrow, so the dispersion of nanoparticles size
is relatively small. Our estimations of dispersion give the value 30 % from the
mean.

The effects of local heating due to absorption of light on the propagation of a
Gaussian CW laser beam through samples (2), (3) lead up to form nonlocal
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Fig. 8.6 Typical normalized transmittance dependence on the sample position for nanocom-
posite under pulsed excitation. The solid curve corresponds to the PhLM fitting
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thermal lens. Whereas maximum of transmittance curve appears before its mini-
mum, the nonlinear refractive index has negative value. The process of self-
defocusing is observed. Large values of nonlinear phase shift and nonlocal
response of the nanocomposite media evoke asymmetry of peak-valley depen-
dencies, see Fig. 8.4. Consequently, the standard model of Sheik-Bahae et al. [7]
cannot be applied for the analysis of the results.

There are several models, which allow analyzing the experimental data in the
case of large nonlinear phase shift, no local response and thermal lens effect [7–9].
We used the model proposed by Reynoso Lara et al. [8]. In the frame of this
model, the nonlinear response of an illuminated part of the sample is modeled as
photoinduced thin lens (PhTL). A focal length of photoinduced lens is a function
of the incident beam radius w to the integer power m:

F ¼ amwmðzÞ ð8:1Þ

where am is a constant (includes the material parameters). This model describes the
case of large phase change with typical asymmetry. Different integer values of
parameter m correspond to various mechanisms of photoinduced lens
development.

The model could be applied, when the maximum value of the normalized
transmittance is 5, because greater values means phase changes on axis greater
than 2p, then light from different radial distances of the beam could interfere
losing the beam its Gaussian distribution [8].

The normalized transmittance is given by:

T ¼ 1� 4x

ð1þ x2Þ2
z0

2F0m

� �
þ 4

ð1þ x2Þ3
z0

2F0m

� �2

; x ¼ z=z0ð Þ; ð8:2Þ

and can be reproduced in terms of the nonlinear phase shift by using the next
relation:

DU0m ¼
z0

2F0m
: ð8:3Þ

So, nonlinear refractive index can be calculated as,

n2 ¼
DU

kI0Leff

; ð8:4Þ

where Leff ¼ 1� e�a0Lð Þ=a0; k ¼ 2p=k, with L sample thickness, I0 on-axis
irradiance at focus (z = 0) and a0 linear absorption coefficient.

In the case of thermal lens the focal length photoinduced by a Gaussian beam is
given as [10]

Fther¼ pk

Pabs
on
oTð Þ

w2 ð8:5Þ
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In expression (8.5) k is the thermal conductivity, Pabs is the change of power
after propagating through the sample due to the light absorption, (qn/qT) is the
change of refractive index with the temperature. Then the expression for material
parameter am from (8.1) can be found out and on

oT can be estimated using (8.3):

am ¼
pk

Pabs
on
oT

� � ð8:6Þ

on

oT
¼ pkw2

0

Pabs

2DU
z0

ð8:7Þ

Phase shift, Rayleigh length were obtained from fitting experimental depen-
dence by function (8.2). Parameters calculated by the formulae (8.3–8.7) of
photoinduced thermal lens of the samples (2), (3) are presented in the Table 8.1.

We also made the Z-scan experiment with mechanical chopper for CW laser.
The average power of laser beam was 2 mW and pulse duration was 0.6 ms. We

estimated the time of thermal diffusion as t0 ¼ w2
0

4D � 3 ms using the thermal dif-
fusivity D ¼ 1:7� 10�7 m/s [11] and beam waist w0 ¼ 45:5 lm. The local media
heating has been dissipating during intervals between pulses (time between pulses
is 18 ms). As one can see, the time of thermal diffusion is greater than pulse
duration. Thereby, thermal diffusion is negligible and the response of the media
gets more local character. Consequently, the experimental dependencies (see
Fig. 8.6) become symmetrical.

Therefore, applying of chopper for CW laser allowed reducing thermal lens
effect and, respectively, the delocalization of refractive index distribution.

One can see from the Figs. 8.4, 8.6 that peak-valley differences of normalized
transmittance greatly decreased in the case of pulsed excitation. Then the phase
shift became much smaller: DU�DT , hence the Sheik-Bahae model can be
applied [7].

Fitting of experimental data allowed estimation of induced lens parameters and
nonlinear coefficient n2 (see Table 8.1). It should be noted, that the focal length
and phase shift of induced lens in last case are changed.

Table 8.1 Linear and nonlinear optical parameters

Parameters Sample (1) Sample (2) Sample (3)

Pulsed
excitation

Continuous
excitation

Pulsed
excitation

Continuous
excitation

Pulsed
excitation

4/ 0.8 3.5 0.6 3.6 2.2
F, mm 1.1 0.9 1.2 0.5 0.3
I0, W/m2 3.15 9 105 7.86 9 106 3.15 9 105 7.86 9 106 3.15 9 105

n2, cm2/W 1.09 9 10-4 3.17 9 10-5 4.00 9 10-4 1.46 9 10-5 2.27 9 10-4

n2, esu 3.89 9 10-2 1.13 9 10-2 1.37 9 10-1 5.23 9 10-3 8.13 9 10-2

qn/qT, K-1 2.48 9 10-3 4.95 9 10-2 1.36 9 10-2 5.11 9 10-2 6.01 9 10-2
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Different observed values of optical nonlinearities of nanocomposites were
connected with difference nanoparticles absorption at laser excitation. Nonlinear
refraction and absorption in pure matrix were not observed at used excitation
conditions (Figs. 8.6, 8.7). Hence, the nonlinear response of the samples is caused
exclusively by the presence of nanoparticles. The nonlinear absorption weakens
with particle size decreasing [samples (2) and (3)] and saturated absorption is
observed for nanocomposite with quantum dots size 1 nm (Fig. 8.7). Large values
of nonlinear refractive index (comparable with giant orientation nonlinearity of
liquid crystals) might explain due to local thermal transition from the anisotropic
glass to smectic A mesophase of cadmium caprylate at laser excitation.

8.4 Conclusions

It was shown, that nonlinear refraction and absorption in pure matrix were not
observed at used excitation conditions, whereas the nonlinear response of the
samples is caused exclusively by the presence of CdSe nanoparticles. The process
of self-defocusing in samples with nanoparticles was observed. Obtained magni-
tudes and signs of nonlinear refractive index are of the same order with orientation
nonlinearity of nematic liquid crystals. The nonlinear absorption weakens with
particle size decreasing. Fast self-defocusing together with nonlinear absorption
make studied nanocomposites to be an attractive media for optical limiters. The
nonlinear response of nanocomposites can be extremely fast what must be
investigated in the close feature.
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Chapter 9
Surface Plasmon Retardation
in Graphene Bilayer

Konstantin Batrakov and Vasil Saroka

9.1 Introduction

In recent years, an enormous interest has been surrounding the field of plasmonics,
because of the variety of tremendously exciting and novel phenomena it could
enable. Plasmonics seems to be the only viable path toward realization of nano-
photonics; control of light at scales substantially smaller than the wavelength [1].
Accessing subwavelength optical length scales introduce the prospect of compact
optical devices with new functionalities by enhancing inherently weak physical
processes, such as fluorescence, Raman scattering of single molecules [2], and
nonlinear phenomena [3]. An optical source that couples electronic transitions
directly to strongly localized optical modes is highly desirable because it would
avoid the limitations of delivering light from a macroscopic external source to the
nanometer scale, such as low coupling efficiency and difficulties in accessing
individual optical modes [4]. On the other hand, plasmonics is a crucial ingredient
in the reverse process, namely the generation of coherent radiation [5].

The one of mechanisms of the generation was suggested in the work [6]. The
idea utilizes the effect of wave slowing down in waveguides [7–9] and uses the
analogy between carbon nanotubes (CNT) and traveling-wave tubes. Three basic
properties of carbon nanotubes: the strong slowing down of surface electromag-
netic waves [10], the ballisticity of the electron motion over typical CNT length
[11, 12], and the extremely high electron current density reachable in CNTs [13],
allow proposition of them as the candidates for the development of the nanoscale
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erenkov-type emitters. Theoretical treatment showed the possibility of such
devices operation. But requirements that are put forward to the parameters of the
devices operation are very strict, such as electron current density &109 A/cm2,
nanotube length &10 lm, and so on. The main problem is that the retardation is
not strong enough in nanotubes both single wall and multiwall. In fact, the
retardation of surface modes is higher for multiwall nanotubes [14] and it can be
interpreted in terms of the subtraction of plasmon oscillations frequencies of
adjacent layers [14]. But in nanotubes, the frequencies of plasmon oscillations
differ from layer to layer because of the changes of layers radii. This obstacle can
be eliminated in planar systems. This greatly motivates us to explore the plasmon
dispersion and the plasmon phase speed in a newly available material with unique
properties: graphene and graphene multilayer.

The paper is organized as follows. In Sect. 9.2, a self-consistent problem is
stated and the basic equation for the electromagnetic wave propagating in the
n-layer graphene electron plasma is derived. A solution of this equation describing
confined to graphene surface electromagnetic wave is presented in Sect. 9.3. The
dispersion equations describing the slowing effect in graphene (graphene bilayer)
are derived and discussed in Sect. 9.4. Analysis and concluding remarks are given
in Sect. 9.5.

9.2 Self-Consistent Problem Basic Equation

Let us consider the electromagnetic wave propagating and interacting with elec-
tron system in an n-layer graphene. To describe such system Maxwell’s equations
for electromagnetic wave and quantum mechanical equations should be used. The
former can be reduced to the wave equation for a scalar potential:

o2

c2ot2
� D

� �
Uðr; tÞ ¼ 4pqðr; tÞ; ð9:1Þ

where Uðr; tÞ is the scalar potential and qðr; tÞ is an electron charge density.
Equation (9.1) should be supplemented by equation for the electron charge density.
Many-body formalism is very useful for this purpose. Within the framework of this
formalism the electron charge density takes the following form:

qðr; tÞ ¼ eh0jbqj0i; ð9:2Þ

where e is the elementary charge, j0i is the ground state of the system under
consideration, bq is referred to as the density operator, having the following form:

bq ¼ bWy bW ; ð9:3Þ
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where bW is referred to as bW-operator or the secondary quantized electron wave

function, and symbol y denotes Hermitian conjugation. The function is a
decomposition over a full set of the possible stationary states of the system:

bW ¼X
ks

wsðr; kÞbbksðtÞ; ð9:4Þ

where summation is performed over the stationary states with a quasimomentum k
as well as over all energy bands numbered with index s, wsðr; kÞ is the wave
function of the electron with the quasimomentum k, in the sth energy band, andbbksðtÞ is the time-dependent annihilation operator for the electron in the state
corresponding to subscript indexes. The time evolution of the creation and anni-
hilation operators is governed by the Heisenberg equation, which is an analog of
the Schrödinger one, and has the following form:

dbbksðtÞ
dt

¼ � 1
i�h

H; bbksðtÞ
h i

; ð9:5Þ

where H is the Hamiltonian that can be written in the form:

bH ¼ bH0 þ bHint; ð9:6Þ

here bH0 is an operator of the energy of the n-layer graphene electron plasma, for

the case when the electromagnetic wave is absent, and bHint is the interaction

Hamiltonian. Operator bH0 has the form:

bH0 ¼
X

ks

Eks
bbyksðtÞbbksðtÞ ; ð9:7Þ

where Eks is the unperturbed energy of the electron having quasimomentum k in the
sth energy band, the product of the creation and annihilation operators in
Eq. (9.7) is usually called occupation number operator. The interaction Hamiltonian
can be written as:

bHint ¼
X
k1s1

X
k2s2

Hint
k1s1;k2s2

ðtÞbbyk1s1
ðtÞbbk2s2ðtÞ; ð9:8Þ

where Hint
k1s1;k2s2

ðtÞ is the matrix element, having the following form:

Hint
k1s1;k2s2

ðtÞ ¼ e

Z
Uðr; tÞw�s1

ðr; k1Þws2
ðr; k2Þ dr; ð9:9Þ

From the Eqs. (9.3–9.9), the following two systems describing dynamics of
creation and annihilation operators can be obtained:

dbbksðtÞ
dt

¼ � i

�h
Eks
bbksðtÞ þ

X
k1s1

Hint
ks;k1s1

ðtÞbbk1s1ðtÞ
 !

; ð9:10Þ
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dbbks
y
ðtÞ

dt
¼ i

�h
Eks
bbyksðtÞ þ

X
k1;s1

Hint
k1s1;ksðtÞbbyk1s1

ðtÞ
 !

: ð9:11Þ

If one considers electromagnetic wave as a small perturbation, solution for
creation (annihilation) operators in zero-order approximation has the following
form:

bbksðtÞ ¼ bbA
ks exp � i

�h
Eks t

� �
; ð9:12Þ

where bbA
ks can be referred to as an ‘‘amplitude’’ of the annihilation operator, which

is independent on time. Then in the first-order approximation, we can add a time
dependence to the amplitude:

bbA
ksðtÞ ¼ bbð0Þks þ bbð1Þks ðtÞ; ð9:13Þ

where bbð0Þks is a time-independent part of the amplitude, and bbð1Þks ðtÞ is a time-
dependent one. Substituting Eq. (9.13) into the Eq. (9.12) and further into
Eq. (9.10), one can derive:

dbbð1Þks ðtÞ
dt

¼ � i

�h

X
k1s1

Hint
ks;k1s1

ðtÞbbð0Þk1s1
exp � i

�h
Ek1s1 � Eksð Þ

� �
; ð9:14Þ

dbbð1Þyks ðtÞ
dt

¼ i

�h

X
k1s1

Hint
k1s1;ksðtÞbbð0Þyk1s1

exp
i

�h
Ek1s1 � Eksð Þ

� �
: ð9:15Þ

Performing the temporal Fourier transform of (9.14–9.15) it is produced:

bbð1Þks ðxÞ ¼
1

�hx

X
k1s1

eH int
ks;k1s1

x� Ek1s1 � Eks

�h

� �bbð0Þk1s1
; ð9:16Þ

bbð1Þyks ðxÞ ¼ �
1

�hx

X
k1s1

eH int
k1s1;ks xþ Ek1s1 � Eks

�h

� �bbð0Þyk1s1
; ð9:17Þ

where bbð1Þks ðxÞ ¼
R bbð1Þks ðtÞ exp ixtð Þ t and similarly for time-dependent part of the

amplitude of creation operator, eH int
k1s1;k2s2

ðxÞ is the temporal Fourier transform of
matrix element from Eq. (9.9):

eH int
k1s1;k2s2

ðxÞ ¼ e

Z Z
Uðr; tÞ exp ixtð Þ dt

� �
ws1
ðr; k1Þws2

ðr; k2Þ dr: ð9:18Þ

Substitution of Eqs. (9.12–9.13) in the Eq. (9.4) gives for the electron charge
density (9.2):
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qðr; tÞ ¼ q0ðrÞ þ q1ðr; tÞ ; ð9:19Þ

where q0ðrÞ is the negative equilibrium charge density completely compensated by
positive charges of atom cores, and q1ðr; tÞ is an additional charge density gen-
erated by the perturbation. The second one should be substituted in the right hand
side of Eq. (9.1).

Performing Fourier transform on x, y, and t, it is produced:

eq1ðkk; z;xÞ ¼ e
X
k1s1

X
k2s2

F k2s2
k1s1
ðkk; zÞeH int

k2s2;k1s1
ðxÞRk2s2

k1s1
ðxÞ ; ð9:20Þ

F k2s2
k1s1
ðkk; zÞ ¼

Z
exp �ikkrk
� �

w�s1
ðr; k1Þws2

ðr; k2Þ drk ; ð9:21Þ

Rk2s2
k1s1
ðxÞ ¼ nk1s1 � nk2s2ð Þ

�hxþ Ek1s1 � Ek2s2

; ð9:22Þ

in the equations above kk ¼ ðkx; kyÞ is the component of wave vector along
graphene surface, rk ¼ ðx; yÞ is a radius vector, laying in the graphene plane,

nk;s ¼ h0jbbð0Þyks
bbð0Þks j0i is the occupation number of the state k; s. Fourier transfor-

mation applied to the left hand side of Eq. (9.1) gives:

�x2

c2
þ k2

k �
o2

oz2

� �eUðkk; z;xÞ ; ð9:23Þ

where kk ¼ jkkj, and eUðkk; z;xÞ is the Fourier transform of the scalar potential
Uðr; tÞ:

eUðkk; z;xÞ ¼
Z Z

Uðr; tÞ exp i xt � kkrk
� �� �

drk dt: ð9:24Þ

However, for a slowed down electromagnetic waves the following inequality is
fulfilled: x

c � kk. That is why (9.23) can be replaced by:

k2
k �

o2

oz2

� �eUðkk; z;xÞ : ð9:25Þ

Finally we have the following equation:

k2
k �

o2

oz2

� �eUðkk; z;xÞ ¼ 4pe
X
k1s1

X
k2s2

F k2s2
k1s1
ðkk; zÞeH int

k2s2;k1s1
ðxÞRk2s2

k1s1
ðxÞ: ð9:26Þ
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9.3 Self-Consistent Problem Solution

In the previous section, the basic Eq. (9.26) for the self-consistent problem was
derived. For analyzing the graphene system with the help of this equation, the
wave functions wsðr; kÞ and the energies of electron states Ek;s should be defined.
Tight-binding method can be used to determine these quantities. Within a
framework of this method, the wave functions are linear combinations of the Bloch
functions:

wsðr; kÞ ¼
Xr

i¼1

CisðkÞwðBÞi ðr; kÞ; ð9:27Þ

where r is a number of carbon atoms in the unit cell of the n-layer graphene

system, Ci;s are the unknown coefficients to be found and wðBÞi ðr; kÞ are the Bloch
functions:

wðBÞi ðr;kÞ ¼
1ffiffiffiffi
N
p

XN

j¼1

/iðr� rijÞ exp ikrij

� �
; ð9:28Þ

where N is a number of unit cells in the system, rij is the radius vector that points
out position of ith atom in the jth unit cell, /iðrÞ is p-electron atomic orbital.

The unknown coefficients CisðkÞ are determined by solving eigenproblem for
the n-layer graphene system:

MCs ¼ 0 ; ð9:29Þ

where M is a r� r matrix, and Cs ¼ C1sðkÞ; . . .;CrsðkÞð ÞT is a column vector. For
the case of graphene bilayer the matrix M has the form:

E0 þ D� Ek c0f ðkx; kyÞ c1 c4f �ðkx; kyÞ
c0f �ðkx; kyÞ E0 � Ek c4f �ðkx; kyÞ c3f ðkx; kyÞ

c1 c4f ðkx; kyÞ E0 þ D� Ek c0f �ðkx; kyÞ
c4f ðkx; kyÞ c3f �ðkx; kyÞ c0f ðkx; kyÞ E0 � Ek

0
BB@

1
CCA; ð9:30Þ

and for graphene single layer:

E0 þ D� Ek c0f ðkx; kyÞ
c0f �ðkx; kyÞ E0 � Ek

� �
; ð9:31Þ

where E0; D; ci are the tight-binding model parameters taken from [15]. Function
f ðkx; kyÞ has the form:

f ðkx; kyÞ ¼ exp
ikxaffiffiffi

3
p

� �
þ 2 exp

ikxa

2
ffiffiffi
3
p

� �
cos

kya

2

� �
; ð9:32Þ

where kx, ky are projections of the momentum onto x and y axis, respectively, a is
modulus of vectors a1 and a2, see Fig. 9.1.
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In general, the eigenproblem (9.29) has nonzero solution if determinant of its
matrix is equal to zero:

det M ¼ 0: ð9:33Þ

Equation (9.33) is the polynomial equation of the rth order, and it has r roots for
each value of k. These solutions can be numbered by index s varying from 1 to r.

Assuming smallness of overlapping of atomic orbitals, the all terms in the left
hand side of the Eq. (9.26) can be written in the form:
Z

gkk;rk/
�
i ðr� rijÞ/mðr� rmnÞ drk ¼ dim;jn

Z
gkk;rk /iðr� rijÞ

�� ��2 drk; ð9:34Þ

where gkk;rk is an arbitrary bounded function of arguments kk and r, dim;jn is the
Kronecker delta. Using (9.34), one can transform (9.21) to the following form:

F k2s2
k1s1
ðkk; zÞ ¼

Xr

i¼1

C�is1
ðk1ÞCis2ðk2ÞFiðkk; zÞdkk;k2�k1 ; ð9:35Þ

where dkk;k2�k1 is a Kroneker delta that provides the quasimomentum conservation
during electron–photon interaction, Fiðkk; zÞ is a function that can be referred to as
the atomic orbital form factor having the next form:

Fiðkk; zÞ ¼
Z

exp �ikkrk
� �

/iðrk; z� ziÞ
�� ��2 drk: ð9:36Þ

Again using the tight-binding condition (9.34) and additionally Eqs. (9.27–
9.28), one can present matrix elements (9.18) as follows:

eH int
k1s1;k2s2

ðxÞ ¼
Xr

i¼1

C�is2
ðk2ÞCis1ðk1ÞAiðk2 � k1;xÞ; ð9:37Þ

where

Aiðk2 � k1;xÞ ¼
Z

Fiðk1 � k2; zÞ
e

S
eUðk2 � k1; z;xÞz ; ð9:38Þ

here S is a square of the n-layer graphene sheet.

Fig. 9.1 Graphene single
layer crystal lattice. Vectors
a1, a2 are the basis vectors of
the lattice. Carbon atoms
inequivalent due to symmetry
of the lattice are depicted
with different colors (red and
blue)
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Substitution of Eqs. (9.37), (9.35) into the Eq. (9.26) gives:

k2
k �

o2

oz2

� �eUðkk; z;xÞ ¼X
r

i¼1

fiðkk; z;xÞAiðkk;xÞ ; ð9:39Þ

where

fiðkk; z;xÞ ¼ 4pe
X

k1s1;k2s2

Dk2s2
k1s1;i
ðkk; zÞdkk;k2�k1Rk2s2

k1s1
ðxÞ; ð9:40Þ

and

Dk2s2
k1s1;i
ðkk; zÞ ¼

Xr

m¼1

C�ms1
ðk1ÞCms2ðk2ÞC�is2

ðk2ÞCis1ðk1ÞFiðkk; zÞ: ð9:41Þ

In the long wave approximation inequality kka� 1 is fulfilled. Therefore, the

approximation exp �ikkrk
� �

! 1 in the expressions for atomic form factor can be

used. We shall use approximation
R

/iðrk; z� ziÞ
�� ��2 drk ! dðz� ziÞ which corre-

sponds to the electron wave functions concentrated on graphene monolayers.
Applying these approximations one can reduce Eq. (9.38) to the form:

Aiðkk;xÞ ¼
e

S
eUðkk; zi;xÞ; ð9:42Þ

where the quasimomentum conservation law has been used. Smallness of the
photon momentum leads to possibility of the following replacement:

Dk2s2
k1s1;i

kjj; z
� �

! D
0s2
s1;i zð Þ; ð9:43Þ

where

D
0s2
s1;i zð Þ ¼

Xr

m¼1

ds1;s2 Cms1j j2 Cis1j j2d z� zið Þ ð9:44Þ

ds1;s2 is the Kronecker delta arisen from the consideration of the eigenproblem
(9.29), also note that the absolute value of the coefficients CijðkÞ does not depend
on k, dðz� ziÞ is the Dirac delta corresponding to the new form of the atomic
orbital form factor.

Applying the replacement rule (9.43) to the Eq. (9.40) and taking into account
Eq. (9.42), one can obtain the new form of (9.39):

k2
k �

o2

oz2

� �eUðkk; z;xÞ ¼ 4pe2

S

X
k1s1;s2

Rk1þkk;s2

k1s1
ðxÞPs2

s1
ðkk; z;xÞ; ð9:45Þ
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where

Ps2
s1
ðkk; z;xÞ ¼

Xr

i¼1

D0s2
s1;i zð ÞeU kk; zi;x

� �
: ð9:46Þ

For Eq. (9.45), the following boundary conditions can be stated:

eU���
z!�1

¼ 0 ; ð9:47Þ

eU���
z¼zðlÞi �0

¼ eU���
z¼zðlÞi þ0

; ð9:48Þ

deU
dz

�����
z¼zðlÞi �0

�deU
dz

�����
z¼zðlÞi þ0

¼ 4pe2

S

X
s1

P0s1
ðkk;xÞ

X
k1

Rk1þkk;s1

k1s1
ðxÞ; ð9:49Þ

where

P0s1
ðkk;xÞ ¼

Xr

m;i¼1

Cms1j j2 Cis1j j2 eUðkk; zi;xÞ: ð9:50Þ

Boundary condition (9.47) means finiteness of the scalar potential throughout
the space. Conditions (9.48) and (9.49) correspond to the continuity of the scalar
potential and the discontinuity of electric field strength on each sheet of the n-layer
graphene system, respectively. The third boundary condition (9.49) was obtained
by integration of Eq. (9.45) in the vicinity of each graphene plane.

For the regions z 6¼ zi solution of the Eq. (9.45) has the next form

eUðkk; z;xÞ ¼X
n

i¼1

c1;iðkk; xÞ exp kkðz� zðlÞi Þ
h i

þ c2;iðkk; xÞ exp �kkðz� zðlÞi Þ
h i

;

ð9:51Þ

where n is the number of layers, zðlÞi is the position of the ith layer, cj;iðkk; xÞ are
coefficients to be defined. A homogeneous system of algebraic equations for
cj;iðkk; xÞ can be obtained if one applies the boundary conditions (9.47–9.49) to
the solution specified above. Such system has nonzero solution when determinant
of its matrix equals to zero. This equality gives the dispersion equation. Further it
will be reduced to two particular cases: graphene single layer and bilayer.

9.4 Dispersion Equations for Graphene Single Layer
and Bilayer

Dispersion equation for the n-layer graphene system derived in the way described
in the previous section is too cumbersome to analyze in a general form. Its
complexity strongly increases with the number of graphene layers in the system.
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From practical point of view, two cases have huge attraction. They are graphene
single layer and bilayer. The former is interesting because of linear dispersion of
electrons [16], the latter—due to controllable energy gap in the band structure
[17]. Besides, the second case is interesting, because of opportunity to investigate
the dependence of electromagnetic wave dispersion on interaction between adja-
cent layers.

Let begin analysis from the more simple case of graphene single layer. We
consider doped graphene with injected electron in the conduction band and take
into account transition in conduction band only. Low temperature limit is con-
sidered in what follows. From mathematical point of view, it results in the step
function form of the Fermi–Dirac distribution describing the average occupation
numbers nk;s. Moreover, long-wave approximation is applied again in calculations.
This time it means that the denominator of the resonance factor should be expand
to first-order terms with respect to kk. Producing that, one can obtain the following
dispersion equation for the graphene single layer:

4p2e2

�hvF
kF

x� x2 � v2
Fk2

� �1=2

k x2 � v2
Fk2ð Þ1=2

¼ 1; ð9:52Þ

where kF is the momentum of an electron on the Fermi surface in the graphene
single layer. Dependence of electromagnetic wave frequency on wave vector is
shown on the Fig. 9.2.

Dependence of the plasmon phase speed on wave vector is presented on the
Fig. 9.3.

It can be seen that plasmon phase speed in graphene single layer is 3–6 times
smaller than the speed of light in the vacuum and it increases with the density of
doped electrons.

Fig. 9.2 The dependence of
plasmon frequency (THz) on
wave vector (cm-1). Density
of doped electrons is taken to
be 1012 cm-2. Dashed curve
shows the light cone
(logarithmic scale is used)
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Another case of our interest is the graphene bilayer. Using the same assump-
tions as for the graphene single layer, we obtain the following dispersion equation:

1� 2pe

k
P1

� �
1� 2pe

k
P2

� �
� 4p2e2

k2
P1P2 exp �2kdð Þ ¼ 0 : ð9:53Þ

where d is the distance between graphene sheets in graphene bilayer, P1;2 is
referred to as irreducible polarizability, having the form:

Pi ¼
X

k1\kF

1
�hxþ Ek1�k;i � Ek1;i

� 1
�hxþ Ek1;i � Ek1þk;i

� �
; ð9:54Þ

There are two irreducible polarizabilities corresponding to two different con-
duction bands.

In long wave approximation irreducible polarizability can be presented in the
form Pi ¼ Ci=x2, where Ci depends on k and does not depend on the frequency
x. Solution for the frequency has very simple analytical form in that case:

x2
1;2ðkÞ ¼

C1 þ C2

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C1 þ C2

2

� �2

�C1C2 1� exp �2kdð Þ½ �

s
; ð9:55Þ

The sing ‘‘-’’ in the solution (9.55) corresponds to the acoustic plasmon mode,
having phase speed considerably smaller than plasmons in graphene single layer.
Let us remind that this solution is obtained within the assumption that electron
wave functions concentrated on graphene layers. Such situation should be
observed for spatially separated two graphene monolayers. In this system, the
distance between layers can be turned. As a result the plasmon frequency and
phase speed can also be controlled, that is clearly seen on Fig. 9.4.

Fig. 9.3 The dependence of
plasmon phase speed (1=c,
where c is the speed of light
in the vacuum) on wave
vector (cm-1). The curves (1)
and (2) are plotted for
densities of doped electrons
1012 cm-2 and
5 9 10-12 cm-2,
respectively
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9.5 Conclusions

General method of obtaining dispersion equations for surface plasmons in the
n-layer graphene system was developed. This method along with long-wave and
tight-binding approximations was applied to derive dispersion equations for
graphene single layer and bilayer. It was shown that in the case of single-layer
graphene the phase speed of plasmon is only 3–6 times smaller than the speed of

light in the vacuum that is not enough for C
^

erenkov synchronization with p
electrons. Meanwhile, graphene bilayer demonstrates desired possibility of phase
speed retardation up to the Fermi velocity of p-electrons in graphene. That paves
the way to the synchronization with nonrelativistic p-electrons, e.g., inner currents
of the graphene bilayer. Thus, graphene bilayer seems to be challenging material
for nanoscale Cerenkov-type emitters in the terahertz region.
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Part II
Interface Studies and Techniques



Chapter 10
Goniometric Setup for Plasmonic
Measurements and Characterization
of Optical Coatings

A. Loot, L. Dolgov, S. Pikker, R. Lõhmus and I. Sildos

10.1 Introduction

Reflection of light from the metal-dielectric films of subwavelength thicknesses
varies by means of molecules adsorbed on the metal surface. This effect is used for
optical plasmonic sensors of different organic and nonorganic species [1]. High
refractive index prism with a metallized side face is one of the most typical optical
elements of such sensors [2]. The side face of the prism is usually chemically
modified for binding and sensing only certain type of molecules [3]. Devices
suitable for detection of different molecular species can be realized on the basis of
several microprisms [4] and sensors adapted for optical microscopes [5].

Universalization of sensors means not only compatibility with different analytes
but also multi-functionality of the sensor. Minor modifications of the prism scheme
allow detection of the optical parameters of liquids [6] and gases [7], analysis of
microroughnesses on the metal surfaces [8] and nonlinear properties of the metal-
dielectric layers [9]. Thus, the prism scheme used not only for sensing but also for
characterization of optical media is vital. At certain resonant angle wave vector of
light passing through the prism is favorable for excitation of surface plasmon-
polariton wave on the metal surface. The medium in contact with the metal changes
the resonant conditions. Experimentally it manifests in the changes in wavelength,
polarization or resonant reflection angle of the testing light. Therefore, precise
control of the light incidence and polarization is especially important for applica-
tions. In view of this, we represent here an original multifunctional goniometric
setup for characterization of optical coatings and plasmonic measurements.

The structure of the current chapter is following. The introductory part
(Sect. 10.1) emphasizes importance of the multifunctional plasmonic devices for
characterization of metal-dielectric interfaces. Section 10.2 describes the resonance
conditions for induction of surface plasmon-polaritons and presents a transfer matrix
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method (TMM) applied for analysis of an attenuated total internal reflection.
Section 10.3 considers the general optical scheme of the goniometric setup.
Section 10.4 treats practical application aspects of the proposed goniometric setup
for analysis of refractive indices, thicknesses, and roughness of optical coatings.
Control of spectral shape, intensity, direction, and polarization of plasmon-coupled
emission in case of fluorescent TiO2:Sm3+ films is demonstrated. Details about
program control of the setup and smart procedures used for its calibration are col-
lected in the Sect. 10.5. The last resumptive Sect. 10.6 summarizes the previous ones
and describes potential applications of the presented goniometric device.

10.2 Definition and Properties of Propagating Surface
Plasmon-Polaritons

Surface plasmon-polaritons (SPPs) are electromagnetic waves which can propa-
gate on the metal-dielectric interface [10]. SPPs are originated from collective
oscillation of free electrons in the metal. They are characterized by exponential
decay of the electric field amplitude in metal faster than in the dielectric media.
Properties of SPPs can be derived from four Maxwell equations and the existence
of only p-polarized SPPs is verified [11]. Indeed, let us consider two infinite media
having an interface in xy plane: dielectric (z [ 0) and metal (z \ 0) (Fig. 10.1).
Assume that SPPs propagate toward the positive values of the x-axis and have a
propagation constant b. Then the dispersion relationship is

b ¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
edem

ed þ em

r
; ð10:1Þ

where k0 is the free space light wavevector, ed is the relative permittivity of
dielectric, and em is the complex relative permittivity of metal.

Applying Drude’s model [12] for the complex permittivity of metal, it is
possible to analyze the dispersion relation of SPPs. According to Drude’s model
the complex permittivity of metal equals to

e xð Þ ¼ 1�
x2

p

x2 þ iCx
; ð10:2Þ

Dielectric

Metal

z

x

εm

εd

0
β

Fig. 10.1 Scheme of SPPs propagation at the metal-dielectric interface. Dielectric permittivities
are marked as ed and em respectively. b represents propagation constant of SPPs
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where x is the angular frequency, xp is the plasma frequency of metal, i is the
imaginary unit, and C is the damping term. In case of silver, which together with
gold is the most exploited metal in plasmonic experiments, the plasma frequency is
xp � 1:2� 1016 rad s�1 and the damping term C � 1:45� 1013 s�1. The disper-
sion relation is plotted in Fig. 10.2 using Drude’s model with silver parameters and
dielectric permittivity ed ¼ 2:25.

As it is shown in Fig. 10.2, the SPPs are created outside of the light line
x ¼ ck. Thus, it is impossible to induce SPPs by just shining light on the metal
interface because of conservation of energy and momentum law. This is the main
problem for inducing SPPs. There are several methods to overcome this issue:
coupling of light by means of prism, grating, defect, or waveguide [11]. We
emphasize here only methods based on prism coupling.

10.2.1 Resonance Conditions for Light-Induced Surface
Plasmon-Polaritons: Prism Coupling Schemes

The most widely used prism coupling technique is elaborated by Kretschmann [2]
and Raether [13]. At the critical incident angle the light energy near the metallized
side face of the prism redistributes between the reflected beam and so-called
surface evanescent wave. This evanescent wave activates SPPs in the metal when
wave vectors of the light and SPPs are matched at the proper angle of total internal
reflection. The simplest geometry engages a semicylindrical glass prism and a thin
metal film (usually 40–60 nm thick) on the prism side face (Fig. 10.3). It can be
demonstrated that for induction SPPs the refractive index of the prism np must
exceed the surroundings. The prism allows to make the tangential component k0

sin(hi) of the light wave vector np times higher to match with the SPPs wave vector
on the metal–air interface:

Fig. 10.2 SPPs and light
dispersion relations
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npk0 sin hið Þ ¼ Re bþ Dbð Þ: ð10:3Þ

Equation (10.3) describes the surface plasmon resonance conditions for the
light-induced SPPs on the interface 2 (Fig. 10.3). The SPPs dispersion relationship
for two infinite media with one interface is given by Eq. (10.1). Correction Db in
Eq. (10.3) is considered as an additional interface appearing in the system prism—
metal—surrounding [13]. Such correction is sufficient, if exp 2ibdð Þ � 1, where b
is the propagation constant of the SPPs from Eq. (10.1) and d is the thickness of
the metal film. Precise dispersion relationship for the smooth multilayered medium
can be found in Ref. [14].

One other prism coupling technique is called Otto configuration [15]. In this
case, three layer system prism-dielectric gap-metal is used. In phase matching
aspect, Otto configuration is very similar to Kretschmann’s ones. Thus, the
refractive index of the prism is higher than the gap’s refractive index to achieve a
needed enhancement of the wave vector. In practice, Kretschmann configuration is
more frequently applied because precise control of the gap thickness (usually
around *200 nm) in Otto scheme is complicated. However, Otto configuration
has several advantages. For example, Otto scheme allows excitation of SPPs on the
surface of bulk metals. In contrast with this, Kretschmann configuration supports
only plasmons in thin films [13].

10.2.2 Transfer Matrix Method for Description of Surface
Plasmon-Polaritons

Excitation of SPPs is considered in the previous paragraph. Here we turn to the
methods which allow detection of SPP waves. Since dispersion relationship of
SPPs is outside of the light line, and SPPs are confined to the interface, it is hard to
see them directly. Still, it is possible to detect SPPs owing to their influence on the
light reflection. There is a constant reflection of all light after the critical angle in

θi θi
kx

kSP

1
2

np

Kretchmann

Reverse Kretschmann

Fig. 10.3 Kretschmann
(solid lines) and reverse
Kretschmann (dashed lines)
excitation of surface
plasmons. Angle of incidence
is hi; np is refractive index of
prism. kx and kSP are
projected wavevector of light
and wavevector of SPPs
respectively
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case of the total internal reflection. However, if a thin metal film is attached to the
side face of the prism, a minimum in reflected light intensity will appear at the
angle where phase matching with SPPs occurs. Angular dependences of reflec-
tivity curves can be obtained by the manual adjustment of the detection angles
using motorized goniometric setup or CCD array etc. Reflectivity can be described
by Fresnel formulas supporting complex refractive index [2]. However, vast
amount of reflections and refractions data complicates Fresnel calculations in case
of multilayered systems. Transfer matrix method (TMM) solves the problem in
more elegant way [15a]. Every layer of the system can be characterized by a 2 9 2
matrix which depends only on the layer thickness and the complex refractive
index. The whole stratified system is characterized by the system matrix which is
obtained as a result of the multiplication of all the layer’s matrices. Finally,
reflectance from the multilayered coating is calculated from the resultant matrix.
With a little effort, the method can be modified for prisms with various shapes
[16]. We applied TMM method for a theoretical fitting of the reflectivity data
measured by means of our goniometric setup.

10.3 Optical Scheme of Goniometric Setup

Precise measurement of the light reflected from the sample at different angles is
essential for the detection of SPPs. The proposed setup enables variation of the
light incident angle and consistent rotation of detector. Measurement cycle implies
automatized change of the light incident angles simultaneously with consecutive
registration of the light intensity. In our case, a configuration with a fixed light
source is favorable compared to others (Fig. 10.4). The prism with the attached
sample and a detector is arranged as rotatable parts (Fig. 10.5a). Two coaxial
precise rotational stages (8MR190 V-2-VSS42) from Lithuanian company
STANDA are used (Fig. 10.5b). The bottom stage rotates the prism, and the upper
one moves a sensor around it. These rotational stages are driven by the stepper
motors with torque 0.6 nm, voltage 42 V, and current up to 1.2 A. Full step
precision of those rotational stages is 0.01�. Movement in special microstepping
regime enhances resolution up to 0.0013� in particular cases. Two axis stepper
motor controller 8SMC1-USBhF-B2-MC2 from STANDA manages the rotation of
the step motors by means of LabVIEW and C/C++ program facilities.

10.4 Applications of Goniometric Setup

SPPs are extremely sensitive to the thickness and permittivity of the metal-
dielectric coatings. It gives a possibility for investigation of the surface plasmon-
polariton waves themselves; their propagation length and penetration depth in
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cases of different metals and dielectrics [17]. On the other hand, SPPs can be used
as a powerful tool for precise characterization of thin films: their thicknesses,
complex refractive indices, and even surface roughness [17a].

10.4.1 Characterization of Thin Gold Films

Here we demonstrate that assembled goniometric setup can be successfully
exploited for characterization of commercial optical coatings. Usually, we use

LASER PolarizerFilter

Mirror 1

Mirror 2

Analyser,
Filters &
Sensor

Fig. 10.4 General scheme of goniometric setup

Fig. 10.5 Assembled coaxial goniometer (a), based on two precise rotational stages (b)
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commercial gold-plated glass substrates from Phasis company as plasmonically
active substrates. Thorough characterization of these substrates is essential for our
further experiments. Results were compared with the data about gold and inter-
mediate adhesive titanium layers provided by Phasis company.

A gold-coated glass sample was attached with immersion oil (n = 1.516) to the
glass prism base (Fig. 10.6). Nd: YAG (532 nm) and HeNe (593 nm) lasers were
used as the light sources. An optical filter eliminated laser undesired wavelengths
of the laser source. Two mirrors directed the laser beam to the common axis of
rotational stages. P-polarization of the light was controlled by an additional
polarizer. Thorlabs PM100 photodiode was used as a detector (Fig. 10.4).

Angular dependence of reflectivity was measured between 10 and 70 �C with a
step varying from 0.05 to 1� (Fig. 10.7). If reflected light intensity changed a lot,
then the step size was decreased and vice versa. Reflection from the prism and
substrate was taken into account. Since the prism and substrate have slightly
different refractive indices, refraction from their interface was also included in
calculations. As input parameters for fitting the measured curves and complex
refractive indices for gold and titanium available from Palik’s handbook of optical
constants were used [18]. Theoretical fitting of experimental angular reflectivity
was carried out using the TMM described in the paragraph 2.2. Initial and fitted
parameters of the system are summarized in the Table 10.1. Simulated and mea-
sured angular reflection coefficients are in excellent agreement (Fig. 10.7). It turns
out that the thickness of the adhesion layer is near 6 nm and the gold layer’s
thickness is near 49 nm. Optimized real part of the complex refractive index is
comparable to initial input values but optimized imaginary parts deviate slightly
from the initial ones (Table 10.1).

1

2

np

n m ksp

3
4

θi

θ

θe

θi

I0 Ir

Ie

Fig. 10.6 Scheme of
measured multilayered
system: prism (1), immersion
oil (2), cover glass (3), gold
film (4). Reflected Ir and
scattered Ie beams are
marked, respectively
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Analysis of the surface roughness is based on the transformation of SPPs to
light on the surface inhomogeneity. This part of the light is scattered behind the
prism (Fig. 10.6). Angular distribution of the light scattered behind the prism was
measured and fitted via the theoretical model developed by Kretschmann [2].
According to the theory, the angular distribution of scattered light intensity is
given by the formula

Irel ¼
dIe

I0dX
¼ 4

p
k

� �4 ns

cos hið Þ
tp hið Þ
�� ��2 W heð Þj j2 S Dkð Þj j2; ð10:4Þ

where Ie represents intensity of light scattered to solid angle dX: I0 represents
intensity of incident light. Irel is relative intensity of light scattered to the unit solid
angle. Angles hi and he are marked in Fig. 10.6. ns is the refractive index of

substrate. tp hið Þ
�� ��2 is Fresnel coefficient for totally transmitted p-polarized light,

W heð Þj j2 is the dipole function of a single emitter and S Dkð Þj j2 is Fourier transform
of the roughness correlation function. Dk is Fourier component of the roughness
spectrum. For simplicity, a Gaussian correlation function is used to represent
surface roughness. So, the Fourier transform of roughness correlation function is

S Dkð Þj j2¼ 1
4p

r2d2 exp � r2Dk2

4

� �
; ð10:5Þ

where r and d are correlation length and root mean square (RMS) of roughness,
respectively. Using this theory, it is possible to model angular distribution of the
scattered light by finding the parameters r and d. As shown in Fig. 10.8, measured
film roughness can be characterized by four roughness components, pairs of the
correlation length, and RMS roughness. It turns out, that more than half of the
scattered light is caused by a component r ¼ 994 nm and d ¼ 3:3 nm. Same film
was also measured with an atomic force microscope and RMS roughness around
3:5 nm was obtained.

Fig. 10.7 Measured
(crosses) and modeled (solid
line) dependences of
reflection coefficient versus
light incident angle hi
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10.4.2 Application of Goniometric Setup
to the Measurements of Directional Emission
of Chromophores

Metallized prism can provide plasmon resonance conditions not only for the
reflected but also for the fluorescent light. It opened new perspectives in field of
so-called surface plasmon-coupled fluorescence [19].

There are several variants of possible placements for fluorescent molecules near
the metal. Fluorophores can be incorporated inside the dielectric film deposited on
the metal [20] or dissolved in the liquid in contact with the metallized prism [21].
Excitation of fluorophore can be realized from the side face of the prism
(Kretschmann configuration) or from its metallized face with sample (reverse
Kretschmann scheme) (Fig. 10.3). The main difference between these two cases is
that Kretschmann scheme allows excitation of plasmon-polariton directly by
incident light, but in reverse Kretschmann case plasmon-polariton wave appears
not for the exciting but only for the fluorescent light.

Usually, researchers use organic dyes as fluorescent markers. Plasmon resonant
conditions allow concentration of the almost all useful fluorescence in the narrow

Fig. 10.8 Angular
distribution of scattered light
intensity. di and ri are RMS
roughness and correlation
length of component i
respectively

Table 10.1 Real n and imaginary k parts of refractive index, thickness h for the layers of
stratified system represented in Fig. 10.6

Medium Initial parameters Fitted parameters

h (nm) n k h (nm) n k

Cover glass 1 1.51 1 1.51
Titanium 5.0 2.02 2.78 5.8 2.11 3.72
Gold 50.0 0.26 2.97 48.8 0.28 2.86
Air 1 1.0 1 1.0
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angular range, which is beneficial for sensing minute amount of the matter down to
the single molecules [19]. Here we demonstrate plasmonically assisted control of
the fluorescence for nonorganic TiO2:Sm3+ fluorescent films. Rare earth Sm3+ ions
have four spectral fluorescent bands assigned to the 4f–4f transitions of the Sm3+

ion. Each band can be coupled with plasmons at proper detection angle (Fig. 10.9).
Excitation of TiO2:Sm3+ film deposited on the gold layer and attached to the prism
was realized in reverse Kretschmann scheme (Fig. 10.3) by third harmonic
(355 nm) of the Nd:YAG laser. It was so-called indirect photoexcitation of Sm3+

emission [22]. Plasmon-coupled reddish fluorescence of Sm3+ ions is directed at
the angles at which wave vector of fluorescent light becomes equal to the plasmon
wave vector [see Eq. (10.3)]. Therefore, the resonance angles in the angular
dependences of directional fluorescence and reflectance are the same; maxima of
emission correspond to plasmonic dips in reflectance (compare a, b in Fig. 10.10).
Fluorophore-plasmon coupling appears for the Sm3+ ions situated at the distance
\60 nm from the gold layer, which is too large for Förster quenching of emission
but sufficiently small to be covered with plasmon field penetration depth. Direc-
tional plasmon-coupled Sm3+ fluorescence is strongly p-polarized because light of
such polarization interacts with plasmons. It is worth to note that directional
emission can also be s-polarized in case of thick (C100 nm) TiO2 films. In this
case, fluorescence is coupled with waveguide modes propagating in such films. An
enhanced local field in the last case is not plasmonic but interference by nature. So
the maximal intensity of the local field (dark areas in Fig. 10.11) is more con-
centrated in the dielectric and less connected with the metal nanolayer. Polariza-
tion changes in Sm3+ directional emission versus the TiO2 film thickness are
considered in our paper [23] in detail.

(a)

(b)

(c)Fig. 10.9 Fluorescent
spectra of TiO2:Sm3+ film
(47 nm) deposited on the
gold layer (50 nm) detected
in reverse Kretschmann
geometry at angles 20� (a),
60� (b), and 70� (c)
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10.5 Fine Points of Goniometric Setup Realization:
Control Logic and Calibration

Control logic and graphical user interface code were written in programming
language Python supported by additional libraries like NumPy, SciPy, MatPlotLib,
PyUsb, and PySide. Small parts of code were written in C++ language because
motors’ controller does not have explicit Python support. All elements in the code
are object-oriented. Control logic code can be divided into three parts: control of
the rotational stages, communication with the sensors, and calibration algorithms.

(4)
(4)

(3)

(3)

(2)

(2)

(1)

(1)

(a) (b)

Fig. 10.10 Measured angular dependences of fluorescence (a), and calculated reflectance (b) for
the TiO2:Sm3+ film (47 nm) deposited on the gold layer (50 nm). Data for different spectral bands
of Sm3+ are plotted: (1) 583 nm; (2) 616 nm; (3) 665 nm; (4) 728 nm

Fig. 10.11 Calculated distribution of light-induced local electric field inside the stratified
structure: prism (1), glass (2), gold (3), TiO2:Sm3+ (3), air (4). The thicknesses of TiO2 layer are
different: 47 nm (a), and 100 nm (b). Arrows indicate the light incidence direction
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Communication with the sensors is organized in a flexible way permitting
photodiode and CCD spectrometer interchangeability. A new sensor does not
require rewriting of the above-stated program code. It means just an appearance of
the new object class usable by all above-stated program methods: GetName(),
Start(), Stop(), Measure(), etc. Such universal interface of sensors allows pro-
cessing of data obtained both in case of the light reflection and fluorescence.
Intensity of the reflected light was detected by Thorlabs PM100 optical power
meter with silicon sensor S130A. Fluorescence was measured with Ocean Optics
2000+ spectrometer with Sony ILX511B CCD.

Most of the calibration algorithms implemented in the program code are based
on precise and fast determination of the light beam position, whether it is reflected
or refracted from the sample. In a sense it is an automatic focusing procedure. The
symmetric beam profile assumption is used as shown in the Fig. 10.12. Such
dependence of the light intensity on the sensor angle is physically caused by the
finite effective area of sensor. Thus, in the region 1 the whole beam fits to the
effective area of the sensor. However, in regions 2 some part of the beam is
absorbed or reflected by the sensor cover, and therefore not registered. A method
implemented in the program code locates points A and B at the half-width of the
beam (Fig. 10.12). If the location of A and B points is known, the beam center will
be positioned in the middle of them. The sensor can be positioned at the calculated
beam center with an accuracy D/.

Identification of A and B points was realized by recursive search method. The
first big step scanning rotation of the detector was aimed to locate the beam
position and define its half-width intensity roughly (solid dots in Fig. 10.12). Then
the recursive scan for the point A was initiated. The step size was divided by
two and angular region of the search was halved as well (crosses in Fig. 10.12).

12 2

Imax / 2

I

Sensor angle

A B

Fig. 10.12 Experimentally
measured intensity inside the
light beam versus the sensor
angle
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Such dichotomic procedure was repeated until the smallest possible scanning step.
Afterwards the location of the point B was found in the same way.

The right-angle prism usually used in our setup can be substituted for the prism
with other size and shape. In this case, a new prism together with a sample must be
set on the rotational axis of supporting stages. Otherwise rotation will cause an
undesirable shift of the light beam on the sample surface [24]. Thus, discrepancy in
rotation angles of the prism and the detector complicates the measuring procedure
(Fig. 10.13).

Proper positioning of the prism is possible, when the location of the light
incident point O on the prism side face is defined relatively to the rotation axis A
(Fig. 10.14). The angles of incidence and reflection for the light beams
(Fig. 10.13b) are influenced by the accuracy in the beam position D/ and the
distance between the rotational axis and the reflecting surface Dx (Fig. 10.15).
These parameters are independent. Change in D/ causes only the parallel shift of
the line and term Dx influences its slope. So, we can conclude about the distance
between the rotational axis and the reflecting side face of the prism from the slope
of the measured line. The second distance Dy (Fig. 10.14) can be found from the
similar graph measured in the same way for another side face of the triangular
prism.

Semicylindrical or hemispherical prisms are also possible in our setup. Some
authors [3] prefer such prisms because of low refraction on the rounded facets.
However, such prisms can have undesired focusing effects and disturb collimation
of the light beams.

Graphical user interface (Fig. 10.16) of the controlling program provides fast
and convenient measurements. It is made on the basis of Qt Project Libraries from
PySide module. Qt graphical user interface works on every widespread operating
system.

αα αα

2

Δx

γ

α2α ≠

(a) (b)Fig. 10.13 Light reflection
from the sample at the
angle a. a Rotational axis
(black circle) goes through
sample’s face. b Rotational
axis is at distance Dx from the
sample’s face. c denotes
apparent angle of reflection
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10.6 Conclusions

Light-induced SPPs are introduced in a manner emphasizing practical applications
of surface plasmon resonance. Resonance is obtained as a result of the attenuated
total internal reflection from the metal-dielectric sample attached to the prism.
Smart solutions for optical goniometric measurements are realized, such as:
recursive algorithm for detector positioning and adjustment of the sample on the
rotational axis of setup. The accuracy of the assembled setup allows estimation of
the film thicknesses and surface roughnesses with accuracy of several nanometers.
Refractive index of each layer of stratified medium can be determined down to
second decimal digit. It was demonstrated that proposed goniometric setup oper-
ates successfully not only with reflected but also with plasmon-coupled fluorescent

O

AΔx

Δy

B

Fig. 10.14 Prism position
relatively to the rotational
axis A

γ

Fig. 10.15 Dependence of
apparent angle of reflection c
(from Fig. 10.13b) on the
accuracy of incident angle
D/ and distance Dx between
the sample and rotational axis
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light. It enables transformation of the isotropic rare earth fluorescence into the
strongly polarized and directional one which is perspective for the sensing
applications and induction of low loss coherent surface plasmon-polaritons.
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Chapter 11
Effects of Surface and Interface in Oxide
Nanoparticle System

T. Konstantinova, I. Danilenko and V. Varyukhin

11.1 Introduction

Understanding the possibility of significant changes in the properties of materials
with decreasing particle size, grains, second phases, etc, less 100 nm, which
emerged in the 1980s of last century [1], it was the key to the development of new
technologies and materials in the coming decades. Further researches in this area
were found a number of different effects, when the changes of material properties
turn out a significant and nonmonotonic, depending on the size of their constituent
elements [2–7].

Analysis of the scientific literature shows that in the range of nanoscale
significant effects of the influence of the nanoparticles size on the properties of the
materials are identified. For example, for materials and nanoelectronics devices
such effects are observed at very small sizes, at least, \10 nm. This effect of the
influence of the particle size is very strong in the process of catalysis and can be
expressing the dependence with an extremum of certain nanoscale. Most of the
work which involves the effect of particle size is publishing in the field of biology
and medicine. Recent works in the field of agriculture and ecology are consider-
ably active.

At the same time, works that consider the influence of nanoparticle size on the
functional and structural properties of materials for technical use is relatively
small. However, in recent years, a lot of works on nanostructured composite
materials were appeared, as in the form of multiphase systems of nanoparticles,
films, and as the voluminous matrix with nanoparticles.

In this case, the fundamental aspects of the effect of its own surface of nano-
particles and surfaces of their interaction with the environment and other phases in
the behavior of systems of nanoparticles under the influence of various factors
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were considered insufficiently. But these features of the response to external action
are influencing the character of the reaction of the dispersed systems by way of
self-organization of nanoparticles and determine the further evolution of the
structure of the nanopowder, and ultimately the properties of the final product.

In this paper, the effects of the influence of the surface of nanoparticles (and the
corresponding particle size) and the effects of their interaction at the temperature
and pressure will be considered by the example of the system ZrO2–Y2O3.

Doped zirconia exhibits persistent interest as engineering material because of
its outstanding combination of properties such as: strength, toughness, high
melting point, chemical inertness, electrical, optical properties, and biocompatible.
These qualities provide wide range of applications for this material in the capacity
of functional and structural, ceramics, and also for catalyst, in electrochemical
devices, in medicine etc. Yttrium is used most frequently, stabilizing tetragonal (t)
and cubic (c) phases with addition of 3 and 8 mol %, respectively.

Zirconia-related materials have attracted in the last decades increasing attention
of both researches and manufactures, because development of new technology
begin to product oxide nanopowders. Most of the above-mentioned applications of
zirconia-based materials, especially of nanopowders, are related to their surface
state, such as Gibbs energy, electrode potential, kind of active centers and their
relation, level of segregation of doped, impurity ions, and others. The surface state
is depended strongly from preparation conditions and that surface characterization
is an evident need. And the interaction of nanoparticles in the system, what is one
of the most phenomena in dispersed system is determined by surface state.

For the recent 15–20 years, mesoscopic approach has been widely used to
describe different phenomena in solid state. Mesoscopic scale is considered to be
intermediate between atomic scale and microscopic one. Significant progress in
mesoscopic physics during last few years was carried out in the works of Ymry and
described in [8] and connected with the development of theoretical background for
electronic transport in metals, halfmetals, and semiconductors. These investiga-
tions have given answers to many fundamental questions about the transformation
of quantum laws during transition into macroscopic level. Arkharov in 1980 [9] has
shown the necessity of mesoscopic approach for description of the whole number
of phenomena in condensed matter. He proposed the definition of mesoscopic
phenomena as phenomena characterized by collective interaction of system ele-
ments. The elements of the system can be impurity atoms, dislocations, vacancies
etc., and in majority of cases exactly the mesoscopic phenomena determine
materials properties. From this point of view, self-organization phenomena in
nanoparticle systems during synthesis, compaction, and sintering can be considered
mesoscopic. It is also should be noted that description of self-organization phe-
nomenon is often hard or even impossible without the use of this approach.

In this paper, we will discuss experimental results on the nanoparticles size
influence in nanoparticles interaction in heating process and tetragonal-monoclinic
transformation under high pressure.
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11.2 Self-Organization of Nanoparticles in Calcination
Process

Nanopowders of zirconia hydroxide were prepared by modified co-precipitation
technique. (Solutions of high purity ZrO(NO3)2 and Y(NO3)3 salts taken at
stoichiometric composition (3 mol % Y2O3) were used as starting materials. This
precursor solution was mixed with ammonia solution. Precipitation pH was retained
at the level of nine. After reaction stopped, the sediment was repeatedly washed with
water in order to remove NO3- ions. The precipitates were then dried in a microwave
furnace. Nanopowders were calcined using 3 �C/min heating rate in a temperature
range of 350–1,000 �C and naturally cooled with furnace. X-ray diffractometer
(XRD) with nickel-filtered Cu Ka radiation was used to determine phase compo-
sition and crystalline size of calcined powder. Crystalline size was estimated using
Scherrer formula [10]. Morphology of nanopowders was investigated using TEM on
Jeol JEM 200A instrument and HRTEM on FEI F206 instrument.

The peculiarities in growth process of zirconia nanoparticles were considered in
[11]. Nanoparticles obtained by our technology are single crystals with soft and
easily destroyed agglomerates. They have low degree of size dispersion (20 %)
and homogeneous dopants distribution and are 100 % tetragonal. The morphology
of these nanopowders is shown in Fig. 11.1.

Fig. 11.1 Morphology of nanopowders ZrO2 - 3 mol % Y2O3 calcined at different
temperatures (a) -500 �C, (b) -700 �C, (c) -1,000 �C
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On the dependence of particle size from calcination temperature (Fig. 11.2a),
we see two stages of nanoparticles growth with different growth rate, that dem-
onstrated two different mechanisms in this synthesis process, specific surface area
(SSA) measured and calculated for spherical particle are shown in Fig. 11.2b.

Past decade investigations have shown that nanoparticles growth during syn-
thesis proceeds not by connection of separate atoms or ions but by coarsening
growth which is also known as ostwald ripening [12], oriented aggregation,
oriented attachment, or oriented consolidation [13, 14]. Ribeiro in 2005 [13]
proposed kinetic model for description of nanocrystal growth by oriented attach-
ment mechanism during initial stages of nanoparticle synthesis and during growth
induced by hydrothermal treatment.

The peculiarity of mesoscopic system is relatively weak bonding between
primary particles ensuring cooperative rearrangement under external influence still
being bonded to each other. This peculiarity makes the understanding of mecha-
nisms and building of physical models a very complex task, as many factors
should be taken into consideration. The difference of particles behavior in sus-
pensions (liquid medium) and in powder state (gaseous medium) is of great
importance. Liquid medium is undoubtedly facilitating particles movement under
the influence of Brownian motion of liquid molecules thanks to big freedom for
movement and to suspension state of particles. It makes collision and oriented
attachment possible.

Our investigation with use HRTEM [14] in first demonstrated the really con-
solidation of zirconia nanoparticles calcinated at 500 �C (Fig. 11.3a) and on
Fig. 11.3b the scheme of that mechanism is shown. In the 400–600 �C interval
there is no diffusion in zirconia, anion diffusion activity begin[600 �C, and cation
moving above 1,000 �C. Nevertheless, particles of nanopowders are in the state of
continuous motion ensured by small translations and rotations. First of all, the
mass of a single particle at middle interval of calcination temperature is very small
(the mass of 10 nm particle is 3 9 10 - 18 g) and comparable with the one for
the air molecule which has higher mobility than water. Second, nanoparticles
being weakly bonded are in direct contact with each other experiencing mutual

Fig. 11.2 Dependence of (a) nanoparticle size (coherent scattering area – CSA) and (b) specific
surface area (SSA) measured and calculated for spherical particle via calcination temperature
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attraction and repulsion. Under the influence of above layers, they can reach
equilibrium state at the expense of consolidation. Third, it should be noted that
zirconia is an ionic crystal with clearly defined surface relief and particles con-
solidate directly along its orientation.

Calcination in the temperature range of 600–1,000 �C leads to significant
increase of grain growth, according to the slope of crystallite size temperature
dependence (Fig. 11.2). Indeed, usual sintering of oxide powders assumes diffu-
sion of both components. In the case of oxygen-containing crystals, in particular
zirconium dioxide, oxygen diffusion according to impedance spectroscopy starts at
temperatures higher 600 �C and cations (Zr and Y) diffusion starts only after
reaching 1,100 �C [15]. The cause of such behavior is a great difference in acti-
vation energies: *0.8–1.2 eV for oxygen and *4.4 eV for zirconium [16].

Our investigations show that at temperatures higher than 600 �C surface state of
nanoparticles changes dramatically. According to ESR data [17], amount of Zr3+

and F-centers (oxygen vacancy with trapped electron) [18] on the surface of
nanoparticles significantly rise at 600 �C. For understanding the mechanisms of
transport phenomena, the computer simulation was carried out [19]. Simulation
used the strong coupling theory applied to the tetragonal zirconia plate with
S-impurity consisting of four planes (111) and oxygen vacancy in the near-surface
layer. Energy barriers of oxygen atom migration for different cells (Fig. 11.4a, b)
were obtained for the surface migration of oxygen and migration of oxygen in
near-surface layer by vacancy mechanism. It is shown [20, 21] that energy barrier
of oxygen migration in the near-surface layer with vacancy is lower than energy
barrier for the surface migration of the oxygen.

HRTEM investigation of structure of the powders calcined at 700 �C have
shown that oriented attachment mechanism also works in this case forming the
particles two times bigger in size and in addition to this considerable amount of
particles with perfect and imperfect boundaries (Fig. 11.4c).

These experimental results in combination with computer simulation support
the notion that on second stage oxygen diffusion by vacancy mechanism is the
main process assisting the increase of growth rate of particles. We suppose that
oriented attachment also takes place on this stage, but more efficient lacing of
particles together occurs due to oxygen diffusion by vacancy mechanism between
adjacent particles. This mechanism also facilitates the joining of nanoparticles

Fig. 11.3 Oriented attachment of nanoparticles. a HRTEM image, calcination temperature
500 �C. b Scheme of mechanism

11 Effects of Surface and Interface in Oxide Nanoparticle System 139



with different orientation with the necessary angle due to cooperative displace-
ments and rotations, making the formation of boundaries with minimum excess
energy possible. Described mechanism can be called oxygen-vacancy lacing
consolidation.

11.3 Evolution of Zirconia Nanoparticle System Under
Hydrostatic Pressure

Usually, oxide particles are only consolidated under pressure without any trans-
formations, if pressure is \Pcrit, which appropriate phase transition on P–T
scheme. Zirconia has stress-induced martensitic transition from stabilized high
temperature tetragonal phase to low temperature monoclinic phase.

The phase transformation of metastable tetragonal phase to monoclinic phase
(referred as t–m transformation) in zirconia plays important role in the formation
of relatively high mechanical properties of zirconia ceramics [15, 22, 23]. Zirconia
ceramics (ZrO2 - 3 mol % Y2O3) in the tetragonal modification was called by
Harvie, Hannik, and Pascoe ‘‘Ceramic Steel’’ for the most high among ceramic
material strength and fracture toughness.

The process of stabilization of tetragonal phase in zirconia depends on con-
centration oxygen vacancies in crystal structure. The oxygen vacancies can be
generated via doping, for example, trivalent cations within ZrO2 lattice [24, 25]. It
was shown that a decrease in the oxygen ion vacancy concentration decreases the
tetragonal phase stability and promotes its transformation to the monoclinic phase.
Garvie [26] demonstrated the role of crystalline size and agglomeration degree in
stabilization of tetragonal phase without doping any impurities.

Fig. 11.4 Scheme of contact of two crystal surfaces: (a) oxygen migration along the surface
(111) of zirconia plate and (b) in near-surface (111) layer with vacancy and (c) perfect boundary
between two nanoparticles, HRTEM
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The physical factors also have strong influence on tetragonal phase stabilization
in ZrO2. Such factors are the strain and interfacial energy, external and internal
hydrostatic pressure [27]. Variations of these factors play a great role of tetragonal
phase stabilization and evolution during pressure compaction and heating. Effect
of pressure on the phase transformations in zirconia nanopowder systems is not as
widely studied [28–31].

But the behavior of nanopowders under pressure is more complex, because
powders may be agglomerated or not, particles can have surface shell of adsorbed
molecules or not. The questions about agglomerate type (‘‘hard’’ or ‘‘soft’’) are
important.

The powders were prepared by the same methods of synthesis that was
described in the part 2 of this paper. Calcination temperature was 400, 500, 700,
800, 900, and 1,000 �C what ensured 8, 12, 18, 20, 23, and 30 nm cylindrical
specimens of 20 mm diameter and 2–3 height were uniaxially pressed at 50 MPa,
and after that samples in elastic container were subjected by isostatic pressure in
oil. The treatment of specimens under isostatic pressure conditions was carried at
different pressures from 100 to 750 MPa. The phase compositions of samples after
isostatic pressure were determined by XRD.

Our technology ensures soft agglomerates [32], because first effect of high
pressure influence is self-organized in nanoparticle system with the arising of
granules and the granule size vastly depended from particle size (Fig. 11.5). The
second effect is martensitic tetragonal-monoclinic transformation. In some papers
[32, 33] were shown that the phase transformation from tetragonal to monoclinic
phase in ZrO2-3 mol %Y2O3 nanopowders took place after isostatic pressure
treatments, but detailed investigations of particle size influence on degree of
tetragonal-monoclinic transformation have not been carried out. Our results on the
hydrostatic treatment of zirconia nanopowder are shown in Fig. 11.6. The maxi-
mum amount of monoclinic phase in the samples treated with the same pressure is
at particle size 23 nm, calcinated at 800 �C. The maximum values of monoclinic
phase are reached after compaction at 750 MPa. The monoclinic phase, what

Fig. 11.5 The granule arising under high hydrostatic pressure: (a) initial nanoparticle,
d = 10 nm and (b) their granule structure (d = 50 nm), in green ceramic after high hydrostatic
pressure 500 MPa. TEM, two-step replica
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created under high pressure in zirconia nanoparticles has volume of elementary
crystal cell on *4 % more than initial tetragonal cell and that are positive,
because this transformation lead to destroy agglomerate. But in the case, when
monoclinic part will be [30 %, the compacted specimen will be destroyed. It is
more important to consider in region of small size (\25 nm). When we have initial
size[25 nm the monoclinic part decreases. It may be due to more high stability of
T-phase with increasing particle size or influence of agglomerate hard degree.

11.4 Conclusions

The described phenomenon in zirconia nanoparticle system demonstrated strong
influence of surface and interface, and interface of evolution of structure nano-
particle under heating and hydrostatic pressure and have important role at appli-
cation of nanopowders. Proposed conception on mesoscopic processes of
nanoparticles formation made the understanding and theoretical description of
significant amount of experimental data possible and open the way for purposeful
governing by oxide nanopowder system on the stages of obtaining, compaction,
and sintering.
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Chapter 12
Surface Sites of Nanomaterials:
Investigation of Local Structures
by In Situ IR Spectroscopy

Valentina Aina, Gabriele Alberto, Chiara Deiana, Yuriy Sakhno,
Alessandro Damin and Gianmario Martra

12.1 Introduction

12.1.1 Nanomaterials

Since the late twentieth century, research in the field of nanotechnology and
nanomaterials has certainly become a key pillar of modern science due to the
potential heavy impact on technological, industrial, and medical fields. Although
the term ‘‘nanotechnology’’ has been used for the first time by Japanese scientist
Norio Taniguchi in 1974 [1], the basics of the subject were first expressed in 1959
by the physicist Richard Feynman, Nobel Prize in Physics in 1965, during his
famous speech on ‘‘There’s Plenty of Room at the Bottom’’ at an American
Physical Society meeting at the California Institute of Technology. In his speech
Feynman, many years before the invention of the scanning tunneling microscope
allowed even to see a material at the atomic level, perfectly described the
importance of studying and manipulating materials in the nanoscale because
‘‘…we have a lot of new things that would happen that represent completely new
opportunities for design. Atoms on a small scale behave like nothing on a large
scale, for they satisfy the laws of quantum mechanics. So, as we go down and
fiddle around with the atoms down there, we are working with different law…we
have new kinds of forces and new kinds of possibilities, new kinds of effects’’. In
fact, physical and chemical properties of materials (such as optical and magnetic
properties, electrical conductivity, surface energy and reactivity) significantly
changed from the bulk form to nanoparticles (NPs) in the range of 1–100 nm size
scale, where their behaviors are ruled by the so-called quantum effects. Moreover,
in the nanoscale, most of these properties are size-dependent, and a wide range of
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possibilities is provided in terms of manipulation, in order to obtain nanomaterials
with precise and peculiar features. Depending on their composition, nanomaterials
can be employed in a wide range of applications, such as photo-catalysis and
catalysis (e.g., TiO2 [2] and Pd [3]-based NPs, respectively), energy conversion
and storage devices (e.g., TiO2 [2] and ZnO [4] based solar cells), biological and
chemical sensing (e.g. fluorescent silica NPs [5] Au NPs [6], Fe2O3-based mag-
netic NPs [7] drug delivery (silica; [8] and polymer-based nanocomposites [9],
biocompatible materials for bones regeneration (e.g., hydroxyapatite HA [10] and
substitution (e.g., titanium-based materials) and SERS and SEIRA (coinage metal
nanostructures) [11–13].

12.1.2 Properties of Nanomaterials

One of the most spectacular (and well known in the past) examples due to the
‘‘nano-sizing’’ of materials is constituted by the variation of the optical properties
of coinage metals (Cu, Ag, and Au NPs), when compared to their bulk counter-
parts. In fact, colloidal solutions of these metals (obtained by chemical reduction
of salt precursors like CuSO4, AgNO3, and, HAuCl4) containing NPs ranged from
2 to 100 nm interval are characterized by a very intense coloration (typically dark
yellow for Cu, yellow for Ag, and ruby red for Au) quite different with respect to
that observed for bulk materials. It should be noted that Ag and Au at nanoscale
were already applied in the past to give intense coloration (even at very low
concentration) to glasses (yellow or red, respectively), Lycurgus cup is one of the
most famous examples for intense coloration (Roman artifact in fourth Century
A.D.), and now it is conserved at the British Museum of London. In 1600 Para-
celsus described the preparation of ‘‘aurum potable’’ (a ruby red solution) obtained
by the reduction of HAuCl4 by alcoholic extract of plants, and 200 years later
Michael Faraday (1857) started the first scientific investigation of such colloidal
Au solutions. It is now well understood that the origin of the strong coloration of
these solutions (or materials like Ag and Au doped glasses) is due to the
interaction between light (more generically an electromagnetic wave) and
the electronic cloud of the NPs. In particular, the oscillating electric field of the
impinging radiation exerts a force that displaces the electronic cloud from nuclei,
originating an oscillating net dipole (plasmon) and causing a strong absorption of
the light. The energy at which such absorption reaches its maximum (the so-called
plasmonic peak) depends on several factors, such as element constitution, size,
shape, aggregation state, and the dielectric environment of the NP [13]. In par-
ticular, for Cu, Ag, and Au nanospheres ranged from 2 to 70 nm interval, the
plasmonic peak falls in the visible region (in the range between 400 and 600 nm).
In the recent years, there was an incredible development of nanotechnology
[14, 15] and it is now possible to obtain (by adopting several top-down or bottom-
up preparation methods) NPs characterized by several shapes (spheres, rods,
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triangles, and stars) and size, both in solution and supported/embedded in several
materials (e.g., SiO2) [16].

One important application which is directly derived from the confinement to the
nanoscale of these materials, is SERS (Surface Enhanced Raman Spectroscopy).
This intriguing technique (able to reach single-molecule sensitivity) originates by
the observation that Raman signals of a molecule interacting with a NP (or an
aggregate of NPs) are several times more intense if the Raman spectrum is
recorded with an exciting laser line with energy matching the plasmonic peak.
Without entering deeply into details, it is argued that this effect (the so-called
electro-magnetic effect) is reconducible to the light-induced dipole moment in the
NP [13].

Another major consequence in decreasing the size of a material to the nanoscale
is the increase in the ratio of (surface atoms)/(bulk atoms) increases. In this case,
the material acquires some new properties (suggesting that surface atoms are
characterized by peculiar features with respect to bulk atoms) with respect to the
interaction with the environment. One important example of this is gold in which
the bulk phase is well known to be chemically inactive, becoming instead a very
active catalyst for several kind of reactions (the most popular being the CO oxi-
dation to CO2) when prepared as NPs [17].

The fact that properties of surface atoms change with respect to bulk atoms
have been well demonstrated by studying MgO NPs by means of absorption (in the
diffuse reflectance mode) and photoluminescence UV–Vis spectroscopy, which
provided direct information on electronic states peculiar of surface terminations
[18, 19]. The surface morphology of these NPs, representative of materials with a
high ionic character, results from the intersection of nano {001} planes, which
leads to the exposure of five, four, and three-coordinated ions on facelets, whereas
in the bulk they are octahedrally six-coordinated. Such surface coordinative
unsaturations resulted in an increase in the Lewis acid and basic strength of cations
and anions, respectively, progressively increasing as the level of unsaturation
increased, with the appearance of a peculiar reactivity toward adsorbed molecules
(e.g., heterolytic splitting of H2, C–H bonds of organic molecules, with the
formation of carbanions, nucleophylic attack to CO) [20–22].

12.2 IR Spectroscopy of Adsorbed Probe Molecules

To study the surface sites of nanomaterials, investigation tools sensitive to (1) the
nature of surface sites, (2) the oxidation state, and (3) the local structure, are
needed to have a chemical and physical ‘‘ultra high resolution’’ [23].

IR spectroscopy of adsorbed probe molecules provides the required structural
and qualitative sensitivity to study the nature of powder samples’ surface [24, 25].
In particular, the surface sites, having a lower coordination than the bulk ones, are
available for the interaction with probe molecules: as a consequence of adsorption,
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the spectral features of probe molecules change, indirectly providing information
on surface centers [26].

The surface investigation with IR spectroscopy of adsorbed probe molecules
requires a proper preparation of the powder samples that are usually compressed in
self-supporting pellets and placed in gold frames to hold the samples. The selective
adsorption/desorption of molecules can be obtained by inserting the pellets in
proper homemade IR cells, equipped with CaF2 or KBr windows [27].

The IR cells are then connected to a conventional vacuum line (residual
pressure *10-5 mbar), where both thermal pretreatments and dosing of gas/vapor
molecules can be carried out; the as-prepared materials are then ready for the
in situ IR measurements of adsorbed probe molecules.

Hereinafter, the use of CO, CD3CN, and H2O for in situ IR spectroscopy of
adsorbed molecules will be reported in order to investigate different nanomaterials’
surfaces.

12.2.1 Carbon Monoxide: A Probe Molecule for Surface
Lewis Acid Sites

The ideal probe molecule should be (1) small (to avoid sterical hindrance), (2) with
spectral features sensitive to the surface state, and the surface should not be
modified as a consequence of the interaction with the probe molecule [28]. Pos-
sessing all these features, carbon monoxide is one of the most frequently employed
molecule for probing the Lewis acid sites exposed at nanomaterials’ surface [29].

In Fig. 12.1, a schematic representation of CO, highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO), is shown.

When CO is adsorbed on the surface cationic centers, its frontier orbitals are
perturbed. In particular, the HOMO, because of its slightly antibonding character,
the interaction with surface sites causes a stabilization of the entire CO molecule,
thus strengthening the carbon–oxygen bond and the CO stretching frequency
(mCO) of adsorbed molecule increases with respect to the CO gas one
(2,143.16 cm-1). Conversely, when the electronic density is added to the LUMO

Fig. 12.1 CO HOMO and
LUMO molecular orbitals
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of CO the mCO of adsorbed molecules decreases with respect to the CO gas one,
because of the weakening of the C–O bond [26].

Depending on the nature of metal-cation sites exposed at the surface, three
different types of CO interactions can be established, which can affect the CO
stretching frequency, and are summarized in Table 12.1.

1. Electrostatic
This can be described as an interaction between the surface cation field (like for
alkaline metal ions) and the CO charge distribution, and does not imply an
electron transfer; the electrostatic interaction causes an increase in the CO
stretching frequency than that of CO gas.

2. r bond Mn+ / CO
This kind of interaction is favored for metal ions with empty d orbitals and is
established between the HOMO of CO and LUMO of metal ion; the r bond
formation causes a shift to higher frequency with respect to mCO gas.

3. p bond Mn+ ? CO
When the electron density is transferred from the HOMO (dxy, dxz) of metal ion
to the LUMO (2p*) of CO, the p back-donation is established. This interaction
causes a decrease in the CO stretching frequency.

The CO stretching frequency adsorbed on metals with occupied d orbitals is
therefore the result of synergic effect of r bonding and p back-donation [23, 26, 30].
Hence, the kind and the strength of the CO-surface interaction influences the CO

Table 12.1 Effect of CO-surface and adsorbate–adsorbate interactions [23, 26, 30]

CO-surface interactions Effect on mCO

Electrostatic Increase
r bonding Increase

p bonding Decrease

Adsorbate–adsorbate interactions Effect on mCo
Dynamic shift increase with h
Static shift through space Increase with h
Static shift through solid Decrease with h
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stretching frequency, but it is not the only factor that can cause a shift of the mCO.
Indeed, also the interactions among adsorbed oscillators (adsorbate-adsorbate
interactions) contribute to the frequency shift and can be of the dynamic and the
static type.

The Dynamic shift is due to the coupling of vibrating dipoles of adsorbed
molecules, parallel to each other. It is experienced only among identical oscilla-
tors, with the same stretching frequency, and hence also the same isotopes. The
effect of this coupling is a shift of the mCO, with the coverage (h), to higher
frequency than for the isolated adsorbed molecule (singleton) [31].

Static shift. This contribution to the shift includes the following: (1) the
interaction through space that is related to the electrostatic interactions of static
dipoles and causes a shift of the mCO to higher frequency with h; (2) the through
solid contribution affects the surface centers by the adsorbing influence transmitted
though the solid from another site and lowers the stretching frequency with respect
to the singleton. The static shift is influenced by the type of solid, the distance
between the adsorbed oscillators and the coverage [31].

Proper isotopic mixture of 12CO and 13CO could be used to establish the shift
extent [32, 33].

12.2.1.1 IR Spectroscopy of CO Adsorbed on TiO2 P25

Titanium dioxide is widely employed in different fields (1) as photocatalyst for the
pollutants abatement [34, 35], (2) for solar energy production [36–38] with Grätzel
solar cells [39, 40], or (3) as biomaterial [41].

Concerning the first application, the surface properties of TiO2 nanomaterials
have been proved to play an important role for the photocatalytic activity.
Therefore, the disclosure of the surface structure-reactivity relationship represents
a fundamental point for understanding and improving the photocatalytic
performances.

In particular, several experimental and theoretical studies have been devoted to
the surface investigation of TiO2 P25 (Evonik, formerly Degussa) [33, 42–45],
considered a landmark for photocatalytic applications because of its unsurpassed
activity in several processes [46]. Among the different spectroscopic methods, IR
spectroscopy of adsorbed CO is a useful tool to explore the local structure of sites
exposed at the TiO2 surface.

In Fig. 12.2 the IR spectra of CO adsorbed at 100 K on TiO2 P25 sample are
reported. Before CO adsorption, the sample was thermally treated at 873 K to
completely remove H2O molecules adsorbed and most of the OH groups from the
surface [44, 45].

In the IR spectra, obtained for the adsorption of CO at 100 K on TiO2 P25,
several signals can be observed, and most of these spectral features are related to
the internal stretching mode of CO (mCO) interacting with the Ti4+ surface sites;
since their electronic configuration is d0, only the electrostatic interaction and the
r bond formation with adsorbed CO would be possible.
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The most intense peak at 2,179 cm-1 is related to mCO adsorbed on the five-
coordinated Ti4þ Ti4þ5c

� �
sites exposed at the most abundant facets (101) of the

TiO2 P25 NPs. This signal shifts to 2,189 cm-1 by decreasing the CO coverage, as
a result of the weakening of the adsorbate-adsorbate interactions, of both static and
dynamic types. Two other signals are related to the same surface centers: the band
at 2,127 cm-1, due to the internal stretching mode of 13CO molecules, present in
natural abundance , and experiencing only the static interaction between adsorbed
13CO oscillators; the other weak signal is located at 2,212 cm-1, initially assigned
to a combination of mCO and a low-frequency CO-surface mode [43]. Addition-
ally, a shoulder at *2,183 cm-1 can be distinguished, which has been assigned to
internal stretching mode of CO molecules adsorbed on Ti4þ

4c exposed at the (110)
facets [45].

The component at 2,206 cm-1 shows a lower reversibility than for the main
peak with the decrease in the CO coverage, thus indicating a stronger interaction of
CO molecules with these surface terminations, assigned to CO adsorbed on
cationic sites in low coordination [33, 47, 48].

The component at 2,164 cm-1 has been previously associated with (001)
surface [47, 49], but our recent theoretical data suggest [45] that the internal
stretching mode of CO adsorbed on other surfaces could contribute to this signal.
The remaining signals at 2,156 and 2,149 cm-1 are due to internal stretching mode
of CO adsorbed on residual hydroxy groups and on rutile phase [50], respectively;
the sub-band at *2,139 cm-1 is due to CO adsorbed in a liquid-like form [33, 47].

The combination of the IR spectroscopic data, obtained by using CO as
molecular probe, with the reactivity studies could be relevant for a deeper
knowledge of the photocatalytic processes and for the improvement of the TiO2

photocatalytic performances.

Fig. 12.2 IR spectra of CO
adsorbed at ca. 100 K on
TiO2 P25 outgassed at 873 K.
Spectra acquired at
decreasing coverages (h),
from 45 mbar CO to
outgassing for 10 min at ca.
100 K. Adapted from
Supporting Information of
Ref. [45]

12 Surface Sites of Nanomaterials 151



12.2.2 Acetonitrile: A Probe Molecule for Surface Lewis
Acid/Base Sites

Acetonitrile has been often used as a specific probe molecule for in situ IR
spectroscopic studies, because of its medium-strength Lewis base character, which
allows interaction with both hydroxy groups and Lewis acid/base surface sites. For
IR spectroscopic measurements of acetonitrile adsorption, the perdeuterated form
of acetonitrile (CD3CN) is used, because in CH3CN the analytical stretching
vibration of the C–N group (the mCN mode) is split into two components by a Fermi
resonance effect [51] that renders the spectra of adsorbed species difficult to read,
especially when more than one adsorbed species is formed.

The fundamental vibrations of CH3CN in the liquid state and their assignments
are summarized in Table 12.2 [51].

Acetonitrile is a Lewis base of medium strength (gas phase proton affin-
ity = 779 kJ mol-1), which can interact both with hydroxy groups (by H-bonding
or, in extreme cases, by proton extraction), and with coordinatively unsaturated
(cus) surface cations (by acid–base coordination); [24, 52–54] moreover, aceto-
nitrile can be used to monitor the presence of strongly basic surface centers,
yielding reasonably well recognizable surface anionic species [55].

The shift of the C:N stretching vibration frequency is a function of the type of
interaction [54, 56, 57]. Nitrogen electron doublet can be used as the base or
electron donor. The m(C:N) wavenumber increases when electron donor/acceptor
complexes CD3CN���A are formed, A being a Lewis [58, 59] or a Brönsted acid
site [60, 61]. With strong Brönsted acids, protonation occurs giving rise to a high
Dm(C:N) shift (*75 cm-1), however, still less important than that observed
(*110 cm-1) when CD3CN is complexed with carbocations [62].

Deuterium atoms of CD groups in a of the C : N bond, as those of the methyl
group of acetonitrile, present a proton donor character, in such a way that the
formation of the CD2CN- carbanion can be observed from the breaking of a C-D
bond. On a metal oxide, the following reaction can occur:

O2� surfð Þ þ CD3CN! OD� surfð Þ þ CD2CN� adsð Þ ð12:1Þ

Table 12.2 IR bands of liquid CH3CN and their assignments (Adapted from [51])

Description Designation Symmetry species Wavenumber/cm-1

Symmetric C–H stretching m1 A1 2,942
C:N stretching m2 A1 2,254
Symmetric CH3 deformation m3 A1 1,375
C–C stretching m4 A1 914
Antisymmetric CH3 deformation m5 E 1,442
Antisymmetric C–H stretching m6 E 3,001
CH3 rocking m7 E 1,047
C–C:N bending m8 E 380

m3 ? m4 A1 2,292
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The reaction involves the acid/base character of the OD/O2- and CD3CN/
CD2CN- couples; moreover, it requires the participation of cationic adsorption
sites to stabilize the CD2CN- carbanion.

The m(C:N) wavenumber of the carbanion characterizes the cationic site; as an
example, on ZnO [63], it is at 2,121 cm-1, on MgO, at 2,190 cm-1; [64] on CeO2

it depends on the state of the adsorption site: 2,098 (Ce4+) or 2,028 cm-1 (Ce3+).
CH2CN- can be also solvated by a CH3CN molecule. The characteristic wave

numbers of CH2CN- (CH3CN) complex are m(NH) = 3,260 cm-1 and m(C:N) =

2,110 cm-1 [65].
Another type of species can result from the acetonitrile interaction with

hydroxy groups: it is of the acetamide type. Therefore, on basic sites, adsorption of
CH3CN leads either to the amide or to the CH2CN- species formation.

12.2.2.1 IR Spectroscopy of CD3CN Adsorbed on Bioactive Glasses

Bioactive glasses are silica-based glassy systems that are used for biomedical
applications, mostly as bone prostheses. When bioactive glasses are immersed in a
physiological solution, they can induce the deposition on their surface of a layer of
hydroxycarbonate apatite (HCA), a mineral phase quite similar to the one that
bones are actually made of [66]. To understand the nature of surface sites active in
HCA deposition, the study of the availability of surface hydroxy groups and/or
basic/acid centers is a crucial factor that determines bioactive glasses reactivity,
since some surface functional groups and/or cations are likely to be sites for HCA
deposition. For this reason, the adsorption/desorption of a highly specific probe
molecule, like acetonitrile, in order to characterize the surface of two sol–gel
bioactive glasses (named 58S and 77S) was resorted to [67]. 58S glass is made of
60 % SiO2, 36 % CaO, and 4 % P2O5 whereas the chemical composition of 77S
glass is 80 % SiO2, 16 % CaO, and 4 % P2O5 (data are reported as % mol).

In Fig. 12.3a the adsorption isotherms on bioactive glasses activated at 573 K
are shown.

The IR spectral patterns reported in Fig. 12.3a, clearly indicate that CD3CN is
able to interact with bioactive glasses in different ways. In particular, pattern (a)
relative to CD3CN uptake on 58S shows that the first nitrile dose (*1 mbar)
generates two bands centered at *2,286 and *2,275 cm-1, respectively. The
bands correspond to the mCN mode of CD3CN involved in a medium–strong
coordinative interaction with Lewis acid sites and in a weaker H-bonding inter-
action with surface OH species. On the basis of the composition of bioactive glass
58S, it seems quite obvious that the only surface species that can act as Lewis acid
centers are surface exposed cus Ca2+ cations.

Further, CD3CN admissions induce intensity changes in the mentioned bands
and eventually yield an additional band at *2,266 cm-1. The latter band, which is
present at first only as a shoulder and becomes clearly visible when a pressure close
to half the vapor pressure of the adsorptive (p0 *100 mbar at 298 K) is allowed to
reach equilibrium, corresponds to the formation at the surface of the bioactive glass
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of a liquid-like CD3CN (physisorbed) phase. The weak band observed in all spectra
at *2,118 cm-1 is due to the ms(CD3) mode of CD3CN and, being virtually
insensitive to the type of solid–gas interaction, it is somehow representative of the
total amount of adsorbed CD3CN. Outgassing at room temperature (r.t.) causes, as
expected not only both, the removal of the liquid-like phase, and a decrease in the
H-bonded species, but also after prolonged evacuation, part of the Lewis-interacting
species absorbing at *2,286 cm-1 persists on the surface.

Spectral set (b) in the upper part of Fig. 12.3a indicates that, upon CD3CN
adsorption/desorption on bioactive glass 77S treated at 573 K, only minor dif-
ferences of band relative intensities are noted in the mCN spectral region with
respect to 58S. In spite of the difficulty of obtaining weak differential spectra in the
lower frequency regions (1,700–1,300 cm-1), due to the presence of Si–O over-
tone/combination bands and of bands due to surface carbonate-like species, no
clear evidence for the formation of new species was ever obtained during the
CD3CN adsorption/evacuation process on the bioactive glasses activated at 573 K.
In that spectral region, various CD3CN hydrolysis products (like, for instance,
acetamide or acetate anions), and/or various anionic dehydrogenation products are
known to be present. The formation of all these species is known to be catalyzed
by basic surface sites. From the absence of evident absorptions in the low m region,
it is deduced that the presence on bioactive glass surface of some cus Ca2+ ions is
not sufficient per se to induce the presence of basic anionic centers (OH-, O2-)
capable of transforming spectroscopically appreciable amounts of coordinated
CD3CN into anionic reaction products.

Fig. 12.3 CD3CN adsorption/evacuation on bioactive glasses activated 1 h at 573 K (a) and at
r.t. (b). All absorbance spectra are presented as differentials, (normalized against the background
spectrum of the corresponding bare bioactive glass). Solid-line spectra: adsorption of successive
doses (1–30 Torr) of CD3CN on 58S (spectral sets a) and on 77S (spectral sets b); dotted-line
spectra: after d3- CD3CN evacuation at r.t. for 1 min; broken-line spectra: after CD3CN
evacuation at r.t. for 30 min (Adapted from [67])
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In order to investigate whether, and to what extent, nitrile uptake on bioactive
glasses may depend on the surface dehydration degree, similar CD3CN adsorption/
desorption experiments were also run on the two bioactive glass specimens after a
plain vacuum activation at room temperature. In this respect, it is important to
recall that bioactive glasses are bound to operate in vitro in contact with aqueous
solutions with a fully hydrated surface.

Figure 12.3b shows that all main mCN peaks, observed on samples treated at
573 K, are still present at virtually coincident frequencies on samples treated at
room temperature. In particular, it is noted that: (1) on both bioactive glasses, there
is an early formation of a mCN band at *2,286 cm-1, due to Lewis-coordinated
CD3CN. The mCN band at *2,286 cm-1 resists evacuation at r.t. with only a
moderately decreased intensity; (2) only on sample 58S activated at r.t. (set a of
Fig. 12.3b), the mCN peak relative to CD3CN adsorption on hydroxy groups seems
to be shifted to marginally lower m (*2,273 cm-1). More importantly, for both
58S and 77S, the band of H-bonded CD3CN turns out to be definitely more intense
with respect to the band due to CD3CN coordinated to Lewis acid sites
(*2,286 cm-1); (3) on both bioactive glasses activated at r.t., the band at
*2,267 cm-1 ascribed to physisorbed nitrile is hardly visible, also under high
adsorptive pressures. The latter two aspects can be easily explained if it is
considered that, at r.t., the process of surface dehydroxylation has not begun yet,
whereas that process certainly occurs to some extent at 573 K. This means that,
after treatment at r.t., more hydroxyl-bearing species are present at the surface, and
thus, the *2,275 cm-1 mCN band due to H-bonded species is bound to be more
intense. At the same time, a higher surface concentration of OH groups implies the
presence of a higher concentration of specific adsorptionn sites for CD3CN uptake,
so that the formation of a liquid-like CD3CN phase at nonspecific sites (mCN band
at *2,267 cm-1) will be less favored.

From these data it is possible to conclude that Ca2+ cations are present at the
surface of bioactive glasses, and are readily available for a Lewis acid–base
interaction with bases (of medium strength). This derives from the fact that (most
of the) surface Ca2+ cations, not involved in the formation of stable surface car-
bonate-like species, are preferably ‘‘screened’’ by coordinated water molecules
that can be displaced ligand by bases as strong as acetonitrile. This means that
surface Ca2+ cations are available for interaction with many Lewis-basic species
that they can come into contact with when immersed in a physiological solution.

12.2.3 Adsorbed Water Molecules: Study of Water Structure
at the Surface

Water adsorption on the surface of finely divided materials has been the objective
of IR studies, since the research works were carried out in the field of surface
science of high surface area materials [68].
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Many efforts have been taken to study the state of adsorbed water on different
oxide surfaces, with the use of IR transmission and reflectance spectroscopy [68].
However, in most of these studies, the interest was focused on the first layer of
water molecules directly interacting with solid surface, conversely less attention
was paid to the investigation of multilayers formation. The careful control of the
amount of adsorbed or desorbed water vapor with in situ IR spectroscopy is a
powerful tool to investigate not only the nature and surface structure of solids with
high specific surface area (SSA), but also the structure of water adlayers, which
play an important role in interfacial phenomena in biomedical applications [69]. In
the MIR region, two fundamental H2O vibrations are observed, i.e., OH-stretching
(mOH) and H2O bending (dH2O) modes. In the case of water-surface interaction,
the shift in frequency of the previously mentioned water vibrational modes, with
respect to H2O liquid-like state, can give very important information about
hydrogen bond donor and acceptor behavior and about the strength of the coor-
dinative bond with adsorbing sites [70]. Concerning the d(H2O) mode, when a
water molecule interacts through the oxygen atom with surface cations or acts as
an H-bond acceptor, the d(H2O) is shifted to lower wavenumber; conversely, when
it acts as H-bond donor, the d(H2O) is blue-shifted: hence, the water-bending
frequency is the result of both contributions. For this reason, the information that
can be obtained from the analysis of this vibrational mode might be equivocal and
the combined effects of strong H-bond and coordinative interactions could lead to
d(H2O) unshifted frequency. On the other hand, the frequency variation of the
OH-stretching mode mainly depends on the strength of the H-bond: stronger the
hydrogen bond, lower the mOH frequency. The study of this feature is the main aim
of the IR investigation of the interactions that water molecules experience at the
surface dependent on the coverage. Moreover, a quantitative evaluation of the
amount of adsorbed water molecules at the nanomaterials surface is also possible.

12.2.3.1 IR Spectroscopy of Water Adsorbed on HA

HA is the main component of hard tissues such as bones and teeth of vertebrate
animals and humans. Consequently HA is readily considered as a bioactive
material for artificial bone substitution because of its biocompatibility and
chemical and biological affinity with bony tissue [71]. In vivo biomineralization
process is an organized assembly of organic macromolecules that regulate
nucleation, growth, morphology and aggregation of inorganic NPs of calcium
phosphates [72]. To mimic the native tissue architecture, several crystals param-
eters must be controlled such as: size, chemical composition, morphology, and
surface structure. At present, there is a great variety of methods designed to
reproduce nano-HA [73]. When HA NPs are in contact with the biological envi-
ronment they first interact with water molecules that are the main component of
the body fluid. Further, when a biomolecule converges towards HA NPs surface, it
should surmount the barrier of water layers initially surrounding the HA NPs as a
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shell. Thus, in order to achieve a good osseointegration of HA NPs to native tissue,
the HA NPs surface and hydration must be investigated.

Here, the results of IR spectroscopic studies of adsorbed H2O molecules from
vapor phase at the surface of HA crystalline NPs are reported.

Figure 12.4a shows the spectra of HA in the presence of 20 mbar of H2O vapor
(curves a), after outgassing at b.t. (curves b), and after the outgassing step at the end
of a series of D2O adsorption/desorption cycles (curves c). The low-frequency region
of the displayed spectral range was limited to 1,350 cm-1 and this value is the onset
of the cutoff due to the fundamental absorptions of the lattice phosphate groups.

The absorbance bands are assigned as follows.

1. Overtone and combination modes of the fundamental phosphate absorptions
produced the 2,200–1,900 cm-1 weak pattern. Another signal due to bulk
species is the sharp peak at 3,570 cm-1, due to the stretching of OH- groups
and arranged to form like ‘‘columns’’ in the bulk. The set of components in the
1,550–1,350 cm-1 range is related to the stretching modes of carbonate groups
[74]. Such components exhibited some change in shape and relative intensity
depending on the amount of adsorbed water, indicating that part of the car-
bonate groups was located at the surface.

2. Adsorbed water molecules were responsible for the band at 1,642 cm-1 (dH2O)
and most part of the complex absorption in the 3,500–2,500 cm-1 range,
resulting from the superposition of the lattice (in phase) and surface (out of
phase) H2O stretching bands as well as the stretching of surface and bulk

Fig. 12.4 IR spectra of HA section (a) ‘‘a’’ in the presence of 20 mbar of H2O, ‘‘b’’ after 60 min
of outgassing at b.t., ‘‘c’’ after exchange with D2O and subsequent 60 min of outgassing at b.t..
Spectra in section (b) were obtained by subtracting the spectrum ‘‘c’’ section (a) from those
collected at interim increment of decreasing H2O coverage from ‘‘a’’ to ‘‘b’’. Results of spectra
subtraction in section (b) ‘‘c’’-‘‘d’’, ‘‘b’’-‘‘c’’ and ‘‘a’’-‘‘b’’ are reported in section (c). (Section a:
adapted from [74]; section b and c adapted from [75])
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hydroxy groups involved in H-bonding. Passing from the presence of 20 mbar
of water vapor (curves a section a) to vacuum (by outgassing at b.t., curve b
section a), the amount of adsorbed H2O was decreased from a multilayer state
(also exposing dangling -OH, responsible for the very weak signal at
3,695 cm-1 [70] to a hydration layer constituted by isolated molecules left
adsorbed on surface cations through a coordinative interaction.

3. After subsequent exchange with D2O, followed by outgassing at b.t. (curve c
section a), a weak component due to the bending mode of H2O molecules
entrapped in the bulk was observed. The stretching modes of these molecules
contributed to a part of the broad and asymmetric absorption spread over the
3,500–2,500 cm-1 range, which contained the signal due to bulk hydroxy groups
involved in hydrogen bonding as well. The broad band in the 2,800–2,000 cm-1

range was due to the stretching mode of surface -OD groups and adsorbed D2O
molecules, whereas band related to the bending mode of these latter, expected at
*1,200 cm-1, was outside the transparency window of the materials.

To obtain the information related to the interface water only, the spectrum ‘‘c’’
(Fig. 12.4 section a) was subtracted from series of spectra at increasing coverage
(not shown), and results are reported in Section b. In order to avoid negative band
at mOD range, the contribution of mOD-stretching mode was mathematically
simulated and then subtracted allowing further treatment of data elaboration; such
performance allows distinguishing the OH vibrations in a bulk from those orga-
nized at/over HA surface. The resulting absorption spectra of water layers are
shown in Fig. 12.4 Section b. At low coverage, where only H2O molecules in
direct contact with the surface are present, a very broad band extended over the
3,700–2,600 cm-1 spectral range and centered at about 3,300 cm-1 can be
observed. As the coverage increases, the band appears to be structured in two
components (centered at *3,400 and 3,200 cm-1, respectively). Their relative
intensity shows significant difference increasing the coverage.

The analysis of the data shown in (Section b) was refined in order to relate the
evolution of the spectral profiles with the number of H2O molecules adsorbed per
surface Ca2+ cations. To this aim, on the basis of the correspondence between the
integrated intensity of the dH2O band, amount of adsorbed water per nm2 and
number of Ca2+ ions per nm2 [75], spectra corresponding to 1, 2, 3, 4 H2O
molecules per surface Ca2+ cation were selected. Thus, the contributions due to the
second, third, and fourth water molecule per cationic site were obtained by sub-
tracting the spectra corresponding to n H2O molecules/Ca2+ (n = 1–3) from those
related to n ? 1 H2O molecules/Ca2+ cation. The results of spectra elaboration are
reported in Section c. The m(H2O) band appeared significantly broader at low water
coverage, indicating the occurrence of stronger H-bonding among water molecules
adsorbed on cations. Thus, the full set of data suggests the following picture:

1. H2O molecules in direct contact with the surface, forming the first hydration
layer, are apart enough from each other for preventing intermolecular
interactions/structuring;
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2. When additional H2O molecules are adsorbed, they interact with the first
hydration layer, exhibiting a pattern of the underlying surface. Such a pattern
affects the H-bonding network progressively built-up, then ‘‘transmitting’’ to
the multilayer an ‘‘imprinting’’ dependent on the surface structure of HA.

The next step in analyzing the spectra was the attainment of a quantitative
evaluation of water molecules adsorbed at the surface, comparing the integrated
intensity of water-bending mode, obtained for the sample here described, with the
quantitative data resulting from a combined IR spectroscopic and microgravi-
metric analysis on another HA sample previously investigated.

To this aim, all acquired spectra were normalized both to the intensity of the
2,200–1,900 cm-1 pattern due to overtone and combination modes of bulk
phosphates (to refer to the spectra to the same amount of sample) and to the SSA
(to refer to the spectra to the same surface extension) so that, in the resulting
spectra, differences in intensity should reflect actual differences in the amount of
surface hydration species. Then the spectrum obtained after complete isotopic
exchange (Fig. 12.4 Section a curve c) was subtracted as a background from those
recorded in the presence of water vapor pressure (w.v.p.) and outgassed one
(Fig. 12.4 curves a, b section a). This process produced patterns that contained
only signals due to surface hydration species, i.e., water molecules and hydroxy
groups. Because the dH2O bands in the 1,750–1,550 cm-1 range were due to H2O
only, their integrated intensity was unequivocally related to the amount of
adsorbed water molecules. In a previous study [76], the combination of IR and
microgravimetric data allowed to evaluate the number of H2O molecules coordi-
nated to surface cations after outgassing at b.t. (*4.5/nm2) [76]. The propor-
tionality between the number of water molecules per surface unit and the
integrated intensity of the dH2O band was then established. On this basis, the
amount of water adsorbed in multilayers (in the presence of 20 mbar of H2O
vapor) and those coordinated to surface cations after outgassing at b.t. was 12.2
and 3.7 molecules/nm2 respectively. It is interesting to note that the coverage of
*4.5 H2O molecules/nm2 for material described in Reference [76] should
correspond to the occupancy of each surface Ca2+ ions by one water molecule.

The IR study of H2O adsorbed on HA NPs allowed to establish that not only the
first layer but also the multilayers of adsorbed H2O are influenced by the surface
structure; this has a fundamental role in the prediction/investigation of the inter-
actions occurring at the biomaterial/biological fluids interface.

12.3 Conclusions

The collection of examples reported here proved that IR spectroscopy can be
effectively employed to investigate the interaction of nanomaterials surfaces and
molecules, leading to unique information on their surface structure and interfacial
behavior. A synergistic combination of the results of this kind of investigation with
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those provided by other complementary techniques (Raman and UV–Vis spec-
troscopies, X-Ray powder diffraction, high resolution transmission electron
microscopy, SSA and porosity measurements) and by reactive/catalytic studies,
could actually represent a source of innovative knowledge to refine and/or disclose
the links among nanomaterials design, synthesis/preparation, and expected surface
functional behavior. If it is successful, this integrated approach could represent a
significant step toward the frontier of precisely tailored and highly effective
nanomaterials.
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Chapter 13
Method to Produce Suspensions Using
Encapsulated Nanopowders of 3-d Metals
as Precursors

Kira V. Liapina, Peter G. Dulnev, Andrej I. Marinin,
Tatyana V. Melnichenko and Anatolii I. Ustinov

13.1 Introduction

Highly dispersed and nanostructured metal containing materials are widely applied
in various fields of engineering, including development and manufacture of
electronic and optoelectronic instruments and devices, manufacture of composite
materials for various applications, current conducting adhesives, sealants, films,
protective lacquer paint coatings, and shields for protection from various envi-
ronmental factors (corrosion, electromagnetic fields, and ionizing radiation), in
chemical industry, in membrane and catalytic technologies, in biomedical, phar-
maceutical, sensor, analytical and diagnostic technologies, in manufacture of fin-
ishing agents, and in other fields.

It is known that with reduction of characteristic dimensions of materials to the
nanolevel, material properties can undergo essential changes. One of the main
causes for these changes is a large specific surface and, therefore, high energy
activity of both the individual particles, and their ensembles, owing to a consid-
erable area of interfaces, that leads to appearance of new properties, important for
practical application [1–6]. In practical terms, the most important is preservation
of properties of nanomaterials in time, namely, stabilization of the dimensions and
phase composition of nanoparticles and their ensembles. Such stabilization can be
achieved both by creation of protective shells on the nanoparticle surface during its
synthesis (encapsulation), and by introducing synthesized nanoparticles into the
stabilizing medium (forming a nanosuspension using surfactants). The paper
proposes a comprehensive approach to stabilization of metal nanoparticles:
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forming metal nanopowders encapsulated in NaCl matrix with subsequent pro-
duction of a suspension of organic–inorganic nanostructures, made in the form of a
polycomplex, including organic molecules and nanoparticles of 3-d metals.

13.2 Method to Produce Encapsulated Nanopowders
of Metals

Method to produce nanopowders of metals with encapsulation of particles in a
chemically inert medium is described in detail in [7–10]. It is based on simulta-
neous deposition of metal and alkali metal halogenide (NaCl) from the vapor
phase. Presence of salt ions in the vapor phase, on the one hand, limits metal
particle growth, and on the other—ensures formation of a protective shell on their
surface. Presence of a shell on particle surface prevents the processes of their
consolidation during storage and protects them from interaction with the atmo-
sphere. Application of such an approach allowed producing nanosized particles of
copper (Fig. 13.1), in which metal particles are encapsulated in a chemically inert
matrix based on sodium chloride. Figure 13.2 gives particle distribution by size.

Such a composite structure allows long-term storage of encapsulated nano-
particles in regular atmosphere, and, if required, removing the salt shell, placing
these powders, for instance, into liquid, in which this salt dissolves.

Fig. 13.1 Electron-
microscopic image (light
field) of condensate formed at
simultaneous deposition of
vapor flows of copper and
sodium chloride
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13.3 Suspension Preparation, Using Encapsulated Metal
Nanopowders as Precursors

Suspensions based on encapsulated nanoparticles of 3-d metals were prepared by
nanoparticle stabilization in aqueous medium through introduction of organic
molecules into the coordinating solution, which have two or more amides in their
composition. Obtained solution was subjected to dispersion with application of
ultrasonic treatment for 60 min at the temperature of 60–80 �C. During dispersion
the salt shell is removed from the nanoparticle surface and at the same time an
organic shell is formed by creating new nanostructured organic–inorganic com-
plexes based on polyamines containing metal nanoparticles that provide their
stabilization.

Figure 13.3 shows the scattering of light by colloidal particles. On the right
bulb with the colloidal solution, based on the encapsulated copper nanoparticles;
on the left the bulb with water.

Properties of the prepared suspensions were studied by the method of dynamic
dissipation of light, using Malvern Zetasizer Nano S instrument, Ver. 6.20, of
Malvern Instruments Ltd., Great Britain. Volume distribution of particles by
dimensions in the suspension is given in Fig. 13.4a. The distribution is monomodal

Fig. 13.2 Distribution of
copper particles by size

Fig. 13.3 The scattering of
light by colloidal particles
(Tyndall effect)
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with a mode falling into the size range of *1 nm. In order to characterize the
suspension stability and ability of particles to agglomerate, the zeta potential
(particle surface charge that characterizes the degree and nature of interaction of
particles of the disperse system) was determined. Obtained results are presented in
Fig. 13.4b. Zeta potential for copper particles is equal to *30 mV that is indic-
ative of a lack of compensation of particle surface charge, and potentially high
surface activity, respectively.

Studying the suspension properties after its soaking at room temperature for
100 days showed no change in its dispersity and stability characteristics.

Thus, the possibility of producing a stable suspension based on nanostructured
organic–inorganic complexes, consisting of polyamines and copper nanoparticles
of up to 5 nm size, having a large specific surface and characterized by a narrow
dispersion of dimensions, was established. The proposed method of preparing
suspensions provides a high density of particle packing in organic–inorganic
structures and high effectiveness of transformation of metal containing precursor
into metal nanoparticles.

Fig. 13.4 a Distribution of copper particles by dimensions in the suspension based on amines.
b Zeta-potential of copper particles
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Glycerin-water system was selected as a stabilizing medium to check the
effectiveness of the proposed complex method of preparing stable suspensions,
containing nanoparticles of metals. Suspensions were prepared by the procedure
described above. Colloidal solution of metal nanoparticles was subjected to dis-
persion by ultrasound at the temperature of 80–90 �C for 60 min Volume fraction
of encapsulated nanopowder of copper, added to the solution, was not less than
60 vol %. Volume distribution of copper particles in the suspension is given in
Fig. 13.5. It is seen that the average size of copper particles is close to 1 nm,
whereas size dispersion is small.

Thus, results of performed investigations showed the possibility of preparing
stable suspensions of metal particles on nanoscale by dissolution of salt shells of
nanopowders, using both water soluble organic complexes based on amine
derivatives, and glycerin–water system solution. An advantage of this method is
the achievement of a high degree of uniformity of metal nanoparticles by
dimensions, and the possibility of adding biogenic or bioactive components to the
suspension which allows making such a material biocompatible or bioactive.
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Chapter 14
Metal Nanostructures and Active
Materials

Thomas A. Klar

14.1 Fluorescent Species and Metal Nanoparticles
in the Weak Coupling Limit

14.1.1 Ways to Influence Fluorescence Output by Metallic
Nanoparticles

The interaction of a fluorophore and a proximate noble metal nanostructure is
generally threefold. First, there will be a resonant energy transfer from the mol-
ecule to the nanoparticle, similar to the well-known Förster resonant energy
transfer (FRET) [1, 2], second, the rate of spontaneous radiative emission may be
influenced, and third, the effective excitation cross-section will be manipulated. At
this point, we assume that neither the electronic levels of the fluorophore will be
shifted by the presence of the metallic nanostructures nor will the presence of the
fluorophore change the plasmonic resonances of the metallic nanostructures. With
other words, we assume the weak coupling limit. As we are restricted in space, we
cannot cover this topic in full breadth, but we refer the interested reader to more
detailed reviews written by Metiu [3], Leung and George [4], Klimov et al. [5],
Lakowicz et al. [6, 7], or Klar and Feldmann [8].

Let us assume that the fluorescent species (such as fluorophores, quantum dots,
p-conjugated molecules, color centers etc.) induces a ‘‘mirror’’ dipole in the
metallic nanostructure. Importantly, the electromagnetic interaction of the original
dipole and the mirror dipole may lead to both, a reduction [9, 10] or an increase
[10–14] of the radiative rate of the fluorophore Crad, depending on whether the
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molecular dipole is oriented perpendicular or tangential with respect to the surface
of the metallic nanostructure and whether the fluorescence emission occurs on the
short- or the long wavelength side of a plasmonic resonance [15–18]. Because the
spacing between both dipoles is assumed to be much shorter than the wavelength,
the overall effective dipole moment of the hybrid system, which is responsible for
the strength of radiation, may be reduced in the case of out of phase oscillation of
both dipoles or is increased in the case where the molecular dipole radiates in
phase with the image dipole.

The nonradiative rate will, however, increase in any case because the intrinsic
nonradiative channel, denoted by the intrinsic nonradiative rate C0

nonrad, will be
supplemented with another loss-channel, namely the energy transfer from the
active molecule to the metallic nanostructure. This process is denoted by the
energy transfer rate CET: It is not easy to predict whether the total quantum
efficiency

g ¼ Crad

Crad þ C0
nonrad þ CET

ð14:1Þ

will increase or decrease if an active molecule is brought into close proximity of a
noble metal nanoparticle. For a fluorophore emitting on the red side of the plasmon
resonance, the situation is illustrated in Fig. 14.1.

To the best of our knowledge, Chance et al. [19] were the first to include energy
transfer from a fluorophore to a flat metallic surface correctly into the theory of
fluorophore—metal interaction and they gave formulas for both the change of the
radiative rate due to the mirror effect and the increase of the nonradiative rate due
to losses via energy transfer into the metal. The validity of their theory has been
impressively proven by a much better fit to the experimental data of Drexhage
et al. [20–22] compared to the fit of theories neglecting the energy transfer.

Molecular Dipole
Orientation

vertical

tangential

radΓ

if energy trans-
fer dominates

if increased
dominatesradΓ

nonradΓ

decreasing
(molecule and
NPPR
out of phase)

increasing
(molecule and
NPPR
in phase)

increasing
(due to
energy
transfer)

increasing
(due to
energy 
transfer)

decreasing

decreasing

increasing

η

Fig. 14.1 Table of changes of the radiative rate Crad, the nonradiative rate Cnonrad, and the
quantum efficiency g in case of a fluorophore being brought from infinite distance to a finite
distance to a metallic nanoparticle, assuming the case of a fluorophore emitting at the red side of
the nanoparticle plasmon resonance (NPPR)
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While Chance et al. have assumed an infinitely large flat metal surface, the
interaction of fluorophores with metallic nanostructures needs a more elaborate
theory. In a ‘‘first order approximation’’, both, the molecule and the metallic
nanoparticle are considered as point dipoles. In this limit, the interaction is similar
to a Förster-type dipole–dipole interaction [1, 2] that turns into a Dexter type energy
transfer for decreasing distances where higher order electric and magnetic multi-
pole- and exchange interactions need to be considered [23]. According to Förster,
the nonradiative resonant energy transfer rate depends on the inverse sixth power of
the distance between the two dipoles. It is also proportional to the spectral overlap
integral of the emission spectrum of the donor of energy and the absorption
spectrum of the acceptor. While the Förster or Dexter models indicate that the
interaction between an active molecule and a metal nanoparticle is expected to
depend strongly on the mutual distance and the overlap integral of the fluorophore’s
emission and the nanoparticle’s absorption spectrum, it fails to give the correct
transfer rates because of two reasons: First, the nanoparticle’s extension is usually
in the range or even larger than the Förster radius (the distance of 50 % fluorescence
quenching) and can therefore not be considered as a point-like object. Second, the
metallic nanoparticle influences the radiative rate of the fluorescing molecule.

Gersten and Nitzan introduced a model that considers both effects [24]. The
molecule-nanoparticle system is modeled in the framework of a dipole model
which it is based on the static Maxwell equations. The moment of the image dipole
inside the metallic nanoparticle is induced by the electric field of the originally
excited molecule. The image dipole subsequently influences the electric field in its
nanoenvironment, which acts back on the molecular dipole of the fluorophore. The
total radiative rate is determined by considering the overall total dipole moment of
the fluorophore–nanoparticle hybrid and inserting it into the Hertzian radiation
formula. The power loss of the Hertzian dipole leads to a radiative rate despite the
fact that the model is basically an electrostatic one. The nonradiative rate is derived
by calculating Ohmic losses induced by the electric field inside the particle.

While Gersten and Nitzan considered this electrostatic model, Ruppin sug-
gested a fully electrodynamic model [25]. He derived the radiative and nonradi-
ative rates from a linear decomposition of the electromagnetic field into plane
wave components. This decomposition ansatz is similar to the scattering theory of
Mie [26]. Therefore, the Ruppin model should be considered as the ‘‘fluorescence
quenching analogue’’ to Mie’s electrodynamic scattering theory, whereas the
Gersten-Nitzan model can be considered as the analog to the electrostatic scat-
tering theory by Rayleigh. Both models have been compared and regimes were
defined where the mathematically simpler static Gersten-Nitzan model can be
safely applied without major loss of accuracy [27–31]. This is the case as long as
the dimensions of the metallic nanostructure and the distance between the fluo-
rophore and the metallic nanostructure are in the range of or smaller than the
electromagnetic skin depth inside the nanoparticle, which typically measures a few
tens of nanometers. A more comprehensive discussion on this topic can be found,
e.g., in Mertens et al. [17]. However, if the dimensions are getting too small,
specifically when the distance between the fluorophore and the metallic
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nanostructure gets into the range of one nanometer, the local theories of Chance-
Prock-Silbey, Gersten-Nitzan and Ruppin may fail [3]. Garcia de Abajo has
recently studied nonlocal effects in the coupling of plasmons of strongly inter-
acting nanoparticle dimers [32]. He demonstrates that the plasmon–plasmon
interactions are weakened due to nonlocal dielectric constants. Similar effects are
certainly expected for plasmon–fluorophore interactions. A quantum mechanical
treatment with similar results has been given by Zuloaga and coworkers [33].

So far, we have only considered the influence of metallic nanostructures on the
quantum efficiency of proximate fluorophores, derived from the radiative and
nonradiative decay rates. However, in order to answer the question whether the
total fluorescence output of a fluorophore close to a metallic nanostructure is
increased or decreased, a consideration of the effective excitation cross-section is
of equal importance. The total fluorescence yield is given by

F kex; kemð Þ ¼ kex � IðkexÞ
h � c � reff

absðkexÞ � gðkemÞ ð14:2Þ

kex denotes the excitation wavelength, kem the emission wavelength, I kexð Þ the
intensity of the excitation light, g kemð Þ the quantum efficiency (Eq. 14.1), and
reff

abs kexð Þ the effective absorption cross-section. The latter is changed with respect to
the intrinsic absorption cross-section r0

abs kexð Þ of a fluorophore far away from any
metallic nanostructure. When the molecule is situated in the vicinity of a metallic
nanostructure, the electric field E kexð Þ is changed in the neighborhood of the
metallic nanostructure with respect to the electric field without the metallic nano-
structure E0 kexð Þ. Therefore, we can derive an effective absorption cross-section

reff
absðkexÞ ¼

p!� E
!ðkexÞ

��� ���2

p!� E
!0
ðkexÞ

��� ���2
� r0

absðkexÞ ð14:3Þ

whereby p! is the molecular dipole moment of the active species. It is important to
note that the electric field can be increased or decreased or reoriented in the

presence of the metallic nanostructure E
!ðkexÞ as compared to the electric field

without the metallic nanostructure E
!0
ðkexÞ. Consequently, the molecular absorp-

tion might be increased or decreased. This situation is similar to the previously
discussed change of the radiative emission rate of the molecule in the vicinity of a
metallic nanostructure (Fig. 14.1). This is, however, not surprising because the
Einstein A parameter, responsible for spontaneous emission, and hence the radia-
tive rate, and the Einstein B parameter, responsible for the stimulated process of
absorption, are strictly proportional in a strict two level system and still closely
related in a multilevel system such as an organic molecule [34]. Due to the Stokes
shift between the absorption and the emission spectra, it might well be possible that
the effective absorption cross-section is enhanced but the radiative rate is, for
instance, decreased via the interaction with a nanoparticle plasmon.
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A very instructive demonstration that both, an increase and a decrease of the
overall fluorescence output of fluorophores may happen, depending on the detailed
parameters of the metallic nanostructure, was given by Matveeva et al. [35]. They
have compared pure gold and silver-enhanced gold nanoparticles in their ability to
manipulate the fluorescence from Rhodamine dyes in an immunoassay. They
found that bare gold nanoparticles induced fluorescence quenching, while silver-
enhanced nanoparticles increased the fluorescence output.

14.1.2 Time-Resolved Measurements to Determine Radiative
and Nonradiative Rates

Clearly it is difficult to determine all above mentioned rates. Time-resolved mea-
surements are an elegant tool to determine not only the overall fluorescence life-
time but also to determine the radiative and nonradiative rates in detail [9, 16, 36].
It is educational to consider the change of the radiative rate, of the nonradiative
rate, and of the absorption cross-section separately [37]. Figure 14.2 exemplifies
three extreme cases: The solid lines represent the fluorescence decay of a molecule
far away from any metallic nanostructure, while the dashed lines show the fluo-
rescence decay of a fluorophore close to metallic nanostructures.

Figure 14.2a sketches the example where the absorption cross-section is the
only parameter to be changed (in this case: increased), while the radiative is kept
constant and no nonradiative channel (also no energy transfer) is allowed. Hence,
the slope of the decay curve on the semi-logarithmic plot must remain constant,
and the fluorescent transient is parallel shifted to overall higher count rates because
of the increased excitation rate. The totally detected fluorescence intensity can be
calculated by integrating the curves from times 0 to infinity. A reduced absorption
cross-section (with all other parameters in Eq. 14.2 being kept constant) would
lead to a fluorescence transient parallel shifted below the original fluorescence

ln
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time0 time time0 0

(a) (b) (c)

Fig. 14.2 Change of the fluorescence transients due to: a a change of the effective absorption
cross-section only, b a decrease of the radiative rate only, and c a change of the nonradiative rate
only. Solid lines show the transients of the fluorophore without any metallic nanostructure,
dashed lines show the transients of fluorophores close to a metal nanostructure
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transient. Figure 14.2b illustrates the situation where the effective absorption
cross-section is kept constant but the radiative rate is decreased when the fluo-
rophore is approached to a metal nanostructure (Crad\C0

rad; C0
rad being the radi-

ative rate of the unperturbed fluorophore). No nonradiative losses are allowed in
this model case Cnonrad ¼ 0ð Þ, specifically, no energy transfer is allowed. Now, the
fluorescence decays slower because the radiative rate is decreased. Because the
integrated fluorescence intensity must remain unchanged (we excluded nonradia-
tive processes !), the time-integrated fluorescence intensity must remain constant.
As a consequence, the fluorescence must be less intensive at t = 0 for the fluo-
rophore-metal composite system (dashed curve) as compared to the fluorescence
from the unperturbed fluorophore (solid line). Hence, the intercept of the fluo-
rescence transient with the ordinate at time 0 is a direct measure for the change of
the radiative rate. Therefore it is imperative to plot time-resolved fluorescence
transients of fluorophores close to metal nanostructures without any normalization.
By normalization, the information of the fluorescence strength at time zero is lost
and the radiative rate cannot be recovered. Figure 14.2c shows the situation, where
the excitation cross-section and the radiative rate are unchanged, but a nonradia-
tive channel, for example due to energy transfer to a nanoparticle, is introduced.
While at time 0 the fluorescent transient starts at the same intensity as the fluo-
rescence signal from an unperturbed fluorophore, the transient drops off more
quickly due to the reduced lifetime. In summary, we see that a change in the slope
of the logarithmically plotted fluorescence transient could be due to a change of
the radiative or of the nonradiative rate (Fig. 14.2b, c) and a change of the intensity
at time 0 could be due to a change of the excitation cross-section or due to a
change of the radiative rate (Fig. 14.2a, b). In order to solve these ambiguities, a
third bit of information needs to be gathered. This could be the measurement of the
quantum yield. With the triple of (quantum yield, fluorescence lifetime, intensity at
time 0) in hand, the triple (effective absorption cross-section, radiative rate,
nonradiative rate) can be determined uniquely. Techniques of time-resolved
fluorescence spectroscopy which allow for the determination of lifetimes of singlet
emitters close to metallic nanostructures include time-correlated single photon
counting [38–40], frequency domain fluorescence measurements [41, 42], streak
camera measurements [9, 37, 43, 44], or femtosecond pump SHG-probe [45].

14.1.3 Example: Quenching of Cy3 at Varying Distances
from Gold Nanoparticles

According to simple Förster theory, the energy transfer between a point-like donor
of fluorescence and a point-like acceptor falls off with the inverse sixth power of the
distance between them. As it should have become clear from the above discussion,
the situation is not that simple if the acceptor is a noble metal nanoparticle. The
metallic nanoparticle can usually not be considered as point like anymore and it
does not only open a nonradiative channel for the de-excitation of the donor due to
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energy transfer but it also changes the radiative rate of the donor and its effective
excitation cross-section. In the following, we would like to focus on the change of
the radiative rate rather than the energy transfer rate. To do so, fluorescent mole-
cules (Cy5) and gold nanoparticles were chosen where the spectral overlap of the
fluorescence emission and the nanoparticles’ absorption is small (Fig. 14.3b) [36].
Such a small spectral overlap renders energy transfer inefficient and hence, we can
focus on the radiative rate. Further, we used DNA spacers of different length to bind
the fluorophores to the gold nanoparticles (radius 6 nm) at different distances
(Fig. 14.3a). The distance was further fine-tuned by the amount of DNA loading.
A larger DNA coverage leads to steric hindrance and hence to DNA stretching. The
result is shown in Fig. 14.3c–e. As expected, the nonradiative rate Cnonrad increases
only moderately with decreasing distance of the fluorophores to the gold nano-
particles (Fig. 14.3c), while the radiative rate Crad is decreased by 1.5 orders of
magnitude (Fig. 14.3d), leading to a severe reduction of the quantum efficiency
with decreasing distance (Fig. 14.3e). Therefore, the system of Cy5 molecules and
gold nanoparticles is a nice demonstration of fluorescence quenching by gold
nanoparticles not so much because of a radiative energy transfer, but because of a
suppression of the radiative rate.
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Fig. 14.3 a Sketch of a Cy5 dye molecule attached via a thiol-functionalized DNA to a gold
nanoparticle of radius r = 6 nm. b The spectral overlap of the Cy5 emission and the
nanoparticles’ extinction spectrum is weak. c Nonradiative rate, d radiative rate, and e quantum
efficiency of Cy5 molecules as a function of their distance to the gold nanoparticle surface.
Simulated radiative and nonradiative rates and the resulting quantum efficiencies are shown for
molecular dipole orientations perpendicular (dotted lines) or tangential (dash dotted lines) to the
nanoparticle surface. Adopted in part from Ref. [36]. � 2005 The American Chemical Society
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14.2 More Complex Interactions of Fluorophores
and Metallic Nanostructures

14.2.1 Strong Coupling

If the active materials and the metallic nanostructures are in intimate contact and if
the fluorophore’s absorption coincides spectrally with the plasmon resonance,
strong coupling between these two originally very different species may occur
[46]. Strong coupling can be observed when two resonators interact so strongly
that the eigenfrequencies of the coupled system start to shift away from the
degenerate eigenfrequencies of the uncoupled entities. This is sometimes also
called energetic ‘‘anti-crossing.’’ Recently, the expression ‘‘plexciton’’ has been
coined for the coupled resonance of a fermionic molecular excitation with a
bosonic plasmonic resonance [47, 48]. The situation turns a little bit more com-
plicated when multiple fluorophores are in ultimate vicinity of a metallic nano-
particle [49]. In this case, all molecular dipoles and the plasmon resonance need to
be coupled. It has been found that also the cross talk between the molecules is
supported by the plasmonic modes, even dipole forbidden dark plasmonic modes
contribute [49].

To the best of our knowledge, the first experimental report on strong coupling
between dye molecules and rough, sub-monolayer silver films dates back to 1980
(Fig. 14.4) [46]. Silver nanoparticles were prepared by sub-monolayer evapora-
tion. As long as the substrate is covered with Ag nanoparticles only sparsely, the
extinction spectrum looks more or less like the extinction spectrum of isolated
silver nanoparticles (Fig. 14.4a). With increasing nominal thickness, the plasmons
of the growing and more densely packed silver nanoislands start to couple and the
plasmon spectra redshift until, finally, a broad and featureless extinction spectrum
is observed in the case of a continuous silver film (dashed line in Fig. 14.4a). A
pure Rhodamine B film without silver nanoislands shows an emission spectrum as
indicated by line ‘‘0’’ in Fig. 14.4b. When Rhodamine B is brought into contact
with sub-monolayer silver nanoisland films, a double-peaked extinction is
observed (Fig. 14.4b), whereby one peak is blue shifted as compared to both, the
plasmon peak and the Rhodamine B absorption and the second peak is red shifted.
More recent observations of the strong coupling effect include: J-aggregates of a
Cyanine dye have been strongly coupled to silver films [50], to silver films
punctuated by a two dimensional hole array [51], or comprising nanovoids [52].
Quantum dots which are sandwiched between a metallic surface and a metallic
STM tip couple with plasmonic modes [53]. Rhodamine 6G [54] or porphyrin [55]
molecules show strong coupling to silver triangles [56]. The strength of the strong
coupling effect is quantized by the Rabi splitting of the two resonances. Rabi split-
tings of up to 400 meV have been reported in the case of Rhodamine 6G molecules on
sub-monolayer silver films [57]. It has also been shown that H- and J- aggregates
of fluorophores can both couple to plasmonic nanostructures [54, 58–62].
Strong coupling has also been reported in case of fluorophores bound to silver and
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gold particles in solution [63–66], in case of organic semiconductors bound to
plasmonic resonances [50] or in case of organic molecules and holes or voids in
metallic films [51, 52]. In an extreme case of strong coupling, triple resonances are
predicted for the case of a single molecule resonating with a plasmonic nanostructure
[67]. Strong coupling effects have even been reported in case of scattering spectra
taken from single gold nanoparticles in close contact to dye molecules [68, 69] and
the optically active protein cytochrome c [70].

14.2.2 Fano Resonances

Strong coupling is closely related to the Fano effect [71] where actually a sharp
resonator couples to a broad continuum. In case of fluorophores where the fluo-
rescence emission shows a similar spectral width as nanoplasmonic resonances, the
strong coupling picture is more appropriate [46], while in the case of an atomic
transition or a spectrally sharp quantum dot emission, coupling to a nanoparticle
plasmon may be described better by a Fano resonance [72]. Theoretical work on this
issue has been published recently by Neuhauser and Lopata [73] and by Kelley [74].

Fig. 14.4 Strong coupling of Rhodamine B with silver nanoparticles. a Extinction spectra of
nanoparticular sub-monolayer silver films (nominal mass thickness given in Å). The nanoplas-
monic resonances redshift with increasing nanoparticle density. b Extinction spectra of thin silver
films in contact with Rhodamine B. Line ‘‘0’’ shows the absorption of a Rhodamine B film
without silver. A clear double-peaked structure is visible, indicating an anticrossing of the
Rhodamine B absorption and the plasmon resonance. In the case of the thick and smooth silver
film which shows a broad and featureless extinction spectrum (a, dashed line), a more Fano-
shaped interaction is observed (b, dashed line). Reprinted with permission from [46] � 1980 The
Optical Society of America
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Zhang et al. theoretically investigated the nonlinear Fano effect [72] and Yan et al.
included multipole effects [75]. The coupling of quantum dots and metallic rods has
also been investigated [76].

14.2.3 Purcell Effect

In Sect. 14.1, we have discussed the changes of the excitation cross-section, of the
radiative rate and of the nonradiative rate due to energy transfer of a fluorophore
close to metallic nanostructures. We have assumed, however, that the absorption
and emission lines of the fluorophores are spectrally sharp (quasi d-functions),
specifically that the emission can take place only to a single frequency. This is,
however, only the case when atomic emission lines are considered. In contrast, a
typical fluorophore shows several emission lines where a transition from the
lowest vibronic level of the electronically excited state takes place to different
vibronic or rotational levels of the electronic ground state. Typically, these tran-
sition are termed (0,0), (0,1), (0,2), and so forth, meaning that the transition
originates from the ‘‘0’’ vibronic level in the upper state and ends at the ‘‘0’’, ‘‘1’’,
‘‘2’’ and so forth level of the electronic ground state. Further, each of these
transitions is thermally broadened at room temperature so that a typical emission
spectrum with two to three or even more broad and overlapping maxima and
shoulders evolves. The total width of the fluorophore’s emission spectrum is in the
same order or sometimes even exceeds the spectral width of the plasmon reso-
nance of metallic nanoparticles. Consequently, the plasmon may influence the
radiative and energy transfer rates very differently over the range of the fluores-
cence spectrum. The problem is similar to the Purcell effect observed in macro- or
microscopic mirror based resonators [20, 77], where some part of the emission
band can be enhanced or suppressed if in- or out of resonance with the cavity,
respectively. Traditionally, a cavity consists of two mirrors, separated by at least
half the wavelength of light. The mode density and therefore the emission rate is
increased if an integer multiple of half of the wavelength of the emitted light fits
into the resonator. Otherwise, modes are excluded and the emission is suppressed.
This may lead to the enhancement of one vibronic progression of a fluorescence
emission spectrum to the detriment of the other ones [78]. This way, the emission
spectra of fluorophores can be reshaped.

While far field micro-resonators must show a minimal size of half of the
wavelength, plasmonic nanoresonators overcome this limitation. This has been
early pointed out by Ritchie and Burstein [79], who reported a spectral reshaping
of the fluorescence emission of Rhodamine 6G molecules close to a silver nano-
island film. More recently, spectral shaping of fluorescence emission has been
reported for semiconductor quantum dots [80–82], semiconductor quantum wells
[83], and fluorophores [84–89] in close proximity of metallic nanostructures.

Figure 14.5 shows an example, how the fluorescence emission of Cy3 dye
molecules can be spectrally reshaped by a pair of gold nanoparticles [86].
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Cy3 fluorophores are sandwiched between a pair of gold nanoparticles with the help
of antigen–antibody recognition (Fig. 14.5b). The dimer of gold nanoparticles
forms a nanoscopic resonator (note that the longest dimension of the total hybrid is
in the range of 85 nm, which is clearly below half of a visible light wavelength).
The distance between the gold nanoparticles varies from dimer to dimer due to
different linker geometries. However, each single dimer shows a stable Mie scat-
tering spectrum (Fig. 14.5c) and hence it is possible to ascribe a specific distance
between the gold nanoparticles (Fig. 14.5e). After the determination of the surface-
to-surface distance of a single, specific dimer, the microscope is switched from the
dark field mode to a fluorescence mode, keeping the same individual pair of
nanoparticles in focus. Hence, the Mie scattering spectra of one dimer and the
fluorescence from Cy3 molecules on the same dimer can be directly compared. This
allows a detailed study of the influence of a Mie resonator on the fluorescence
emission. Experimental and theoretical fluorescence spectra are displayed in
Fig. 14.5d and f, respectively. The surface-to-surface distances of the individual
dimers on display amount to 6.4 nm (black line), 3.6 nm (red line), 1.45 nm (green
line), and 0.79 nm (blue line). The fluorescence spectra from Cy3 molecules are
displayed in Fig. 14.5d. The color coding of the emission spectra and the colors of
the Mie scattering spectra are the same for one and the same specific gold nano-
particle pair. In case of the large surface-to-surface distances, the emission spec-
trum is very similar to the emission spectrum of Cy3 molecules in aqueous solution.
The situation dramatically changes in case of the shorter distances between the
nanoparticles. In case of a 1.45 nm interparticle spacing, the (0,1) vibronic

550 600 650 700

wavelength (nm)

flu
or

es
ce

nc
e 

in
te

ns
ity

 
(a

rb
.u

.)
x5

(b)

50

100

150

sc
at

te
rin

g 
in

te
ns

ity
 

(a
rb

.u
.)

(c)

0

200

400

600

800
0

0

20

40

60

0.79 nm
1.45 nm
3.6 nm
6.4 nm

550 600 650 700

wavelength (nm)

F
(λ

)

(f)

σ s
ca

(1
0-3

µm
2 ) (e)

E
k

0

2

4

6

Anti-Dig-Antibody

Dig-BSA-Cy3

(a)

(d)

Fig. 14.5 a Radiative transitions to different ground state sublevels are enhanced in resonators
formed by Au nanoparticle dimers of different distances. b Plasmonic nanoresonators with Cy3
fluorescent molecules. c Experimental scattering spectra and d experimental fluorescence spectra
of individual dimers; spectra with same colors in (c) and (d) are measured on the same dimer.
e Theoretical scattering cross-sections of nanoparticle dimers whose interparticle distance is
chosen such that the resonance wavelengths reproduce the spectra in (c). f Calculated
fluorescence spectra for Cy3 molecules located in the center of the dimers. An excellent
agreement of the calculated and the measured spectral shapes of fluorescence is achieved.
Reprinted with permission from Ref. [86] � 2008 The American Physical Society
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progression becomes the dominant mode and in case of 0.79 nm even the (0,2)
vibronic progression is of similar strength as the (0,0) and the (0,1) emission lines.

An extended Mie theory allows for the calculation of radiative (Crad) and
nonradiative (Cnonrad) rates of a dipole in the center of a gold nanoparticle
aggregate [86, 90–92]. When considering the fluorescence emission of a fluoro-
phore with multiple emission lines (such as multiple, and thermally broadened
vibronic sidebands, see above), care has to be taken to calculate the spectral
dispersion of the quantum efficiency correctly. All different radiative and nonra-
diative decay channels compete with each other [85, 86, 93] and consequently, all
those channels need to be summed up in the denominator of the quantum effi-
ciency. In case of a continuous emission spectrum, the sums turn into integrals:

gðkÞ ¼ CradðkÞR1
0

f ðk0ÞCradðk0Þdk0 þ
R1
0

f ðk0ÞCETðk0Þdk0 þ C0
nonrad

ð14:4Þ

f ðkÞ is the integral normalized fluorescence spectral density of the isolated
molecule. Details can be found in Ref. [86, 94]. The theoretical fluorescence
spectra calculated by using Eq. 14.4 and taking into account the correct effective
excitation cross-section are shown in Fig. 14.5f. The spectral shapes of the theo-
retical and the experimental curves match almost perfectly, although no fitting
parameters were used in the calculated spectra except the surface-to-surface dis-
tance, which was determined by comparing the measured Mie scattering spectra
(Fig. 14.5c) with theory (Fig. 14.5e).

While in the publications discussed so far the emission of the fluorophores
originates from dipole allowed electronic transitions, we will now discuss the
possibility that also triplet transitions may couple to dipole resonances in plas-
monic nanoparticles. Recently, we have shown, that the emission of Platinum-
Porphyrin molecules can be spectrally reshaped by neighboring gold nanorods due
to the plasmonic Purcell effect [95]. The triplet emitter 5,10,15,20-Tetrakis-
(4-Sulfonatophenyl)porphyrin-Pt(II) (Pt-TSPP) was electrostatically attached to
gold nanorods of different aspect ratio. Depending on the aspect ratio, the long axis
plasmon resonance can be shifted from the visible up to the far red. This allows for
the design of hybrid systems of Pt-TSPP and gold nanorods of tailored spectral
overlap. Figure 14.6 shows the emission spectrum of Pt-TSPP (solid line) and the
extinction spectra of the gold nanorods (dashed lines). Upon an increase of the
aspect ratio, the long axis, long wavelength plasmon resonance redshifts. For
nearly spherical nanorods, it does not overlap with one of the two major emission
lines denoted as P1 and P2 (Fig. 14.6a). Upon spectral redshift, the plasmon
subsequently becomes resonant with the P1 or the P2 emission (Fig. 14.6b–e).
A clear spectral reshaping effect is visible for the emission lines form the Pt-TSPP.
It is less pronounced as in the case of the Cy3 emission coupling to the gold
nanoparticle dimer (Fig. 14.5) probably for two reasons: First, the Cy3 was
(partially) placed also in between the gold nanoparticles, i.e., where the electric
field is strongest due to the hot spot effect. Such strong field enhancements are not
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possible with rods. And second, the Cy3 is a singlet emitter, i.e., the fluorescence
emission and the gold nanoparticles plasmon have the same dipole-like character.
In the case of the porphyrin, however, a triplet emitter couples to the dipole-like
long axis plasmon resonance. Hence, it must be emphasized that, although
Pt-TSPP is an at least partially dipole forbidden emitter, it still shows a Purcell like
spectral reshaping when placed close to plasmonic metal nanoparticles.

14.3 Applications in Biosensing

14.3.1 Oligonucleotide Sensing

Förster-type fluorescence quenching can be used for probing oligonucleotides such
as DNA or RNA. A typical sensor format is the so called molecular beacon [96],
where a donor fluorophore is attached to one end of a single-stranded DNA and a
quencher molecule is attached to the other end. A short piece of both ends is self-
complimentary so that those two ends hybridize and the single-stranded DNA
forms a loop. In this closed geometry, the fluorescence is quenched. The oligo-
nucleotide sequence of the open part of the loop is designed as a complimentary
strand to the target oligonucleotide to be detected. If such target molecules are

Fig. 14.6 Influence of the
nanoparticle plasmon
resonances (NPPRs) (dashed
line) of Pt-TSPP-AuNRs on
the emission (solid line) from
these hybrid nanostructures.
The extinction spectra are
normalized at the long axis
NPPR and the emission
spectra are normalized at the
P1 emission peak. Reprinted
from [95] with permission.
� 2012 The Optical Society
of America OSA
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present in the analyte solution, the loop will hybridize with the target and due to
steric hindrance and a finite persistence length of the DNA, the two ends will open
up and the acceptor will be removed from the donor fluorophore. Hence, the
‘‘beacon’’ will now emit photons at the wavelength of the donor fluorophore and
the presence of the target is revealed. Dubertret and coworkers [97, 98] have now
replaced the organic acceptor by a gold nanoparticle (Fig. 14.7a, b). They showed
that the fluorescence from a Rhodamine 6G molecules is quenched by 99.97 %
when the beacon is closed (Fig. 14.7c). By using metal nanoparticles instead of
organic molecules, the parasitic fluorescence left over in the closed form of the
beacon (0.03 %) is two orders of magnitude less compared to a molecular beacon
where Rhodamine 6G is quenched by the typical organic quencher DABCYL
(2.33 % residual fluorescence). This high quenching efficiency renders molecular

Fig. 14.7 a A molecular beacon possesses a fluorophore on one end of a single-stranded DNA
and a quencher (in this case a gold nanoparticle) at the other end. The two ends of the beacon
DNA are self-complimentary, so that the fluorophore is presented to the quencher and
fluorescence is suppressed. If a target that matches the loop part of the DNA is present, the
beacon opens and fluorescence emerges. b Details of the molecular beacon comprising a gold
nanoparticle. c Fluorescence: 0–500 s: background, at 500 s the closed and hence quenched
beacon is added. At 3,000 s the target is added. The beacon opens and fluorescence emerges.
(a,b) taken from [97]; (c) taken from [98] with permission. � 2001 Nature Publishing Group
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beacons with gold nanoparticles sensitive even to single base mismatches in a 20-
mer oligonucleotide target [97, 98].

Almost at the same time, Maxwell et al. [99] designed a ‘‘molecular beacon’’
comprising only a loop but no stem of self-complimentary DNA. They utilized the
natural affinity of fluorophores (Rhodamines and Fluoresceins) to metallic nano-
particles. Such a beacon without a stem is ‘‘closed’’ in absence of the target.
Single-stranded DNA was anchored on a gold nanoparticle with a linker at one of
its ends and was functionalized with a fluorophore at the other end. Without the
target, the DNA is back-folded to the nanoparticle due to the fluorophore’s affinity
to noble metals. This leads to quenching of fluorescence. However, the affinity of
the fluorophores toward the nanoparticle is not strong enough to prevent hybrid-
ization with the target DNA which leads to a stiffening of the DNA and the
fluorophore is displaced from the gold nanoparticle and starts to fluoresce. Li et al.
have applied this technique in micro channel flow cells [100]. Further develop-
ments have revealed several other geometries of oligonucleotide sensors utilizing
fluorescence quenching via noble metal nanoparticles [101–106]. A commonly
used format is a sandwich-type sensor [107]. In this case, two different probe
sequences are used, where each of them is complimentary to some part of the
target oligonucleotide. One type of probes is attached to the donor fluorophore and
the other type of probes is attached to metal nanoparticles. If the target is present in
the analyte solution, the target hybridizes with both probes and therefore presents
the fluorophore to the quenching metallic nanoparticle.

14.3.2 Immunosensor

Fluorescence quenching by metal nanostructures can be utilized for immunoas-
says, as well. Oh and coworkers [108] have reported on an avidin assay based on a
competitive format. Semiconductor quantum dots were functionalized with
streptavidin while gold nanoparticles were functionalized with biotin. Without
further avidin in the analyte solution, the gold nanoparticles cluster around the
semiconductor quantum dots, and effectively quench their luminescence. In the
presence of avidin, however, the biotin on the gold nanoparticles is saturated with
this free avidin and attachment of the semiconductor quantum dots to the gold
nanoparticles is prohibited. Therefore, the quantum dots start to luminesce. While
this assay of Oh et al. used only the ‘‘dummy’’ system biotin–avidin but no real
antibodies, Grant et al. [109] functionalized an immune globulin G (IgG) antibody
with a gold nanoparticle. The same antibody was also labeled with the fluorophore
Alexa Fluor 594. Upon recognition of the antigen, the IgG changes its confor-
mation which alters the distance between the fluorophore and the nanoparticle. The
resulting change of the fluorescence yield indicated the presence of the antigen.
Two other rather complex immunoassays based on the fluorescence quenching by
gold nanoparticles have been reported by Ao et al. [110] and by Peng et al. [111].

14 Metal Nanostructures and Active Materials 185



Recently, we reported a much simpler immunoassay based on a straight forward
sandwich system, which was apt to sense the medically relevant cardiac Troponin
T (cTnT) [112]. cTnT is a protein released into the blood stream upon heart muscle
damage and therefore allows for diagnosing myocardial infarctions. Gold nano-
particles of 20 nm diameter were labeled with bivalent monoclonal antibody
fragments F(ab’)2 anti-cTnT M11.7 which bind to the amino acids 136–147 of
cTnT [113, 114]. The dye Cy3B was functionalized with the monoclonal F(ab’)2

fragment M7 which binds to the amino acids 125–131 (Fig. 14.8a). In presence of
cTnT, a sandwich forms and the fluorescence is quenched (Fig. 14.8b, c). A limit
of detection of 20 pM was obtained for cTnT [112]. One remarkable fact of this
kind of immunosensor is its apparently long range Förster distance, i.e., the dis-
tance between the donor fluorophores and the metal nanoparticles at which half of
the fluorescence is quenched. Typical organic quenchers achieve Förster distances
only in the range of 5 nm. This is obviously too short for most sandwich-type
immunoassays as the size of an antibody is in the range of 8 nm. Metallic nano-
particles, however, quench the fluorescence not only via energy transfer, but also
via a manipulation of the radiative rate and a manipulation of the excitation cross-
section (see Sect. 14.1). Some other reports on immunoassays utilizing this huge
quenching ability (leading to huge Förster radii) in immunosensing have been
published recently. The alpha fetoprotein cancer marker was detected with a limit
of detection of 2:5ng=ml [115]; BSA was detected with a limit of detection of
5 pM [116]. Protease assays were reported in [117, 118].

14.3.3 Hapten Sensing

Besides oligonucleotides and proteins, much smaller molecules such as drugs or
environmental poisons need to be detected, which are frequently termed haptens.
Barker and Kopelman [119] have shown that the fluorescence yield of fluorescein
attached to gold nanoparticles is further reduced upon the addition of nitric acid.

Fig. 14.8 a Gold nanoparticles and dye molecules are both functionalized with IgG antibodies
against cTnT. b Upon addition of cTnT, the sandwich forms and the fluorescence are quenched.
c Fluorescence quenching upon an increasing concentration of cTnT. Reprinted with permission
from [112]. Copyright (2009) by the American Chemical Society
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A biotin sensor was reported by Kato and Caruso [120] or also by Aslan and
Perez-Luna [121]. They have functionalized gold nanoparticles with biotin, which
was recognized by fluorescently labeled anti-biotin IgGs. In this ‘‘closed’’
formation, the probes where not fluorescent. After addition of competing biotin the
fluorescently labeled anti-biotin IgGs left the surfaces of the gold nanoparticles,
which lead to an increase of the fluorescence signal. As described above in Sect.
14.1, it depends on many factors whether metallic nanoparticles increase or
decrease the fluorescence yield of dye molecules in their nanoenvironment.
A specific case of an hapten sensor with an increase of fluorescence close to
metallic nanostructures was reported by Wilson and Nicolau [122].

While biotin is usually used as a dummy system for an hapten sensor, a
medically relevant drug has been sensed recently: digitalis glycoside digoxin, used
to treat cardiac arrhythmia. Therapeutic drug monitoring of digoxin is mandatory
because the therapeutic window is very narrow and toxicity is high. It was shown
that digoxigenin, the aglycon of digoxin, can be detected by fluorescence
quenching by gold nanoparticles [123]. The design of the competitive sensor
format is shown in Fig. 14.9. The dye Cy3B and digoxigenin (Dig) are both
attached to BSA. Gold nanoparticles are functionalized with anti-digoxigenin
antibodies. If no digoxigenin is present in the analyte solution, the fluorescence is
quenched because the double-functionalized BSA molecules bind to the antibodies
(Fig. 14.9a). Upon the presence of digoxigenin in the analyte solution, the para-
topes of the antibodies on the gold nanoparticles are occupied by the digoxigenin.
Consequently, the Cy3B molecules are unquenched (Fig. 14.9b). A concentration
series is shown in Fig. 14.9c. The linear range of the competitive digoxigenin
assay ranges from 0.5 to 3 ng/mL. The limit of detection (LOD) was determined to
be 0.2 ng/ml (LOD = 3 9 SD/m, where SD its standard deviation, and m the
slope of the calibration curve). The limit of quantization (equal to 10 9 SD/m)
was estimated to be 0.6 ng/ml.

Strong coupling (see Sect. 14.2.1) can also be used as a facile tool for hapten
sensing based on fluorophore—metal nanoparticle interaction. Zhao et al. have
functionalized silver nanoparticles with cytochrome P450cam proteins [124].
Cytochrome plays an important role in drug discovery because it can bind several
haptens. As examples, Zhao et al. used camphor which binds to cytochrome,
initiating a 26 nm spectral blueshift of the absorption band of cytochrome. Because
strong coupling is an interaction of the absorption band of the fluorophore and the
plasmon resonance, a change of the absorption of the cytochrome due to hapten
binding immediately affects the plasmon resonance as well. The latter is easily
detected and hence, the plasmonic structure acts as something like an ‘‘amplifier’’
of the binding event, mediated by strong coupling of the plasmon resonance to the
absorption line of the cytochrome. In a more recent study, the same group extended
this technique to detect a dozen of other important drugs [125].
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14.3.4 Ion Sensing

Many heavy metal ions are severe environmental pollutants, but some can be
important trace elements in biological systems. Fluorescence quenching by metal
nanoparticles has been demonstrated to be also apt to detect metal ions. He et al.
[126] have used pyridyl functionalized fluorophores which weakly coordinate to
the nanoparticles. Fluorescence is quenched in this ‘‘closed’’ state. If however
Cu2+ ions are present in the analyte solution, they coordinate much stronger to the
pyridyl moieties, the fluorophores are detached from the nanoparticles and
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Fig. 14.9 a Control assay without analyte. Plain buffer solution is added in the first step. In the
second step, BSA functionalized with Cy3B dye and digoxigenin molecules is added. The latter
are recognized by the anti-Dig antibodies on the Au nanoparticles and the fluorescence is
quenched. b If the analyte solution added in the first step contains digoxigenin, the digoxigenin
occupies the paratopes of anti-Dig. Dig-BSA-Cy3B added in the second step cannot bind to the
gold nanoparticles anymore. Hence, fluorescence from the Cy3B will be detected. c Fluorescence
enhancement as a function of the concentration of digoxigenin. The fluorescence enhancement
depends approximately linearly on the digoxigenin concentration from 0.5 to 3 ng/mL. Reprinted
from Ref. [123] � 2009, with permission from Elsevier
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unquenched. He et al. also demonstrated that this sensor shows not only sensitivity
to Cu2+ ions but selectivity with respect to other ions was also demonstrated.

Mercury (II) detectors based on the manipulation of fluorescence by gold
nanoparticles were reported by Huang and Chang [127], by Chen and coworkers
[128, 129] and by Wang et al. [130]. More details on ion sensing with semicon-
ductor and noble metal nanoparticles can be found in Ref. [131].

14.4 Lasers Comprising Nanometallic Resonators

14.4.1 Metallic DFB Gratings

The two indispensable ingredients of a laser are an active material and a resonator.
Different resonator geometries have been established beyond the simplest setup of
the two-mirror-cavity. One of them is the distributed feedback (DFB) grating,
which is particularly useful for organic semiconductor lasers [132] because it
allows for lasing in thin film waveguides. Specifically, DFB gratings have been
used in optically pumped conjugated polymer lasers [133–136]. Dielectric DFB
gratings guarantee low losses and a low lasing threshold. Unfortunately, dielectric
DFB gratings elude the possibility to electrically contact the conjugated polymers.
Metallic DFB gratings which could also serve as metallic contacts were supposed
to increase the lasing threshold substantially due to energy transfer to the metal
[137–139]. Despite this less promising forecast, it has been found that metallic
DFB gratings are indeed able to serve as resonators for thin-film organic semi-
conductor lasers [138, 140], and they can do so even without any severe increase
of the laser pumping threshold [141, 142].

An example, taken from Ref. [141] is shown in Fig. 14.10. The demonstrator
consists of a glass substrate coated with a 110 nm thick ITO layer which is covered
by a 2D grating of gold nanodiscs (Fig. 14.10a). The pitch is 300 nm, the diameter
of the gold nanodiscs is 110 nm and their height is 30 nm. A * 460 nm thick film
of the polymer methyl-substituted ladder-type poly-(para)-phenylene (LPPP) was
spin coated onto the sample from toluene solution. Figure 14.10a shows a sketch
of the sample and illustrates the DFB resonator which utilizes the second order
diffraction for feedback and the first order diffraction for out-coupling the light
normal to the film surface. Figure 14.10b shows the photoluminescence spectrum
for three different excitation pulse energies between 1.5 nJ and 2.7 nJ. While an
excitation pulse energy of 1.5 nJ is well below the lasing threshold, a small
additional peak is visible at 492 nm at an excitation energy of 1.9 nJ. A clear
lasing mode is observed at a pump pulse energy of 2.7 nJ.
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14.4.2 Random Lasers Comprising Metallic Nanoparticles

It has been put forward by Anderson 1958 that particles like electrons can be
localized in random media [143, 144]. Subsequently, it has been shown that
Anderson localization does also apply for photons in random dielectric media
[145–148]. A later report on Anderson localization of photons [149] has been
questioned, because ‘‘it is difficult to distinguish localized light from absorbed
light’’ [150]. This controversy, however, points to an interesting application: What
if the randomly distributed scatterers are embedded in an active medium, not only
capable of compensating absorption, but also being apt to provide a net gain.
Would it be possible to use the random scattering as a laser resonator? And if so,
could randomly distributed metallic nanostructures be used as a Anderson-like
laser cavity? Both questions seem to be positively answered in the meantime.
Amplified spontaneous emission and laser action with randomly distributed
dielectric spheres as resonators have been predicted [151], observed [152, 153], and
theoretically modeled [154–157]. The differences between rather weak scattering
random cavities, which often lead to amplified spontaneous emission rather than
coherent lasing, and strong scattering random cavities which show true lasing has
been investigated in detail by Wiersma et al. [155], and by Cao et al. [158, 159] in
theory and experiment, respectively. More recently, coherent lasing modes in the
weak scattering media have also been discussed [160].

When metallic scatterers such as gold or silver nanoparticles are used, both
incoherent and coherent random lasing has been demonstrated. Metal nanoparti-
cle-induced incoherent random lasing, which occurs in weakly scattering media
and is sometimes argued to be nothing else as amplified spontaneous emission, has
been observed by Dice and coworkers [161, 162] and shortly after also by Popov

Fig. 14.10 a Schematic drawing of the polymer film on top of a gold nanodisc photonic crystal
template. Feedback is accomplished by second order (m = 2) Bragg scattering, while the first
order (m = 1) scattering couples the lasing mode out in vertical direction. The ITO thickness is
110 nm, the gold nanodiscs measure 110 nm in diameter and 30 nm in height, the grating
constant is 300 nm and the LPPP film is approx. 460 nm thick. b Emission spectrum in the
spectral region of the first vibronic sideband of LPPP below, at, and above lasing threshold. The
pump pulse energies are indicated. Reprinted from Ref. [141] � 2003, with permission from
Wiley–VCH Verlag GmbH & Co KG, Weinheim
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et al. [163, 164] and more recently by El-Dardiry and Lagendijk [165] and by
Murai et al. [166]. In these incoherent random lasers, a spectral narrowing of the
fluorescence is observed down to a few nanometers spectral width. Typically, only
one peak is observed with a width of 3–5 nm indicating emission of low coher-
ence. However, the intensity of the peak grows exponentially above a threshold.

In contrast to the single peak of about 4 nm width as observed in incoherent
lasing, coherent feedback by random, but in-phase scattering leads to very sharp
laser peaks (typically far less than 1 nm in width), whereby each individual laser
peak is usually attributed to one closed path of coherent feedback. Using noble
metal nanoparticles as randomly distributed scatterers, narrow laser-like emission
peaks have first been reported by Kang [167] and have extensively been researched
by the Meng and coworkers [168–172] and by others [173–175].

In their seminal paper [168], Meng and coworkers had embedded silver
nanoparticles in a polyvinyl alcohol film which was doped with Rhodamine 6G, a
well-known laser dye. They found that ultra-sharp coherent laser peaks were
evolving at a pump fluence of only 1 lJ per pump pulse (Fig. 14.11b). The pump
laser used was a 532 nm Nd:YAG laser, 10 Hz repetition rate, 25 ps pulse width,
which was focused down to a stripe of 17 lm width and 2.4 mm length. The
emission intensity of the laser spikes showed a clear pumping threshold
(Fig. 14.11a).

14.4.3 Spaser

The term SPASER is an acronym for Surface Plasmon Amplification by Stimu-
lated Emission and has been coined by Bergman and Stockman in 2003 [176]. The
‘‘R’’ is, strictly speaking, added to make a noun out of the verbum ‘‘to SPASE’’.

Fig. 14.11 Random laser emission from a Rhodamine 6G doped polymer thin film, embedded
with silver nanoparticles. a Evolution of emission intensity as a function of pump energy.
b Emission spectra as a function of pump energy. The inset shows the emission spectra just below
and just above the pump threshold. Adapted from Ref. [168], reprinted with permission, � 2008
The American Institute of Physics
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‘‘Of Radiation’’ was added in the title of the original publication, in analogy to the
LASER which is an acronym for Light Amplification by Stimulated Emission of
Radiation. However, radiation is not necessarily produced in a SPASER as plas-
mons can be emitted via stimulated emission directly, because a plasmon-polari-
ton, taken as a quasi-particle, behaves like a boson. Further, plasmon oscillations
do not necessarily need to radiate, or in other words, they do not need to decay
radiatively. Prominent examples are the surface plasmon-polariton which cannot
decay radiatively into the vacuum if no specific coupling mechanism such as the
Otto-[177] or the Kretschmann [178] configuration is applied. Another example of
nonradiating plasmons are nanoparticle plasmons of higher order electric or
magnetic symmetry (only electric-dipole-like nanoparticle plasmons radiate
effectively). The essence is that, if one wants to use the spasing mechanism to
produce a coherent beam of light (a laser beam), a two-step process needs to take
place. First, the active material must coherently excite a plasmon-polariton and in
a second step the plasmon decays to a radiating, free space photon. This has been
discussed by Protsenko et al. in their article ‘‘Dipole Nanolaser’’[179] and in detail
by Zheludev and coworkers in their article ‘‘Lasing Spaser’’ [180]. More theo-
retical considerations have been published meanwhile on this topic [181, 182].
Recently, Mark Stockman theoretically showed that a plasmonic nanostructure can
not only be used as a spaser, but also as an ultrafast amplifier [183]. Plasmonic
structures with nonspherical geometry such as a bowtie nanoantenna [184] or
nanocups [185] have been proposed as spasing structures, as well.

First experiments where surface plasmon polaritons were used in lasing devices
date back to the late 90’ies. Capasso and his group showed that quantum cascade
deep IR lasers profit from the use of surface plasmons [186, 187]. Stimulated
emission of surface plasmons using a solution of dye molecules as the active
medium was reported by Seidel and coworkers [188]. Capasso and coworkers
placed a plasmonic nanoantenna on top of the entrance facet of a semiconductor
laser [189]. However, in this case the plasmonic antenna is rather a focusing
element of the laser radiation produced by a traditional edge emitting semicon-
ductor laser.

An interesting concept is also to encapsulate subwavelength scale semicon-
ductor heterostructures by metallic nanocavities. A heterostructure pillar of
roughly 1,500 nm in height and 200 nm in diameter, covered by gold, was shown
by Hill and coworkers to lase at 1,400 nm when the InGaAs laser-active region
was pumped electrically [190–192]. Device improvement was found by Y. Fain-
man and coworkers if a silica spacer between the active InGaAs layer and the
metallic coating was introduced [193–195]. This leads to a reduced loss of exci-
tation energy via quenching of excitons by the metal. A size reduced version of a
sub-micron semiconductor nanolaser covered by a metallic layer has recently been
demonstrated: An InP disc was covered by a Ag ‘‘nanopan’’. This allowed for a

subwavelength mode volume of only 0:56 ðk=ð2nÞÞ3, n being the refractive index
of the semiconductor disc [196]. An ‘‘inverse’’ structure, where the active medium
is outside and the metallic layer is inside has been reported by Flynn et al. [197].
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An even more purist laser comprising a subwavelength modal volume has been
introduced by the group of Zhang. They put a CdS nanowire on top of a silver film
which was covered by an insulating MgF2 layer of miniscule thickness [198]. This
lead to a modal volume which is confined to just a few nanometers in the direction
perpendicular to the semiconductor rod and also only a few nanometers in the
direction vertical to the silver film, but the rods were micrometers long in the third
dimension. A similar laser (of, however, much shorter rods) has been demonstrated
by Lu et al. [199]. Most important, this group showed that the photon statistics of
the laser output above threshold behaves as expected from a coherent laser beam:
the second order photon correlation function is strictly one. However, semicon-
ductor nanowires or nanorods used in these studies possess one elongated axis. An
even more confined lasing spaser should, however, show the same nanoscale
extensions in all three directions. A team around Noginov, Shalaev and Wiesner
has recently reported on such a three dimensional nanoscale laser [200]. Gold
nanoparticles with a diameter of 14 nm were covered by a silica shell of 15 nm
thickness (Fig. 14.12, inset). The silica shell of each nanolaser contained
approximately 2:7 � 103 molecules of the laser dye OG-488. The lasing spectra of a
suspension of these nanolasers are shown in the main panel of Fig. 14.12 for
different pumping powers. Pumping was achieved by a 488 nm pulsed laser with
5 ns pulse width and pulse energies up to 22.5 mJ. The lasing threshold was at
about 5 lJ. Using a 100-fold diluted suspension showed the same lasing charac-
teristics apart from a reduced overall output intensity. Because of this, the authors
concluded that the stimulated emission stemmed from single nanolasers.
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Chapter 15
Hopping Model of Charge-Carrier
Transport in Organic Nanoparticle
Systems

I. I. Fishchuk, A. Kadashchuk, X. Li and J. Genoe

15.1 Introduction

Molecular and nanoelectronics are corner stones of technology in the twenty first
century. Nanoscale technology has clear advantages to be gained from exploiting
self-organized growth, as it avoids the need for highly sophisticated patterning of
surfaces with nanometer-sized objects. Ideally, the functional properties can be
obtained essentially in one self-assembled molecular layer, so that molecular
electronics in principle would offer a maximum degree of miniaturization. On the
other hand, organic semiconductor films offer a huge potential for the emerging
flexible large area electronics because they allow for low-cost device fabrication
and a low-temperature processing of semiconductor layers compatible with flex-
ible plastic substrates [1, 2]. In typical amorphous or polycrystalline organic films,
the charge-carriers move much more slowly than in perfect molecular crystals
because they hop among localized states that are distributed in space and energy.
The charge-carrier mobility, l, is thus a critical parameter for the operating speed
of a device, notably, in an organic field-effect transistor (OFET). Therefore, apart
from the endeavor to optimize the structure–property relations of organic func-
tional layers, it is of paramount importance to improve the understanding of
conceptual premises of the electrical transport mechanisms in realistic organic
electronic devices.
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It is believed that charge-carrier transport in disordered organic semiconductors
occurs via incoherent thermally activated hopping [3–6] within a manifold of
states commonly described by a Gaussian density of states (DOS) distribution of
energetic width r. Charge-carrier transport studies in such materials have most
often been described for the last two decades within the framework of the Gaussian
Disorder formalism originally suggested by Bässler et al. [3]. Recently, the for-
malism was further advanced to account for the charge-carrier concentration
effects [7–12], and one should distinguish charge transport regimes at small- and
high-carrier concentrations that can be realized in the same organic material. An
inherent feature of a Gaussian-shaped DOS is that at small carrier concentrations,
when charge-carriers are noninteracting, the majority of equilibrated carriers
mostly occupy weakly filled states well above the Fermi level. In this case, the
equilibrium occupational DOS (ODOS) is also a Gaussian with width r, but off-set
from the center of the intrinsic DOS by an energy eeq ¼ �r2

�
kBT . The charge

transport in this case is controlled by carrier jumps from states around the energy
level eeq to the so-called effective transport energy level et (described below).
Therefore, at low carrier concentration the position of the Fermi level, in case of
an empty DOS is irrelevant for the charge-carrier mobility [3, 12]. This case is
typically realized in time-of-flight (ToF) experiments to measure charge-carrier
mobility in the bulk of organic semiconducting films [3, 4].

However, the conditions described above are no longer valid at high carrier
concentrations when the deep tail states of the DOS are completely filled by
charge-carriers and the Fermi level rises above the mean quasi-equilibrium energy
level eeq [8–13]. At sufficiently high carrier densities (as in an organic thin-film
transistor where the current is confined to a very thin conductive layer near the
interface with the gate dielectric, and in chemically doped organic semiconduc-
tors), carrier jumps from the Fermi level dominating the charge-carrier transport,
giving rise to an Arrhenius-type ln lð Þ / T�1 temperature dependence of the
mobility [12, 13] with a virtually constant (yet dependent on carrier concentration)
activation energy. It was found that charge-carrier mobility in the same material
can differ up to three orders of magnitude depending on whether the mobility is
measured in a diode or a transistor device geometry [7, 8, 10]. This demonstrates
that the concentration dependence of the mobility must be taken into account to
describe the charge transport in realistic organic electronic devices. The latter
transport regime has recently been described within the so-called extended
Gaussian disorder model (EGDM) using numerical computer simulations by
Pasveer and Coehoorn [8, 9], which predict an increase of l with increase in both
charge-carrier concentration and electric field. This model was also corroborated
by analytic theories which were first formulated for a zero-field limit [10–12] and
recently extended for arbitrary electric fields [14, 15].

The disorder formalism was also invoked to explain the electric field depen-
dence of the charge-carrier mobility conventionally, as observed in disordered
organic semiconducting materials. In contrast to perfect organic single crystals
where the charge-carrier mobilities are normally electric field independent at room
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temperature [16, 17], in disordered organic semiconductors l increases with
electric field, typically in a Poole–Frenkel (PF) fashion, ln l / F1=2 [3, 4], which is
a consequence of charge hopping within the DOS distribution. The applied electric
field tilts the DOS and thus lowers the average barrier height for energetic uphill
jumps in the field direction. The initial Gaussian disorder model (GDM) [3] pre-
dicts the ln l / F1=2 dependence yet for a rather high electric field only [3].
Subsequent works [18, 19] showed that by introducing spatial correlation of the
energies of transport sites, experimentally observed PF-type dependence at lower
fields is recovered. The electric field dependence of l is also predicted by the
EGDM for a large charge-carrier concentration transport regime [20, 21].

In a number of experimental studies [22–24] it was commonly observed that
charge-carrier mobility in OFET devices shows Arrhenius-type l Tð Þ temperature
dependences which intersect at a given finite temperature T0 when measured at
different gate voltages (VG), thus suggesting that the Meyer-Neldel rule (MNR)
[25] is obeyed. The MNR is an empirical relation [25], originally derived from
chemical kinetics and describes the fact that enthalpy and entropy of a chemical
reaction are proportional. Generally, it states that in a thermally activated process
an increase of the activation energy Ea is partially compensated by an increase of
the prefactor:

l ¼ l0 exp � Ea

kBT

� �
ð15:1Þ

where Ea is the activation energy, T is the absolute temperature, and kB is the
Boltzmann constant. It is empirically found that the prefactor l0 increases expo-
nentially with Ea:

l0 ¼ lconst exp
Ea

kBTMN

� �
ð15:2Þ

where lconst is a constant prefactor and TMN is the so-called Mayer-Neldel
temperature. A combination of Eqs. (15.1) and (15.2) gives the general form:

l ¼ lconst exp �Ea

1
kBT
� 1

kBTMN

� �� �
ð15:3Þ

Equation (15.3) shows the MNR relation between the OFET charge-carrier
mobility l and the activation energy ‘‘Ea’’, which is, in the case of OFET mea-
surements, gate voltage dependent. Equation (15.3) implies an isokinetic tem-
perature T ¼ TMN determined by the Meyer-Neldel energy EMN ¼ kBTMN, at
which charge-carrier mobility values coincide in one value.

The aim of the present chapter is to review the current achievements regarding
theoretical description of the charge-carrier transport in disordered organic semi-
conductors, with particular attention on charge-carrier transport behavior at large
carrier concentration as realized in OFETs. Our consideration is focused on
effective medium approximation (EMA) analytic theory which was applied to
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describe the charge-carrier concentration-, electric field-, and temperature-
dependent charge-carrier transport in organic materials that are used as active
layers in OFET devices. In particular, we show that the establishment of the MNR
is a characteristic signature of hopping transport in a random system with variable
charge-carrier concentration irrespective of their polaronic character. Finally, we
compare our theory with alternative models suggested before to explain the MNR
for the charge-carrier transport in OFETs.

15.2 EMA Approach to Hopping Charge Transport
at Large Charge-Carrier Concentrations

15.2.1 General EMA Theory Formulation

Recently, Fishchuk et al. [14, 15] formulated an analytic theory which is able to
describe the drift charge-carrier mobility in a disordered organic solid as a function
of carrier concentration, temperature, and applied electric field, and is based on
the EMA method using the concept of effective transport energy. A key point of
this model compared to the previous EMA treatment [11, 12] is that it is extended
for arbitrary electric fields and is able to describe consistently both the carrier
density and field dependences of charge-carrier mobility. Another important
modification of the previous EMA formalism [15] is using a method of configu-
rational averaging of hopping transition times. Initially suggested for zero-field—
and low carrier concentration—limits according to Ref. [26], it has been now
generalized to calculate the drift mobility at finite electric field and for the high
carrier concentration transport regime.

Within this approach, a disordered organic system is replaced by an effective
three-dimensional (3D) manifold of localized sites with an average intersite dis-
tance a ¼ N�1=3, where N is the density of the localized states. The theory con-
siders an energetically disordered organic system of localized states characterized
by the DOS distribution g eð Þ in the framework of the EGDM [8, 11] which
accounts for the dependence of the charge-carrier mobility on the relative carrier
concentration n=N, where n is the density of charge-carriers. Positional disorder is
neglected.

In general, the effective drift hopping mobility le in a random 3D hopping
transport system under an applied electric field can be obtained as

le ¼ ak0
Wþe �W�e

F
ð15:4Þ

where Wþe and W�e describe the effective jump rates along-, and opposite- to the
electric field direction, respectively, for an arbitrary electric field F ¼ F; 0; 0f g.
An additional coefficient k0 emerges in Eq. (15.2) to include the generalized
Einstein equation as recently suggested by Tessler [27], relating the mobility and
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diffusion coefficient at arbitrary carrier concentration. This coefficient is essential
at large carrier concentrations, while in the case of vanishing carrier density
k0 ! 1. Within the average-hopping-times method [26], the effective jump rates
Wþe and W�e can be calculated using the effective transport energy et level as

W�e ¼ s�12

� ��1
; s�12

� �
¼
R et

�1 P eð Þ W�12 et; eð Þ
	 
�1

deR et

�1 P eð Þde
; ð15:5Þ

where Wþ12 and W�21 are effective jump rates between two neighboring localized
sites along—and opposite—to the electric field direction, respectively. We use
Miller–Abrahams (MA) jump rate [28]

W�12 et; eð Þ ¼ W0 exp � et � e� eaFj j þ et � e� eaFð Þ
2kBT

� �
ð15:6Þ

to describe an elementary charge transfer under an applied electric field between
sites with energy e and et being defined in the limit of zero field. Here
W0 ¼ m0 exp �2rt=bð Þ, where m0 is the attempt-to-escape frequency, rt is the jump
distance below the effective transport energy et, and b is the localization radius of
the charged site.

As it was shown in [26, 29, 30], the major contribution to the drift time is
determined by the upward hops of carriers from states located below the transport
energy to the state et. Therefore, configurational averaging of the hopping tran-
sitions times in Eq. (15.5) has to be done over the energy distribution of empty
localized states, viz. by using the function

P eð Þ ¼ g eð Þ 1� f e; eFð Þ½ �; ð15:7Þ

where f e; eFð Þ is given by the Fermi–Dirac statistics

f e; eFð Þ ¼ 1

1þ exp e�eF

kBT

� � : ð15:8Þ

The Fermi level eF position can be determined from the following transcen-
dental equation for the carrier concentration n

n ¼
Z1

�1

de g eð Þf e; eFð Þ: ð15:9Þ

The coefficient k0 (cf. Eq. 15.4) in this case is determined as

k0 ¼ 1�
R1
�1 de g eð Þ f 2 e; eFð ÞR1
�1 de g eð Þ f e; eFð Þ

: ð15:10Þ

The DOS distribution g eð Þ is assumed be a Gaussian with width r, which is
generally accepted to be appropriate for disordered organic media
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g eð Þ ¼ N

r
ffiffiffiffiffiffi
2p
p exp � 1

2
e
r

� �2
� �

; �1\e\1: ð15:11Þ

A combination of Eq. (15.4) with Eqs. (15.5–15.10), and (15.11) gives the
effective charge-carrier mobility le as

le ¼ l0k0
r

a

� �2
exp �2

rt

b

� � Yþe
� ��1� Y�e

� ��1

f
; ð15:12Þ

where

Y�e ¼
R xt

�1 dt
exp �t2

2þ1
2 xt�t�fj jþ xt�t�fð Þ½ �x

	 

1þexp � t�xFð Þx½ �R xt

�1 dt
exp �t2

2f g
1þexp � t�xFð Þx½ �

: ð15:13Þ

Here

Y�e ¼
W�e
W0

; f ¼ eaF

r
; x ¼ r

kBT
; xF ¼

eF

r
; xt ¼

et

r
; l0 ¼

ea2m0

r
: ð15:14Þ

The concept of effective transport energy has been proved to be especially
efficient for calculating the carrier mobility in disordered materials [29, 30, 31].
The effective transport energy et in this method does not depend on the applied
electric field F and hence for a Gaussian DOS distribution can be determined from
the transcendental equation derived for zero-field mobility [11]

1ffiffiffiffiffiffi
2p
p exp � 1

2 x2
t

� �
1þ exp � xt � xFð Þx½ �

1ffiffiffiffiffiffi
2p
p

Z xt

�1
dt

exp � 1
2 t2

� �
1þ exp � t � xFð Þx½ �

� ��4
3

¼ 3
2

4p
3B

� �1
3

x
b

a

ð15:15Þ

Here, the parameter B ¼ 2:7 has been determined according to percolation
criteria [31]. The factor rt is calculated by

rt ¼ a
4p
3B

1ffiffiffiffiffiffi
2p
p

Z xt

�1
dt

exp � 1
2 t2

� �
1þ exp � t � xFð Þx½ �

� ��1
3

: ð15:16Þ

It should be noted that percolative effects have been considered in Ref. [31] not-
rigorously, in that the consideration was limited to the renormalization solely of
the factor rt. Since rt and et are quantities interrelated by definition, the accounting
for the percolative effects must be done for the transport energy et as well. A
combination of Eqs. (15.15) and (15.16) takes this duly into account.
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15.2.2 Spatial Energy Correlations

Energy correlations in organic disordered solids imply slowly varying static spatial
fluctuation in the potential energy landscape and can arise due to charge-dipole
[19] or charge-quadrupole interactions or fluctuations (inhomogeneity) in elec-
tronic polarization energy, resulting from molecular density fluctuations in an
organic material due to microscopic regions that are under compression or dilation
[32]. The energy correlation effects were mostly invoked to describe a ln l /

ffiffiffiffi
F
p

Poole–Frenkel-type field dependence of charge-carrier mobility, typically
observed in ToF measurements. The EGDM was originally suggested for energy
uncorrelated systems and therefore it predicts a specific ln l / F field dependence
[8, 9] that is in variance to available experimental data featuring a ln l /

ffiffiffiffi
F
p

behavior in the experimentally accessible range of electric fields.
On the other hand, it is well established that a PF-type field dependence of the

charge-carrier mobility can be reproduced over an extended interval of electric
fields when some kind of correlated disorder is taken into account in the frame-
work of the correlated disorder model (CDM) [19] or the extended correlated
disorder model (ECDM) [20, 21]. Conventional noncorrelated disorder models
ignoring the energy correlation effects, i.e., assuming that site energies are dis-
tributed independently, predict the PF-law only in a very narrow range of high
electric fields F [ 3� 105 V/cm

� �
[3]. Therefore, accounting for the energy

correlation effects is necessary for an adequate description of the Poole-Frankel
type of charge-carrier mobility dependence on electric fields, as experimentally
observed down to moderate electric fields. This aspect is especially relevant in the
case of the OFET mobility measurements, because in this configuration mea-
surements are done at rather low lateral electric fields owing to typically large
transistor channel length used in OFET devices, if compared to other organic
electronic devices, e.g., in sandwich-type diodes.

Generally, accounting for the energy-correlated disorder effects could hardly be
treated rigorously analytical, although it might be solved by numerical computer
simulations [19, 20]. Therefore, in our analytical treatment [15], we have used
some key ingredients from the numerical simulations studies performed before
within the CDM [19, 20] for a low carrier concentration limit. The authors of this
reference have shown [19, 20] that the size of an ‘‘energetic valley’’ (cluster)
comprising many localized sites, scales algebraically with the depth of fluctua-
tions. As suggested before [33], by using the simulations results of Parris et al.
[34], one could account for the energy correlation effects by substituting the
parameters x ¼ r=kBT and f ¼ eaF=r (for noncorrelated disordered system) by

xc ¼ rc=kBT and fc ¼ hc

ffiffiffiffiffiffiffiffiffi
xc=2

p
, respectively, where hc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eaF=rc

p
. The presence

of energy correlations results also in some flattening of the local potential energy
landscape within larger scale energetic structures. Therefore, the width of the
so-called correlated DOS, rc, has to be somewhat smaller than the initial r-value
featuring in the noncorrelated GDM approximation. Coehoorn et al. [20] have
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shown, that one can use rc ffi 0:83 r due to the charge-carrier mobility under the
presence of the energy correlations. In the limit of zero field and zero charge-
carrier density the charge-carrier mobility follows a le / exp �0:29x2ð Þ temper-
ature dependence instead of le / exp �0:44x2ð Þ inherent for the GDM.

Another important consequence of the energy correlation effects on the field
dependence of the charge-carrier mobility lðFÞ at high carrier concentrations rel-
evant for OFET operation has been recently demonstrated by Bouhassoune et al.
[20] and Novikov [21]. Based on their computer simulations, they found that the
typical size of the jump length governing the charge-carrier mobility, does not
depend only on electric field but also on carrier concentration. The typical jump
length within ECDM was found to decrease with increasing carrier concentration.
This leads to a decrease of the slope S of the electric field dependence of the charge-
carrier mobility ln l vs S�

ffiffiffiffi
F
p

compared to the slope S0 in the case of zero-
concentration limit n=N ! 0, as S ¼ S0 1� n=Nð Þm, provided that the energy
correlations have been taken into account. For a non-correlated disordered system
within the EGDM, the slope remains the same upon varying carrier concentration
[21]. This effect can be accounted [15] by the following expressions for the tem-

perature dependence of S0 and m: S0 ¼ �5:42þ 2:995 r=kBTð Þ � 0:115 r=kBTð Þ2

and m ¼ �9:69þ 10:81 r=kBTð Þ � 0:905 r=kBTð Þ2. In the range 2:0\r=kKT\5:0
the calculated parameter S0 perfectly agrees with the relevant slope S1 ¼ 0:78

r=kBTð Þ3=2�2
h i

obtained by numerical computer simulations [19] for the small

carrier concentration limit.
Coulomb interactions between charge-carriers might start to play an essential

role at large carrier concentrations [21, 35], which is not accounted for in the
present theoretical description [15]. The recent Monte Carlo simulations by Zhou
et al. [35] have, however, demonstrated that the effect of Coulomb interactions is
not significant if the carrier density is below n

�
N\10�2. In accordance with that,

charge mobility computer simulations (accounting for Coulomb interactions) by
Novikov [21] show, that for charge-carrier concentrations n

�
N	 10�1 the charge-

carrier mobility increases with increasing n=N exactly in the same manner as in the
case of non-interacting carriers (cf. Ref. [8]). Since our theoretical model does not
go beyond the charge-carrier density limit given above, the present consideration
disregards the Coulombic interaction effects.

Thus, the charge-carrier mobility in disordered organic semiconductors can be
calculated by Eqs. (15.12–15.16) obtained within the EGDM approximation with
accounting for energy correlation effects by substituting parameters r, f by rc, fc,
respectively, as described above.
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15.3 Calculations of the Charge-Carrier Concentration-
and the Electric Field-Dependences of the Charge
Mobility

15.3.1 Dependence of the Charge Mobility on Carrier
Concentration

In the following, the EMA theory, formulated in Sect. 15.2, will be used to
calculate the charge-carrier mobility in organic semiconductor materials as a
function of carrier concentration, applied electric field, and temperature. The best
verification of an analytical theory is a direct comparison with computer simula-
tion results, as the simulation actually solves the model as it stands while a real
experiment can include processes not accounted for. Relevant computer simula-
tions of the charge-carrier transport in a random organic solid have been reported
in Ref. [8], assuming an energy uncorrelated system and neglecting variable
hopping range transitions. In this approximation Eq. (15.12), obtained within the
above described analytical EMA model, transforms to

le ¼ l0k0 exp �2
a

b

� � Yþe � Y�e
f

; ð15:17Þ

where the values Y�e are given by Eq. (15.13). To employ Eq. (15.17) for calcu-
lating the charge-carrier mobility one has to define the effective transport energy
level xt. Recently, Fishchuk et al. [11] found, that this level is given by the relation
xt ¼ �x=18 (cf. Eqs. 15.15, 15.16), which is valid for a broad range of charge-
carrier densities relevant for practical applications (except for extremely high
densities) and the Miller–Abrahams jump rate.

Charge-carrier concentration dependences of the charge-carrier mobility le

calculated by Eq. (15.17) at zero-field limit F ! 0ð Þ for different temperatures are
presented in Fig. 15.1. The results of numerical simulations of the charge-carrier
mobility by Pasveer et al. [8] for a system with an equivalent set of parameters are
given by symbols in Fig. 15.1 for comparison. It is gratifying that the present EMA
theory provides an excellent quantitative agreement with previous numerical
simulations data for the charge-carrier mobility. The presented results are similar
to calculations presented in Ref. [11], although they are obtained by a different
calculation method. The presented EMA model describes also very well the results
on concentration dependence of the charge mobility measured in different organic
semiconducting films [11].

Thus, for energy uncorrelated hopping transport systems, calculations of the
charge-carrier mobility by the present EMA theory are in excellent agreement with
the relevant numerical computer simulation data.
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15.3.2 Dependence of the Charge-Carrier Mobility
on Electric Field

The approximated Eq. (15.17) can also be used to calculate the electric field
dependence of the charge-carrier mobility in an energy uncorrelated disordered
system [14] and results could be compared which recent computer simulations [8]
performed on the same system. Figure 15.2a shows the electric field dependences
of the charge-carrier mobility le (solid curves) calculated by Eq. (15.17) at dif-
ferent temperatures for relatively small-carrier-concentration n

�
N ¼ 10�5, which

is typically realized at OLED device operation. These dependences differ little
from that obtained for a vanishing charge-carrier concentration n=N ! 0ð Þ. The
field dependence of le for relatively large carrier concentration n=N ¼ 0:05,
which is typically realized in a conductive channel of an OFET, calculated at
different temperatures by Eq. (15.17) is depicted in Fig. 15.2b (solid lines).
Symbols in Fig. 15.2a and b shows results of the relevant recent computer sim-
ulations of Pasveer et al. [8] for comparison with the present theory [14] and one
can see a good quantitative agreement between the EMA theory predictions and
the numerical results for the same material parameters. One might note a slight
decrease of the calculated mobility with increasing electric field at large temper-
atures (upper curves in Fig. 15.2a, b) while the numerical simulations show a
slightly increasing/saturating mobility (symbols). This seemingly has no physical
meaning and is due to a limitation of the present theoretical treatment at small
r=kBT values at which the transport energy approximation becomes less accurate.

The electric field dependences of the charge-carrier mobility lðFÞ in energy-
correlated organic disordered system can be calculated by the modified EMA
theory described in Ref. [15]. with accounting for the energy correlation effects as
suggested in Sect. 15.2.2. The corresponding EMA calculation results are depicted
in Fig. 15.3a in ln l /

ffiffiffiffi
F
p

representation. The curves (solid lines) were calculated
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by Eqs. (15.12–15.16) for different carrier concentrations relevant to OFET
operation, taking into account the dependence of the jump length on carrier
concentration according to Ref. [20]. The same dependences were also calculated
by ignoring the latter effect and are given for comparison (Fig. 15.3a, dashed
curves). As one can see, the Poole–Frenkel field dependences are well reproduc-

ible in the range 0:4\ eaF=rð Þ1=2\1:0 for the considered charge-carrier con-
centrations and feature a clear decrease in the slope of the curves with increasing
carrier concentration (Fig. 15.3a, solid lines), whereas the slope remains virtually
the same if the carrier concentration dependence of the jump length is ignored
(dashed curves in Fig. 15.3a). These analytically calculated dependences agree
well with the relevant computer simulation results of Ref. [21]. Assuming repre-
sentative material parameters for a disordered solid, viz. r ¼ 0:07 eV and
a ¼ 1:4 nm, one obtains a corresponding electric field range 8� 104\F\5�
106 V/cm for which the PF-type field dependence is valid (shown by straight lines
in Fig. 15.3a).
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Figure 15.3b shows the electric field dependences of the charge-carrier mobility ,
calculated with the same parameters as in Fig. 15.3a, but for an energy non-corre-

lated organic disordered system. As one can see from Fig. 15.3b, a ln l /
ffiffiffiffi
F
p

dependence (straight lines in Fig. 15.3b) is revealed for such a system but only within
a narrow range of strong electric fields, consistent with previous computer simula-
tions by Bässler et al. [3]. In the present study, we used a representative ratio a=b ¼ 5
for organic disordered semiconductors, which has extensively been employed before
in Monte Carlo simulations studies of the charge-carrier transport [3].

The electric field dependences of the charge-carrier mobility calculated by
Eqs. (15.12–15.16) for an energy-correlated system at different temperatures for a
relatively small-carrier-density, n=N ¼ 10�5 and a very high carrier density, n=N ¼
10�1:5 are shown in Fig. 15.4. As one can see, a ln l /

ffiffiffiffi
F
p

dependence of the
charge-carrier mobility has been revealed at both carrier concentration regimes. It is
basically similar to the Poole–Frenkel field dependences conventionally observed
in the limit of low carrier concentrations, i.e., in ToF mobility measurements.
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15.3.3 Effect of Strong Local Electric Fields on Charge
Mobility in Inhomogeneous Materials

In order to verify predictions of the present EMA theory, we compared the results
of our analytical calculations with experimental results on charge-carrier mobility
in a C60-based OFET [36, 37]. Figure 15.5 shows the lateral electric field
dependence of the OFET mobility log10ðlÞ /

ffiffiffiffi
F
p

(symbols) measured [15] at
different temperatures in C60 film, and. The presented results prove, that the OFET
mobility features a Poole–Frenkel-type dependence on lateral electric field in the
range of very low electric fields of the order of *103 V/cm generated by the
applied source-drain voltage (VSD) over the Conductive channel (length 35 lm) of
the OFET device.

An important question arises, why the Poole–Frenkel field dependence the
OFET mobility (Fig. 15.5) is observed at such lower electric field? Although the
present analytic model [15] as well as previous computer simulation studies [20],
does predict a PF-type dependence for the FET mobility, and the major problem is
that the experimentally observed field dependences are usually beyond the field
range where the PF-law is predicted. Note that the established hopping transport
models predict that l should saturate at electric fields F	 104 V/cm [15, 20, 21].
Here we should emphasize that the average lateral electric field in OFET devices is
usually relatively small, being of the order of 103 V/cm due to normally long
transistor channels, while a Poole–Frenkel (ln leð Þ /

ffiffiffiffi
F
p

) dependence is predicted
to occur at much higher fields—around F 
 105 V/cm. Therefore, neither avail-
able analytical theories nor computer simulations are able to reproduce the
experimental observations even when the energy correlation effects are taken into
account.

To solve the puzzle, we propose that in multiple-grain organic films the electric
field is not necessarily homogenous—as is usually tacitly assumed—but it can be
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inhomogeneous. Indeed, the severe difference between local conductivities within
grains and at grain boundaries (GB) results in redistribution of accumulated
charges, which can create very strong local lateral fields [38] in the latter regions,
as required for the current to be continuous in the channel. These strong local fields
in the GB result in the carrier mobility in GB to become field dependent, and as the
mobility in GB limits the overall mobility its field dependence translates to a field
dependence of the average mobility.

Below, we present experimental verification of the concept of strong local fields
confined to GB, which has recently been elucidated by studying the surface
electrostatic potential distributions along the transistor channel by scanning Kelvin
probe measurements (SKPM) during OFET device operation in a polycrystalline
organic semiconductor layer [38]. Ink jet printable 6,13-bis(triisopropyl-silyle-
thynyl) pentacene (TIPS-PEN) (for synthesis of this material see Ref. [39]) was
chosen as the model system in this study, since previous studies have shown that
pure TIPS-PEN films feature crystallite grains with dimensions compatible with
the spatial resolution of SKPM, and have indicated that this material allows for the
manipulation of film morphology within a transistor channel from multiple grains
separated by GB to a single grain [40]. Two types of TIPS-PEN films were
prepared: (1) pure TIPS-PEN forming irregular-shaped crystalline deposit with
multiple-grain morphology within a transistor channel (namely ‘‘channel with
GB’’); (2) TIPS-PEN blended with polystyrene (PS) that features much larger
TIPS-PEN crystallites with more homogenous film morphology throughout tran-
sistor channels. The films were checked by cross-polarized optical microscope to
assure that in the latter case a large crystallite of TIPS-PEN covers the whole
transistor channel under investigation (namely ‘‘channel without GB’’).
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Fig. 15.5 Experimental (symbols) lateral field dependence of the charge-carrier mobility
measured in C60-based OFETs at different temperatures [15] and theoretical fitting by Eqs.
(15.12–15.16) (solid lines) with accounting for energy correlations and using the following set of
parameters: r ¼ 0:07 eV; a=b ¼ 5; a = 1.4 nm; n=N ¼ 0:05; and q ¼ 256. Dashed curves were
calculated at q ¼ 1, i.e., assuming a homogenous lateral electric field
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Charge-carrier mobility in this study was obtained from output characteristics
(ISD vs. VD plots) at a constant average charge (Q) in a transistor channel. The
average charge-carrier mobility lðVDÞ can be determined in linear regime as [38]:

lðVDÞ ¼
L

W � CiðVG � VD

2 � VthÞ
� oISD

oVD

� �
� oVD

oVD�channel

� �
ð15:18Þ

where L and W is the channel length and width, respectively, VG and VD is the
source-gate and the source-drain voltage, respectively, Ci is the capacitance per
unit area of the gate dielectric, and Vth is the threshold voltage. And VD-channel is
the actual voltage drop within the channel region by subtracting the drops at the
edges of source and drain contacts, measured by SKPM at difference applied VD

and the corresponding VG assuring a constant Q in the channel. Constant Q here
was assured by sweeping the gate voltage (VG) at half of the rate for VD sweeping
(according to definition of Q ¼ CiðVG � VD

2 � VthÞÞ.
Figure 15.6 (symbols) shows OFET mobility as a function of lateral electric

field in two types of TIPS-PEN channels with- and without GB (circles and
squares, respectively), calculated from the experimentally obtained output char-
acteristics using Eq. (15.18) in linear regime with constant channel charges. The
field dependences of mobility in the above two types of channels are found to
differ drastically. In the TIPS-PEN channel with GB (circles in Fig. 15.6) l
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Fig. 15.6 Lateral-field dependences of the OFET mobility measured in TIPS-PEN channel with
GB (circles) and without GB (squares) at T = 300 K. Charge mobilities calculated assuming
homogenous electric field (q ¼ 1) for r ¼ 65 meV and r ¼ 73 meV within Pasveer/Coehoorn
model (curve 2 and 1, respectively, in blue color) and by Fishchuk model (curve 20 and 10,
respectively, in red color). Other parameters used: a = 0.7 nm, c ¼ 10�3, and the ratio a=b ¼ 10
and 5 for Pasveer/Coehoorn and Fishchuk model, respectively. The best-fit curve for the channel
with GB calculated assuming strong local electric fields accounted for by the field magnification
parameter q ¼ 115 within Pasveer/Coehoorn model (curve 3, in blue) and by q ¼ 64 within
Fishchuk model (curve 30, in red). Note that curves 1 and 10 coincide
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increases with lateral electric field, while l is virtually field independent in TIPS-
PEN channels without GB (squares in Fig. 15.6). A slightly negative field
dependence of l was observed in the pure TIPS-PEN channels with GB at
F\ 2� 103 V/cm, however, the appearance of this behavior was sample depen-
dent and ascribed to the possible influence of contact resistance at very low VD.

To explain our observations, we first tried to fit the experimental field-depen-
dent mobility (Fig. 15.6) with Pasveer/Coehoorn model [8, 9]. Most of the
material parameters used for calculation were taken from experiments, viz., carrier
concentration experimentally estimated as c ¼ 10�3; a ¼ 0:7 nm taken as a typical
intermolecular distance for pentacene [41]; a=b ¼ 10 used according to Ref. [8];
for TIPS-PEN channels with GB the energetic disorder parameter r ¼ 73 meV
was estimated from experimentally measured Meyer-Neldel temperature (TMN)
(not shown here) according to the method described recently [12], while for the
blended TIPS-PEN channels r ¼ 65 meV was used as fitted parameter, the pre-
factor mobility l0 was chosen to match the zero-field mobility value. Note that
activation energy (energetic disorder) for the OFET mobility in TIPS-PEN films
was found to depend significantly on the fabrication procedure [42]. Mobilities
calculated according to Refs. [8, 9] under the premise of homogenous lateral
electric field are shown by solid blue curves 1 and 2 in Fig. 15.6 and they evidence
that original Pasveer/Coehoorn model predicts no field dependence at such low
fields and reasonable material parameters. This model can quantitatively describe
well just the flat field dependence of l observed in TIPS-PEN blend channels
without GB, but it clearly fails to describe the data for pure TIPS-PEN channels
with GB (circles in Fig. 15.6).

Next, the mobilities in the relevant lateral electric field range were calculated by
Fishchuk analytic model [15] for the same set of material parameters and assuming
homogenous electric field (curves 10 and 20 in Fig. 15.6). These calculation results
are quite similar to those obtained by the Pasveer/Coehoorn model (cf. curves 1
and 2 in Fig. 15.6) and similarly fail to fit the experimental data for TIPS-PEN
channels with GB (circles in Fig. 15.6).

Thus, the established hopping charge transport models, assuming homogenous
electric field are unable to provide a quantitative description of the increasing
OFET mobility in TIPS-PEN in the range of low lateral electric fields relevant for
experiments. To solve the puzzle, we propose that in multiple-grain channels, the
OFET mobility is controlled not by the lateral field averaged over the transistor
channel (as conventionally assumed), but rather by the much stronger effective local
electric fields generated in such inhomogeneous media. This is supported by
measuring the surface electrostatic potential distributions along transistor channels
by SKPM during device operation at applied lateral voltage VD ¼ �5 V and varying
source-gate voltage VG on the same TIPS-PEN samples as used for charge transport
measurements in Fig. 15.6. Typical potential profiles obtained in the channel
containing GB and that without GB, are shown in Fig. 15.7a and b, respectively.
Both types of TIPS-PEN films show typical smooth parabolic potential profiles
from source to drain electrodes (Fig. 15.7) in studied channels when devices are in
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‘‘OFF-state’’ (before VG is reaching Vth), but abrupt potential drops occur within the
channel of TIPS-PEN with GB (shown by the red arrows in Fig. 15.7a) when the
device is in ‘‘ON-state’’, i.e., upon charge accumulation near the gate electrode.

The electrostatic field profile in Fig. 15.8 (lower panel) clearly reveals several
sharp peaks. Note that these peaks could in reality be much bigger because of the
limited spatial resolution of SKPM [43]. These spikes in the field distribution
correlate with the locations of GB revealed by AFM topography image (cf. lower
and upper panels in Fig. 15.8). TIPS-PEN blend channel devoid of GB (indicated
by AFM and cross-polarized optical micrographs) shows rather smooth surface
potential profiles within transistor channel irrespective of whether transistor is in
ON or OFF-state (Fig. 15.7b) [38].

Strong inhomogeneity of lateral electric field in the conductive channel can be
rationalized in terms of electrostatic screening due to different local conductivities
within grains and at GB. GB are known to limit charge transport in polycrystalline
films by establishing major potential barriers [44–47] between their more ordered
domains. In such case, the OFET conductive channel can be considered as a series of
resistors whose resistance is controlled by the ‘‘microscopic’’ charge mobility. In the
off-state, the lateral field is homogenous because the dielectric constant is virtually
isotropic. Therefore, l is isotropic. Upon applying a gate voltage to a channel with
GB, charges (holes) start to accumulate in the channel, and instantaneously the
density of accumulated holes within an individual grain is redistributed along the
external lateral field (source to drain) direction; at one side of the grain it generates a
locally increased hole concentration, and at the other side a reduced (or close to
locally ‘‘depleted’’) hole density. This creates an internal lateral electric field within
the individual grain which compensates the applied external field. Note that this
‘‘charge-redistribution’’ effect stems from the mobile (not trapped) holes inside
grains induced by VG voltage, therefore here termed as a charge accumulation
(rather than trapping) process at the GB. This effect generates high local field
between the grains (i.e. at the GB), while the field inside the grains is screened. This
would translate into an inhomogeneity of the lateral electric field. As long as the
spatial extension of GB is much smaller than the average size of more ordered
grains, the local fields could be much stronger than the average applied field.

The concept of inhomogeneous local fields [38] can describe quantitatively the
experimentally observed lateral-field dependence of the OFET mobility with both
the modified Pasveer/Coehoorn and Fishchuk models. The barrier heights due to
GB are subject to distribution over the film, therefore, taking into account a huge
variety of percolative passes present between the long source and drain electrodes,
the charge transport in average could be considered as that occurring in an
effectively random disordered system even though charge-carriers may experience
just a few crossings over GB in a particular percolative pass. Since the actual ratio
between local field at the GB and the averaged field is not amenable to analytical
treatment, here we introduce a phenomenological field magnification parameter
q� 1 as a fitting parameter. Evidently, the employment of q parameter just results
in renormalization of the electric field F used in our calculations.
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Figure 15.6 demonstrates that the experimental results on the field dependence
of l in TIPS-PEN channels with GB (Fig. 15.6, circles) can be well fitted using
q ¼ 64 and q ¼ 115 for the Fishchuk (Fig. 15.6, red curve 30) and the Pasveer/
Coehoorn (Fig. 15.6, blue curve 3) models, respectively, using the same
r ¼ 73 meV. The flat lateral-field dependence observed in channels without GB
(Fig. 15.6, squares) is also well described by our model assuming the absence of
strong local fields (q ¼ 1) in the homogenous film using a smaller energetic dis-
order parameter r ¼ 65 meV.

The above concept of inhomogeneous local fields can also be applicable for
C60-based OFETs with polycrystalline channels and describe quantitatively the
experimentally observed lateral-field dependence of the OFET mobility in these
devices by the extended EMA model. Figure 15.5 shows the theoretical fitting of
the experimental data for C60 film (symbols) by Eqs. (15.12–15.16) (solid lines)
using q ¼ 256 [15]. The dashed curves in Fig. 15.5 were calculated assuming a
homogeneous lateral electric field in the transistor channel and, as one can see, no
electric field dependence is expected within the range of such low electric fields.
This justifies the critical role of strong local fields in the theoretical description of
electric field dependence of charge-carrier mobility in OFET structures.

Thus, the observed field dependence of charge-carrier mobility in an OFET at
low electric fields is a signature of a phenomenon that could be termed as electric
field confinement effect in a grainy organic film and this concept can quantitatively
describe the experimentally observed lateral-field dependence of the OFET
mobility with modified hopping transport models. It originates from a lateral
redistribution of accumulated (gate-induced) mobile charges by the applied
source-drain voltage, at the GB. It gives rise to strong local electric field and is
relevant for organic films with inhomogeneous morphology caused by, e.g.,
sample annealing in order to improve charge transport, and for chemically doped
organic polycrystalline films.

15.4 Calculations of Temperature Dependence
of the Charge-Carrier Mobility: Influence of Carrier
Concentration and Electric Field

Temperature dependence of the hopping charge-carrier mobility is of particular
interest as it bears on the fundamental nature of hopping charge transport in
disordered organic semiconductors. In this section, using the above EMA ana-
lytical formalism we consider thoroughly the temperature dependence of the
charge-carrier mobility in disordered organic solids at large carrier concentration
transport regime relevant in OFETs.
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15.4.1 The Influence of the Carrier Concentration on lðTÞ
in Zero Electric Field Limit (Apparent Meyer-Neldel
Compensation Rule)

The effective drift mobility le for any jump rate model can be calculated in zero-
field limit using the generalized Einstein equation, which can be written as sug-
gested recently by Roichman and Tessler [27]

le ¼ ek0r2
t We

�
kBT ; ð15:19Þ

where

We ¼ W12h i ð15:20Þ

To calculate We for arbitrary carrier concentration n n\Nð Þ one should account
for a many-particle nature of the charge-carrier transport process by a proper
choice of the energy distribution functions for starting- and target-states: P e1ð Þ and
Q e2ð Þ function, respectively. For the intrinsic Gaussian DOS distribution g eð Þ, the
normalized P e1ð Þ distribution can be presented as

P e1ð Þ ¼
g e1ð Þf e1; eFð ÞR1
�1 de g eð Þf e; eFð Þ

; ð15:21Þ

and the normalized Q e2ð Þ distribution as

Q e2ð Þ ¼
g e2ð Þ 1� f e2; eFð Þ½ �R1
�1 de g eð Þ 1� f e; eFð Þ½ �

: ð15:22Þ

The effective drift mobility Eq. (15.19) at arbitrary concentration of charge-
carriers can also be calculated by employing the concept of the effective transport
energy et which depends on temperature and carrier concentration. The effective
transport energy level implies the energy of a target site to which most of the
localized carriers make thermally activated jumps and which does not depend on
the energy of a starting state e1 when e1\et. This approach accounts for changing
the jump distance with changing temperature in the two-site transitions. By
employing this concept Eq. (15.22) reduces to

Q e2ð Þ ¼ d e2 � etð Þ ð15:23Þ

Substituting Eqs. (15.6) at zero electrical field, (15.21), and (15.23) into Eq.
(15.20), for the Miller–Abrahams jump rate model one obtains for an arbitrary
carrier density

We ¼
R et

�1 de W e; etð Þ g eð Þf e; eFð ÞR et

�1 de g eð Þf e; eFð Þ
; ð15:24Þ
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where

W e; etð Þ ¼ m0 exp �2
rt

b

� �
exp � et � e

kBT

� �
; ð15:25Þ

here rt ¼ r etð Þ is the jump distance at and below the transport energy level et. In
Eq. (15.24) and further, only hopping transitions to the transport energy level from
the states below the et have been taken into account at the configuration averaging.
Then Eq. (15.20) for the effective Miller–Abrahams jump rate can be rewritten as

We ¼ m0 exp �2
rt

b

� �
exp � et

kBT

� �R et

�1 de exp e
kBT

� �
g eð Þf e; eFð ÞR et

�1 de g eð Þf e; eFð Þ
: ð15:26Þ

Then one obtains the effective charge mobility

le ¼ l0x k0
rt

a

� �2
exp �2

rt

b

� �
exp �x xtð Þ

R xt

�1 dt
exp �1

2t2þx tð Þ
1þexp x t�xFð Þ½ �R xt

�1 dt
exp �1

2t2ð Þ
1þexp x t�xFð Þ½ �

; ð15:27Þ

It should be noted that the effective transport energy concept is justified for a
considerable degree of the energetic disorder, i.e., Eq. (15.15) is valid only at
r=kBT [ 1.

Here we limit our consideration of the charge-carrier transport to a region of
relatively high temperatures only. For low temperature, charge-carrier transport is
discussed in Ref. [12]. Figure 15.9a (thick curves) shows the calculated temper-
ature dependences of the charge-carrier mobility, plotted in a ln le=l0ð Þ versus
r=kBT representation for different charge-carrier concentrations assuming
a=b ¼ 10. The calculations are restricted to a temperature regime defined by
r=kBT � 3. The Arrhenius-type of the lðTÞ dependence indicates that the ODOS
is virtually temperature independent. This is quite in contrast to the case of n=N !
0 characterized by the nonArrhenius-type temperature dependence ln le=l0ð Þ /
r=kBTð Þ2, since in such a case charge-carrier transport is dominated by hopping

from the equilibrium ODOS distribution which is temperature dependent as dis-
cussed in the introduction.

A remarkable result is that if one would—hypothetically—extend the above
calculations to higher temperatures, the asymptotes (thin lines) would intersect at
finite temperature T0 ffi 2r=5kB. Note that the EMA approach [11] does not allow
us to present the results in closed analytic form. However, the calculated results
including their (hypothetical) extension toward infinite T can be parameterized in
terms of an approximate analytical equation for the charge-carrier mobility le as a
function of r=kBT , a=b, and n=N,
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le ¼ l0 exp �2
a

b
þ 1

2
a

b
� 7

� �� �
exp � 3

40
a

b
� 1

15
a

b
log10

n

N

� �� �
r

kBT
� y0

� �� �
;

ð15:28Þ

where y0 ¼ 21=10þ 1=25ð Þ a=bð Þ. It is appropriate for 8\a=b\12 and for
10�3	 n=N	 10�1 which is relevant for OFET operation. The inset in Fig. 15.9a
proves that the isokinetic temperature T0, at which the lnðlÞ / T�1 graphs
intersect, depends rather weakly on a=b. Rewriting Eq. (15.28) yields [12]

le ¼ l0 exp �2
a

b
þ 1

2
a

b
� 7

� �� �
exp �Ea

1
kBT
� 1

kBT0

� �� �
; ð15:29Þ
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where

Ea ¼
3

40
a

b
� 1

15
a

b
log10

n

N

� �� �
r; T0 ¼

EMN

kB

¼ r
kBy0

: ð15:30Þ

It turns out that Eq. (15.29) can be extended to lower carrier concentrations
10�5	 n=N\10�3, if Ea is substituted by E0a ¼ 0:85Ea.

As one can note, Eq. (15.29) is nothing else than the conventional Meyer-
Neldel relation (cf. Eq. 15.3), which has been verified by experiments on several
OFET devices [22–24]. A certain compensation behavior is evident from Eq.
(15.29) that is the essence of the MNR. The prefactor of the charge-carrier
mobility is a product of parameter l0 and the temperature independent exponential
term in Eq. (15.29). Let us rewrite Eq. (15.29) as

le ¼ l00 exp � Ea

kBT

� �
; ð15:31Þ

where

l00 ¼ l0 exp �2
a

b
þ 1

2
a

b
� 7

� �
þ Ea

kBT0

� �
: ð15:32Þ

Then one can obtain

ln
l00

l0

� �
¼ �2

a

b
þ 1

2
a

b
� 7

� �
þ Ea

kBT0
: ð15:33Þ

Equation (15.33) relates the prefactor l00 with the activation energy Ea, namely
predicts a linear relationship between ln l00 and Ea exactly as suggested by the MNR.

If one assumes r ¼ 0:1 eV and a=b ¼ 10, a typical value for organic disordered
materials, then Meyer-Neldel energy EMN ¼ kBT0 ¼ 0:04 eV is obtained, the value
which indeed has been typically observed in many relevant experiments. The
activation energy Ea (Eq. 15.30) is temperature independent, varies linearly with r
and decreases with increasing charge-carrier concentration due to the shift of the
Fermi level [11, 12, 22] toward the effective transport energy level. An important
consequence of the presented theoretical model is, that it provides compact ana-
lytical relations (viz. Eqs. 15.29 and 15.30) which can be readily used to evaluate
material parameters like the effective carrier concentration from experimentally
accessible data on temperature dependence of the mobility measured in organic
semiconductor-based devices [12]. The width of the DOS r ¼ 5EMN=2 can be
obtained from the experimentally determined quantity EMN assuming a typical
value a=b ¼ 10, and Eq. (15.30) yields an estimate for the effective carrier con-
centration n=N from experimentally measured Ea at vanishing lateral electric field.

Interestingly, the structure of Eq. (15.29) predicts that if one extends a family of
lnðlÞ versus T�1 graphs calculated at variable Ea, i.e., by changing the active
organic semiconductor layer, yet constant carrier concentration, to T !1, they
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would intersect at T !1 and not at a finite T0 as MNR would imply.
Figure 15.9b shows temperature dependences of the effective mobility calculated
by Eq. (15.27) (thick lines) and approximated Eq. (15.29) (thin lines) for different
energetic disorder parameter r, yet constant carrier concentration n=N ¼ 10�2 and
a=b ¼ 10. These calculations are restricted to moderately high temperatures. As it
is evident from Fig. 15.9b, the calculated temperature dependences in this case do
not show any MNR compensation effect and intersect at infinite temperature. This
is in disagreement with the conventional MNR that predicts a correlation between
prefactor rate and activation energy regardless of how the change of Ea is
accomplished, i.e., by either changing the width of the DOS itself or changing the
degree of state filling. This implies that the observed compensation effect
for OFET mobility (Eq. 15.29) is not a true MNR, but rather an apparent one,
and it was fully proven by recent experimental studies of the OFET mobility in
C60-based OFETs [48].

15.4.2 The Influence of the Electric Field on Temperature
Dependence lðTÞ

Let us consider first the electric field-effect on lðTÞ in the small carrier concen-
tration transport regime. The charge-carrier mobility at low carrier concentration is
conventionally measured by the ToF technique which has been applied extensively
to study charge-carrier transport in disordered organic solids, for instance, in
vapor-deposited molecular glasses [3, 4]. A small charge-carrier concentration is
required in the ToF method to avoid any space charge inside the sample and,
hence, a field redistribution, which can distort the ToF signal. To limit space
charge effects it has become common practice to limit the number of migrating
charge-carriers to 5 % of the capacitor charge, i.e., ca. 1010 charge-carriers/cm2 in
an electric field of 105 V/cm, equivalent to a concentration of n ¼ 1013 cm-3 in a
10 lm thick sample. Taking N 
 1022 cm-3 as a representative value for
molecular glasses, one gets a relative carrier concentration of n=N 
 10�9. At such
a carrier concentration, the charge-carrier mobility is independent on carrier
concentration, because the Boltzmann statistic dominates the hopping transport;
that is the reason why it is called the ‘‘small-carrier-concentration limit’’.

Figure 15.10a presents the temperature dependences of the charge-carrier
mobility calculated by Eq. (15.12) with accounting for energy correlation effects at
n=N ¼ 10�9 for different electric fields. As one could expect, the temperature
dependences are nice straight lines in lnðlÞ / T�2 representation, which agrees
with a number of previous theoretical and computer simulation data, as well as
with ToF experiments [3, 4, 6]. The temperature dependences intersect at infinite
temperature as suggested by the GDM [3], and no MNR (or Gill-type) behavior is
observed. If one, hypothetically, replots these data in simple Arrhenius coordi-
nates lnðlÞ / T�1 then, as one can see from Fig. 15.10b: (1) the calculated
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T-dependences are no longer perfect straight lines, and (2) their formal extrapo-
lation to higher temperatures shows an apparent intersect at some intermediate
temperature T. It is clear that the latter is just a simple consequence of improper
lnðlÞ / T�1 representation of the data, which in reality feature functionally dif-
ferent temperature dependence. Thus, as already stated long ago [4], the Gill
relation is not appropriate for the description of the ToF mobility data.

15.4.2.1 Meyer-Neldel Behavior at Finite Electric Field

Hereafter, we consider the transport regime of large carrier concentrations, which
is typically realized in operating OFET devices. The temperature dependence of
the charge-carrier mobility at large carrier densities differs from that for the low
concentration limit: (1) It obeys an Arrhenius-type dependence as discussed
already in literature [13, 14], and (2) while in the low carrier density limit the slope
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of lðTÞ depends on the electric field only, at large carrier densities, it depends not
only on the electric field but also on the carrier concentration.

Figure 15.11 (bold curves) depicts the temperature dependences of the charge-
carrier mobility calculated by Eq. (15.12) at a finite constant electric field taking
into account the energy correlations for several large carrier concentrations rele-
vant for OFET operation [15]. The calculated curves are virtually straight lines in
Arrhenius representation and their asymptotes, due to an extension to higher
temperatures (given by thin lines in Fig. 15.11), intersect at some finite temper-
ature T1 featuring, thus, a MNR-type behavior.

Temperature dependences of the charge-carrier mobility for vanishing electric
field (F ! 0) calculated by Eq. (15.12) taking into account the energy correlations
at different carrier concentrations are shown in the inset in Fig. 15.11 for com-
parison. As one can see, the asymptotes to the calculated dependences at high
carrier concentrations (n=N ¼ 10�3. . .10�2) can be linearly extrapolated to higher
temperatures and intersect at finite temperature T0 demonstrating thus a MNR
behavior. These results agree well with our previous calculations of the temper-
ature-dependent charge-carrier mobility [12] parametric in carrier concentration
using an EMA theory developed solely for zero-electric field and for a noncor-
related energy disordered system. This verifies that the present extended EMA
model at vanishing electric field provides virtually the same results regarding the
MNR behavior for lðTÞ upon varying the charge-carrier concentration as the
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model described before [12]. At a very low carrier concentration, n=N ¼ 10�8, the
calculated temperature dependence of the charge-carrier mobility can be perfectly

fitted by the relation ln leð Þ / �0:29 r=kBTð Þ2 (inset in Fig. 15.11, dashed curve)
which was obtained before from computer simulation studies [34], which supports
the adequateness of the present analytical theory. Thus, accounting for energy
correlations does result in a notably weaker temperature dependence of the charge-
carrier mobility as compared to that for noncorrelated systems, notably for the
charge-carrier mobility at vanishing electric field.

15.4.2.2 Gill Behavior Upon Varying the Electric Field

Temperature dependences of the charge-carrier mobility parametric in electric
fields calculated by Eq. (15.12) are plotted in Fig. 15.12 for two different carrier
concentrations: n=N ¼ 10�9 (dashed curves, lower branch) and 10-2 (bold curves,
upper branch). These dependences were calculated within the present EMA model
over a broad temperature range up to very high temperatures not accessible for
experiments. As one can see from Fig. 15.12, at large carrier concentration
asymptotes to the calculated lnðlÞ / T�1 dependences extrapolated to higher
temperatures (thin straight lines) intersect at finite temperature T2 implying that the
MNR-type behavior upon varying the electric field (also called in the literature the
Gill behavior, empirically suggested long ago [49]) is reproduced over a range of
moderate temperatures. These EMA calculation results are in good agreement with
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recent experimental observation of the Gill behavior in C60-based OFET devices
[36]. No Gill-type behavior occurs for very low carrier concentration,
(n=N ¼ 10�9) (Fig. 15.12), because the charge-carrier mobility in this regime does
not follow lnðlÞ / T�1 dependence as was discussed above.

At very high temperature, the calculated charge-carrier mobilities merge into
the same value independent of electric field and carrier concentration (Fig. 15.12).
This means that, according to the present treatment, there is no finite critical
temperature above which the mobility would feature negative field dependence as
follows from the empirical Gill equation. The reason for such lðTÞ dependences is
that at higher temperatures the average energy em of the equilibrium occupational
density-of-states (ODOS), which derives from em ¼

R1
�1 de e g eð Þn e; eFð Þ

�
R1
�1 de g eð Þn e; eFð Þ , is no longer approached to the T-independent Fermi level eF,

but is determined by the T-dependent shift of em ! e0 ¼ �r2
�

kBT toward the
transport energy [12] and, concomitantly, toward the center of the DOS.

The electric field dependence of the charge-carrier mobility is consistent with
the reasoning described above. Under the applied field, the average equilibrium
energy em increases and, as a consequence, the charge-carrier mobility determined
by jumps from em to et should also increase with increasing electric field. At high
carrier concentrations the EGDM formalism predicts a lowering of the barrier
height for carrier jumps, because em increases not only as a result of an increase of
the carrier density but also due to an increase of the applied electric field (lateral
field in the case of an OFET).

15.5 The Influence of Electric Field on Meyer-Neldel
Temperature and the Influence of Charge-Carrier
Concentration on Gill Temperature

For the sake of convenience, we discriminate between the isokinetic temperatures
resulting from intersection of lnðlÞ / T�1 upon varying carrier concentration and
that upon varying applied electric field and call them Meyer-Neldel- (denoted as
T1) and Gill- (denoted as T2) temperature, respectively. Recent experimental
studies [37, 50, 51] have revealed that the Meyer-Neldel temperature and Gill
temperature are not constant but depend on the electric field F and on charge-
carrier concentration n=N, respectively. This effect can be well reproduced within
the present extended EMA model [15] provided that the carrier concentration
dependence of the jump length is taken into account according to Ref. [20] as
described in Sect. 15.2.2. The latter is responsible for changing the slope of the
field dependences of the OFET mobility with increasing carrier concentration
shown in Fig. 15.3a. Figure 15.13a (solid curves) shows the MN-temperature T1

versus applied electric field calculated within the present model. Apparently, the
MN-temperature shifts to lower values with increasing F. The field dependence of
T1 can be parameterized as follows [15, 37]
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kBT1

r
¼ 0:5þ 0:029

eaF

r
� 0:039

eaF

r

� �2

: ð15:34Þ

If the carrier concentration dependence of the jump length is ignored (cf.
dashed lines in Fig. 15.3a) the kBT1=r quantity demonstrates just a very weak field
dependence as given by the dashed curve 2 in Fig. 15.13a. Virtually, no field
dependence was found for kBT1=r calculated for an energy noncorrelated disor-
dered system and kBT1=r ffi 0:42 (dashed curve 3 in Fig. 15.13a). Thus, we con-
clude that the change of the MN-temperature T1 upon applied electric field results
from the presence of energy correlation effects, namely, due to the decrease of the
typical jump length with increasing carrier concentration.

Along this line, the Gill temperature T2 tends to decrease with increasing carrier
concentration n=N (Fig. 15.13, solid curve 1). This carrier density dependence of
T2 can be well approximated by
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kBT2

r
¼ 0:416� 0:037 log10

n

N

� �
� 0:0031 log10

n

N

� �h i2
: ð15:35Þ

We found that kBT2=r shows a very weak concentration dependence (dashed
curve 2 in Fig. 15.13b) if the carrier concentration dependence of the typical jump
length is ignored. If energy correlations are absent, the Gill temperature is virtually
independent on carrier concentration and reaches the constant value kBT2=r ffi
0:43 (Fig. 15.13b, dashed curve 3). Both kBT1=r ffi 0:42 and kBT2=r ffi 0:43 val-
ues obtained for an energy uncorrelated system are slightly smaller than that
obtained when energy correlations are taken into account because the formers
ignore the decrease of r due to the presence of the energy correlations. It should be
pointed out that the above calculated dependences for T1 and T2 are only relevant
to the range of electric fields where the Poole–Frenkel-type field dependence
holds.

The results of the above calculated charge-carrier mobility in the high carrier
concentration limit can be used to estimate the energetic disorder parameter r from
experimental data basically by two different methods:

1. Equation (15.34) allows calculating the parameter r using the experimentally
measured Meyer-Neldel temperature T1 (EMN ¼ kBT1) at a given electric field
F (within the field interval where a PF-type dependence is obeyed) according to
the following relation

r ¼ EMNA 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ eaF

EMN

� �20:078
A2

s0
@

1
A; A ¼ 1� 0:029

eaF

EMN

: ð15:36Þ

The present extended theoretical model [15] yields EMN=r ffi 0:33 for zero-field
mobility. Previous theoretical treatment limited to the zero-field case [12], which
disregarded the energy correlations and percolation effects, yielded a somewhat
different ratio: EMN=r ffi 0:40.

2. In its turn, the experimentally measured Gill temperature T2 (EG ¼ kBT2) at a
given high carrier concentration n=N (being determined by a gate voltage (VG)
in an OFET) can also be used to calculate r by Eq. (15.35), which yields

r ¼ EG

0:416� 0:037 log10
n
N

� �
� 0:0031 log10

n
N

� �� �2 : ð15:37Þ

To use Eq. (15.37) one has, however, to know the effective carrier concentra-
tion in a thin conductive channel of an OFET, which demonstrates a highly
nonuniform distribution—strongly decreasing from the semiconductor/insulator
interface into the bulk [52].

Thus, the first of the above-mentioned methods seems to be more appropriate
for estimating the energetic disorder parameter r from experimental data. A big
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advantage of the present extended theoretical model is that it does not require an
extrapolation of experimental data to zero electric field. It allows fitting of
experimental data, obtained at a given (not too low) electric field, in order to
evaluate material parameters of organic semiconductors.

The present theory has been applied to fit experimental data (Fig. 15.14) on
electric field dependence of the Meyer-Neldel energy and charge-carrier concen-
tration dependence of the Gill energy measured in C60-based OFETs [15, 37, 50].
Figure 15.14 demonstrates a remarkably good fitting of the experimental data by
the present analytic model.

Finally, we should note that the above consideration suggests that the MN and
Gill energies are inherently interrelated in disordered organic semiconductors.
Indeed, combining Eqs. (15.34) and (15.35) one obtains

EG

EMN

� T1

T2
¼ 0:416� 0:037 z� 0:0031 z2

0:5þ 0:029 h� 0:039 h2
; ð15:38Þ

where z ¼ log10 n=Nð Þ and h ¼ eaF=r, for �4	 z	 � 2 and 0:3	 h	 1:6. Fig-
ure 15.15 presents a 3D plot of the ratio EG=EMN upon carrier concentrations and
applied electric fields calculated by Eq. (15.38).

It is important to note that according to the presented EMA model the MN- and
Gill-energies are interrelated but they are not identically equal—as can be seen
from Fig. 15.15, EMN and EG values coincide only at certain electric fields and
carrier concentrations.
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Fig. 15.14 Experimentally determined (a) MN-energy EMN ¼ kBT1 (symbols) versus the
applied lateral electric field and (b) Gill energy EG ¼ kBT2 as a function of used gate voltage VG.
Fitting by Eqs. (15.36) and (15.37), respectively, using the following set of parameters:
r ¼ 0:07 eV; a=b ¼ 5; a = 1.4 nm and q ¼ 256 are given by solid lines
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15.6 Concluding Remarks on the Comparison of Different
Models for the MNR in OFETs

In this chapter, we have demonstrated that the establishment of the MNR behavior
is a characteristic signature of conventional hopping charge transport in a disor-
dered organic system with variable carrier concentration and can be rationalized
within the recently suggested analytic EMA theory [11, 12, 15] based on disorder
formalism. The latter was applied to describe the observed MNR behavior in
C60-based OFETs [12, 37, 48]. The presented theoretical model premised a
Gaussian DOS distribution and Miller–Abrahams jump rate, and it ignores pola-
ronic effects. It attributes the MNR behavior to disorder and predicts that the MNR
energy EMN in organic semiconductors is directly related to the width of the
Gaussian DOS, r, providing thus a method for evaluating the amount of energetic
disorder in the material. An important experimental verification of the suggested
model is that the MNR behavior for the OFET mobility is clearly observed in C60

films [12, 37, 48], i.e., in a system where polaron effects are negligible due to a very
weak electron–phonon coupling found for this material [53], which is shown to be
inversely proportional to the number of p-bonded atoms [53]. Indeed, C60 single
crystals are normally characterized by a virtually temperature independent mobility
[54], whereas polaron transport (Holstein polaron model) does require an activation
energy equal to the half of the polaron binding energy [55]. Thus, polaron formation
does not necessarily need to be involved to rationalize the MNR behavior.

Let us compare the presented EMA model by Fishchuk et al. [12, 15] with
alternative models suggested before to explain the MNR phenomenon in different
systems. The so-called multiexcitation entropy (MEE) model by Yelon and
Movaghar [56, 57] was conventionally used to explain the MNR for thermally
activated processes in general and it predicts a correlation between the prefactor rate
and the activation energy Ea regardless of how the change of Ea is accomplished.
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The latter is in clear disagreement with the experimental observation that the MNR
behavior for the temperature dependences of the charge-carrier mobility in C60 films
arises upon varying the carrier concentration, but not regarding varying the width of
the DOS [48]. As demonstrated in Fig. 15.9b, the EMA calculated temperature
dependences in the latter case do not show any MNR compensation effect and
intersect at the infinite temperature [12]. This implies that for the OFET charge
mobility there is in fact no genuine correlation between the prefactor and the
Arrhenius factor that arises from activated jumps, and therefore the MNR phe-
nomenon in these materials is an apparent rather than true one, exactly as predicted
by the EMA theory of Fishchuk et al. [12]. Another drawback of the above MEE
model is that it is not able to rationalize both the experimentally observed electric
field dependence of the Meyer-Neldel temperature as well as the carrier concen-
tration dependence of the Gill temperature, because these models predict that MN
and Gill temperatures are constant, in contradiction to experimental results [37, 50].
On the other hand, the suggested disorder-based EMA model can explain the
phenomena mentioned above (Figs. 15.14 and 15.15), and provides a qualitative fit
of experimental data [37, 50]. Further, the experimentally observed shift in the
Mayer-Neldel energy was found to clearly correlate with energetic disorder in C60

films grown at different growth conditions, which is in excellent agreement with the
predictions of the above EMA theory [48]. In contrast, the MEE model by Yelon
and Movaghar [56, 57] neglects the inherent energetic disorder in these materials
and therefore cannot rationalize the observed significant change in the MNR energy
with changing film morphology. Besides, this model is unable to account for the
carrier concentration effects on charge mobility.

Moreover, the MEE model predicts that the exponential increase of the pre-
factor with increasing activation energy (to provide MNR behavior) can only occur
at large values of the activation energies Ea� 1 eV [56]. In this case, the Debye
energy �hxD � Ea, so the thermal activation process can only occur via multiph-
onon excitations, which results in an exponential increase of the number of dif-
ferent activation paths and consequently in an exponential increase of the prefactor
with increasing Ea. This can be interpreted also in terms of increasing entropy S,
i.e., S / Ea. For two-site approximation in Refs. [56, 57] with a fixed difference in
site energies e2 � e1 ¼ Ea the MNR behavior arises as a result of multiphonon
activated transitions, while no such a behavior is expected for single phonon
transitions. In the latter case there is just a single activation path that cannot lead to
an exponential increase of the prefactor, which implies that the MNR behavior is
not expected for the Miller–Abrahams transport in the framework of the MEE
model suggested before [56, 57]. On the other hand, the activation energies of the
charge mobility in C60–based OFETs are found to be considerably smaller (i.e.,
between 0.05 and 0.25 eV depending on VG and being comparable with phonon
mode energies in C60 reaching the value of *0.2 eV [58]) than that required by
the MEE model, which in combination with negligible polaron effects in this
material justifies the Miller–Abrahams jump rate approximation. The puzzle can
be solved if one accounts for disorder effects and considers a random system with a
Gaussian DOS distribution of site energies where a charge-carrier experiences a
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large number of hops between sites with different energies before it reaches a
collecting electrode. This is just the hopping transport within a manifold of
localized states distributed in energy, which gives rise to the MNR behavior for the
Miller–Abrahams hopping transport regime as recovered by analytical EMA cal-
culations [12] and also confirmed by computer simulations [9]. In this case an
increase of Ea can also be associated with an increasing entropy S, so that from
l1 ¼ l0 exp S=kBð Þ [57] it follows that the entropy is given by S ¼ Ea=T0 and it
depends on the energetic disorder parameter r, as Ea / r according to Eq. (15.30).
Experimental data on Ea and T0 can provide an estimate for the entropy S and for
its dependence on charge-carrier concentration (gate voltage). With increasing
charge-carrier concentration, the part of the DOS between Fermi level and the
effective transport energy level becomes narrower, which is equivalent to some
ordering of the system and consequently to reducing entropy.

Finally, it should be noted that recently Emin [59] advanced an adiabatic
polaron model that considers carrier-induced softening of the vibrations upon
electron motion and includes the Fröhlich long-range polaron approach, and
showed that this conditions bring up the MNR and Poole–Frenkel-type behavior
for the charge mobility. Although this model recovers the above behaviors as good
as the Fishchuk theory [12, 15], it seems to be irrelevant for the charge-carrier
transport in C60-based OFETs due to its contradictions and/or failing to explain a
number of other essential experimental observations listed here:

1. As the Emin model ignores energy disorder, it clearly fails to explain the
dependence of the charge-carrier mobility on carrier concentration (on VG) in
OFETs because the activation energy of the charge mobility is assumed to be
determined solely by polaron formation and no tail state filling is expected
within this approach. There is no charge-carrier concentration factor in this
model.

2. For the above reason, the MNR behavior in OFETs regarding changing the
gate voltage cannot be reproduced at all by the Emin model, because the model
does not predict the dependence of the activation energy on VG. In fact, the
Emin model was suggested for the for a very low carrier concentration transport
regime when mobility is independent on carrier concentration, realized for
instance in ToF measurements.

3. Emin’s theory predicts that the characteristic Meyer-Neldel temperature TMN �
t=kB is determined by the electron-transfer energy t. Therefore, to rationalize an
experimentally observed strong decrease of TMN from 408 K to 250 K in C60-
films grown at substrate temperatures Tsub increasing from room temperature to
Tsub ¼ 250 �C [48], one has to assume a strong increase of average intermo-
lecular distances in such C60 films because the Emin model relates the change
in parameter t to the change of intermolecular distance in material. This would
imply considerably less dense C60 films grown at Tsub ¼ 250 �C compared to
those grown at room temperature, which sounds highly unrealistic, especially,
because such films are known to have better crystallinity and should be better
packed.
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4. The Fröhlich polaron approach implemented in Emin’s model requires a polar
medium that is difficult to justify for C60-based OFET structures with nonpolar
BCB dielectric layers.

5. The Emin model explains neither a weakening of the Poole–Frenkel field
dependence in the same material at larger carrier concentration nor the electric
field dependence of TMN experimentally found in C60-based OFET [37, 51].

6. Finally, the Emin model fails to explain why the charge mobility in C60 crystals
is temperature independent [54] and thus featuring no MNR behavior, while the
temperature dependent charge-carrier transport is typically observed in
deposited thin C60 films. Ignoring the energy disorder in Emin model should
result in identical charge transport properties in both cases, which is in clear
contradiction to experiment.

Therefore, we have to conclude that the Emin model is not appropriate to
describe the presented experimental results on the charge-carrier transport in C60

films. The temperature-dependent charge-carrier mobility measured at different
carrier concentrations and electric fields in C60 films of different morphology can
be consistently described within the EMA theory of Fishchuk et al. [12, 15, 37, 48]
based solely on disorder arguments without necessity to invoke polaron formation.
Nevertheless, we want to emphasize that our approach does not exclude the
polaron formation in organic solids at all; the polaron effects are certainly present
and might be readily incorporated into the present GDM via employing the polaron
jump rate and the MNR behavior retains.
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Chapter 16
Grain Growth Kinetics During
Microwave Sintering
of the Nanocrystalline Titanium Nitride

Dmytro Demirskyi and Andrey Ragulya

16.1 Introduction

Difficulties associated with densification of nitrides are due to the fact that they
possess high surface energy but low self-diffusion constant. Therefore such sin-
tering resistant materials are usually densified by liquid phase sintering [1]. The
other possible route to promote self-diffusion is decrease in particle size used [2],
as it is reported that decrease in particle size up to *50 nm will result in increase
in self-diffusion coefficient by three orders of magnitude, and decrease of the
initial [3] and final [4] sintering temperatures. Alternatively, densification is
enhanced under applied pressure. Titanium nitride was successfully densified by
hot pressing and spark plasma sintering [5–7]. Microwave heating was also pre-
viously successfully used for synthesis and sintering of nanocrystalline TiN or its
composites at relatively low temperatures [8–10]. Like the spark plasma sintering,
microwave sintering is one of the unconventional rapid sintering techniques that
exploit fast heating rates and cause minimal grain growth [11]. Microwave sin-
tering provides fast and volumetric heating, providing high densification rates [12].
Aside an abovementioned advantage, there is a sufficient drawback—the lack of
clear explanation upon acceleration of diffusion processes during microwave
sintering [11, 12]. The aim of this paper is an investigation of grain growth process
during microwave sintering of the nanocrystalline titanium nitride powder com-
pacts, in order to clarify the contradicting statements upon the effect of microwave
heating on the grain growth process during sintering [13–15].

D. Demirskyi (&) � A. Ragulya
Department of Physics of Strength and Plasticity, Frantsevich Institute for Problems in
Material Science, 3 Krzhizhanovsky str, Kyiv 03680, Ukraine
e-mail: dmytro.demirskyi@gmail.com

A. Ragulya
e-mail: ragulya@ipms.kiev.ua

O. Fesenko et al. (eds.), Nanomaterials Imaging Techniques, Surface Studies,
and Applications, Springer Proceedings in Physics 146,
DOI: 10.1007/978-1-4614-7675-7_16, � Springer Science+Business Media New York 2013

243



16.2 Materials and Methods

The TiN powders, ranging in size from 30 to 40 nm (US-Nano, USA), were
ground for 15 min in an agate mortar and compacted into disks, 8 mm in diameter
and 4 mm in thickness, at a pressure of 200 MPa. The later was followed by CIP at
320 MPa and resulted in samples with green density of 52 % of the theoretical
value and weight of 0.3 g. The compacted disks were isothermally sintered at
1,173, 1,173, and 1,373 for various times, ranging from 0.1 to 2 h. The microwave
sintering process was carried out using 2 kW 2.45 GHz multimode microwave
applicator. For reference, the conventional sintering experiments were carried out
in a rate-controlled dilatometer (Netzsch 402, Germany). The identical heating rate
of 50 �C min-1 was used for heating samples to the sintering temperatures, in case
of the conventional sintering process heating rate of 10 �C min-1 was used while
heating to 120 �C, followed by 50 �C min-1 as mentioned above. The N2 gas was
used during sintering experiments with flow rate of 2 L min-1. After sintering,
samples were allowed to cool with the furnace. To avoid additional errors in
electromagnetic field distribution and temperature measurements [16], the tem-
perature was monitored from the samples’ surface using infrared pyrometer OS35-
20-MA (Omega, USA) for 20–500 �C and followed by Raytek Marathon Series
(working temperature range 350–2,000 �C).

X-ray diffraction measurements of the samples before and after sintering were
conducted with Dron-3 diffractometer with Cu Ka radiation source. The XRD data
were analyzed using Jade5 software (MDI, USA), with grain size calculated
according to the Scherrer formula. Density of all samples was determined using
Archimedes principle (ASTM B963-08). The microstructure of the samples was
observed using a Jeol JSM-7001F field emission scanning electron microscope
(SEM).

16.3 Results and Discussion

16.3.1 Densification of Green Samples

Relative densities of the samples are shown in Fig. 16.1. The initial relative
density of the compacted samples was 52 % of the theoretical density, which is
5.43 g cm-3. The effect of dwell time on the sintering densities at different tem-
peratures reveals the identical tendency; within 10 min, the relative density
increases rapidly upto 86–88 % for the three temperatures. That is referred in the
present article as the first stage. In the first stage, densification process was fast and
temperature influence was not evident for the temperature region used. Therefore,
this may take place due to the large porosity of green bodies, collapse of pores,
surface diffusion, etc., [17]. The effect of the grain growth was overruled, because
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the grain size observed for the first stage is around 45 nm, which is slightly larger
than that of the original crystalline size (30–40 nm).

The second stage, from 10 to 120 min, results in continuous increase of density
with increasing of sintering time and temperature. However, the increase rate is
much smaller than that for the first stage. The reason for this is that, unlike the first
stage, the crystal growth. Sintering after 2 h did not cause evident increase in
density (but yet resulted in further grain growth). There could be also an alter-
native explanation to this moderate increase in density for the second stage. Some
previous works on pure metals, i.e., copper, showed that for microwave sintering
the density of 92–95 % can be considered as critical in terms of ‘‘shielding effect’’
[18, 19]. As far as we did not use any external or internal susceptors during
microwave sintering experiments, further densification during the second stage
becomes impossible. Further increase in processing temperature to 1,250 and
1,300 �C resulted in decrease in final density to 88.6 and 88.2 %, respectively.

It is well understood that microwave energy is delivered directly to materials
through molecular interaction with the electromagnetic field during the microwave
irradiation. However, the electromagnetic fields decrease as the microwave passed
through the material due to the absorption. The dissipation of electromagnetic
energy is characterized by the loss factor (tan d = e’’/e’, where e’ and e’’ stand for
the dielectric constant and the dielectric loss factor, respectively). Also, the
attenuation of the electromagnetic wave can be characterized by a penetration
depth, on which the field strength is reduced by a factor of e = 2.718… [19]:

l ¼ c

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ tan dð Þ2

ph i
e0 tan dð Þ2

vuut ð16:1Þ

where c is the velocity of light, e is the field frequency.
For metal and metallic conductor materials, the measured penetration depth of

microwaves with a frequency of 2.45 GHz at a temperature of 20 �C is very small.

Fig. 16.1 Effect of sintering
time on relative density of
samples sintered at 1,173,
1,273 and 1,373 K,
respectively
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For example, the penetration depths of titanium and TiN material are 7.58 and
4.77 lm, respectively. These penetration values are too small for the materials to
be prepared for products. However, the powder-metallurgical green parts have the
unexpected large values. For instance, the penetration depth of TiN green part with
1 lm mean powder particle size can reach up to 7.5 cm, which is enough for
fabricating a product. The powder compacts have greater penetration depth due to
the effective absorption volume which commonly increases with the decreased
particle size (Fig. 16.2). The effective absorption volume can be calculated with
the following formula:

f ¼ Ve=V0 ¼ 1� d=d0ð Þ3 ð16:2Þ

where V0 is the volume and d0 is the diameter of the powder; d = d0 - 2l, l is the
penetration depth of the powder. Therefore, the smaller size of titanium nitride
particle the green compaction has, the larger the penetration depth will be.
However, the properties of powder compaction are weakened and disappeared
with the densification. It means that the penetration depth decreases during the
sintering processing, especially at high temperature when samples are close to the
full density.

16.3.2 Grain Growth Kinetics

Figure 16.3 shows the microstructures of the samples sintered at 1,173 K for
different times. Only the slight increase in grain size is apparent. Taking into
account the slightly increase in density, appropriately expending the dwell time
can be helpful for improving the quality of the sintered samples. Figure 16.4 shows
microstructure of the samples using microwave sintering for 2 h at temperatures of

Depth

Microwaves

(b)(a)

Fig. 16.2 a Schematic diagram of the penetration depth in a conductive powder particle.
b Effective absorption volume in the powder particle versus increase in particle diameter
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1,173 and 1,373 K, and also for the case of the conventional sintering (Fig. 16.4c)
for 1,373 K. It can be seen that the average grain size increases rapidly with
increasing the sintering temperature, suggesting that grain growth in the case of
microwave sintering is more sensitive to temperature than dwell time. With
increase in temperature (Fig. 16.4b), coarse-faced morphologies with evident size
scattering are formed. In contrast, conventional sintering at 1,273 K (Fig. 16.4c)
results much larger grains with more uniform size and shape.

In order to have a better understanding of the grain growth process, the analysis
of grain growth kinetics was made using the grain growth equation [20]:

Gn
t � Gn

0 ¼ K � t ð16:3Þ

where

K ¼ K0 � exp � Q

RT

� �
mns�1
� �

ð16:4Þ

Fig. 16.3 Microstructures of
the fractured sections of TiN
nanocrystalline samples
sintered at 1,173 K, a for
0.1 h, b 0.5 h, and c 1 h
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where Gt and G0 are the grain sizes at time t and t = 0, respectively; n is the grain
growth exponent, K0 is the pre-exponential constant of the diffusion coefficient,
Q is the activation energy for the grain growth, T is the absolute temperature and
R is the gas constant.

Equation 16.1 can be changed into the following form:

log Gt � G0ð Þ ¼ 1
n

log t þ 1
n

log K0 �
Q

RT

� �
ð16:5Þ

Thus from the slope of the line of log G versus log t, which is 1/n, grain growth
kinetic exponent (n) is readily determined. Figure 16.5 illustrates the results for the
samples sintered at 1,173, 1,173, and 1,373 K for the microwave sintering and for
conventional sintering at 1,373 K. From the slopes of the lines, the grain growth
kinetic exponents, n, are 2.25, 2.1, and 2.05 for 1,173, 1,273, and 1,373 K,
respectively. Interestingly, in case of conventional sintering grain growth exponent
of 3.1 is determined for temperatures in the range 1,273–1,473 K. That should

Fig. 16.4 Microstructures of
fractured sections of TiN
nanocrystalline sintered
samples for 2 h at a 1,173 K
with a mean grain size of
165 nm and relative density
of 88.2 % and b 1,373 K with
a mean grain size of 220 nm
and relative density of 89.6 %
using microwave sintering,
and c at 1,373 K using
conventional sintering with a
mean grain size of 335 nm
and relative density of 92 %
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correspond to the grain growth by volume (bulk) diffusion mechanism. In case of
microwave sintering n suggests that grain growth by grain-boundary diffusion
dominates (n = 2). The slight increase in grain growth exponent for the lower
temperatures can be explained by the contribution of the surface diffusion, which
does not contribute to the densification or grain growth [20, 21]. Alternatively, the
slight contribution of volume diffusion is also possible. The shift in grain growth
exponent value can be also explained difference between micro- and nanocrys-
talline materials [20]. However, this effect should influence both microwave and
conventional sintering case. Importantly, for the coarse titanium nitride the grain
growth by grain-boundary and volume diffusion was previously identified [22].

The grain size data obtained were analyzed according Eq. (16.4), using n = 2
and n = 3 for microwave and conventional sintering, respectively. Resulted
Arrhenius plots are shown in Fig. 16.6. The data exhibited the high degree of fit to
two lines (R2 = 0.9916 for n = 2 and R2 = 0.98557 for n = 3) and the corre-
sponding activation energies derived from the line slopes were 230 ± 6 and
390 ± 26 kJ mol-1 for n = 2 and 3, respectively. Which in case of n = 2 is in
good agreement with data obtained previously on grain growth of pure titanium
nitride by mechanism of grain-boundary diffusion 230 kJ mol-1 [22]. In case of
conventional sintering and n = 3 that is in reasonable agreement with the range
(480 kJ mol-1) reported for sintering of TiN in nitrogen [1] but differs by 1/3 from
that for microwave sintering. Based on the volume self-diffusion value of
528 kJ mol-1 reported by Anglezio-Abautret et al. [23], the present value is
suggestive of volume diffusion.

The decrease in activation energies of the sintering process during microwave-
assisted sintering was reported previously for all stages of the sintering process,
including grain growth [13, 24–28]. In the present case, we believe that the dif-
ference in activation energy can be solely explained by the difference in grain
growth mechanisms. The origin of this difference in grain growth mechanisms
could have pure microwave effect [26], but requires validation for other high-
melting point compounds, and is considered as the next step in forthcoming

Fig. 16.5 Grain size versus
time t for growth of
nanocrystalline TiN sintered
at three different temperatures
by microwave sintering and
for 1,373 in case of the
conventional sintering
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research. Taking into consideration high degree of fit, the grain growth by
mechanism of grain-boundary diffusion seems to be active during intermediate
stage of microwave sintering and resulting in moderate grain growth factor of
4.2–4.8.

16.4 Conclusions

Sintering behavior of nanocrystalline titanium nitride powder with a mean crys-
talline size of 30–40 nm was investigated using microwave-assisted sintering. The
densification process during microwave sintered happened into two stages, with
significant densification took place during the first one. That is followed with the
slight increase in density and significant grain growth. In case of microwave
sintering of TiN from 1,173 to 1,373 K, the grain growth exponent of 2.1 and the
apparent activation energy for the grain growth is 230 ± 6 kJ mol-1 were
obtained. The latter is suggestive of grain growth by grain-boundary diffusion
mechanism. In contrast, conventional sintering resulted in much coarser grains,
with grain growth exponent of 3 and activation energy of 390 kJ mol-1.
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Chapter 17
Luminescent Imaging of Biological
Molecules and Cells on the Photonic
Crystal Surface

V. V. Boiko, O. M. Fesenko, V. F. Gorchev, S. O. Karakhim,
L. Dolgov, V. Kiisk, I. Sildos, V. S. Gorelik and G. I. Dovbeshko

17.1 Introduction

Contrast imaging of biological cells and tissues is an important part of vital
medical and biological analyses. Optical transparency restricts microscopic
imaging of cells. Various dyes, quantum dots, and metal nanoparticles can be used
as luminescent labels [1] for improvement of visualization. This approach allows
to judge the necessary molecules by distribution and brightness of markers
attached to them. Coloration or imparting fluorescent properties can be realized,
particularly, by means of 4’,6-diamidino-2-phenylindole (DAPI) label applied for
cell nuclei or DNA complexes. Marking of proteins including their cytoskeleton is
possible, for example, by means of the green fluorescent protein (GFP) [2].

At the same time, the popularity of label-free methods has grown recently.
Particularly, an enhancement of optical signals can be achieved if the analyte is
deposited on the photonic structures. As a rule, structures in the form of multi-
layered dielectric films are used for the coupling of light reflected from the analyte
with waveguide or leaky modes [3]. Here, we propose a three-dimensional pho-
tonic structure for the label-free imaging of DNA molecules. Earlier, [4] we
revealed that photoluminescence of DNA can be essentially enhanced if this
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organic molecule is deposited on the photonic surface or confined inside synthetic
opal . Here, we combine methods of confocal optical microscopy with analysis of
optical spectra and fluorescent kinetics to specify the range of optical phenomena,
which can be responsible for improved imaging of organic molecules on the opal
surface.

17.2 Experimental Equipment

The experiments were done on a confocal laser scanning microscope Carl Zeiss
LSM 510 META with a Plan Neofluar 10x/0.3 Korr and 40x/0.6 Korr objectives.
The application of a confocal setup gives rise to the image contrast enhancement,
because a small-size apperture is applied so that the ‘‘extraneous’’ light emitted by
the neighbor points of the analyzed object does not arrive at a detector. The ‘‘cost’’
of a contrast enhancement is the necessity to use rather complicated schemes for
the scanning of a specimen or light beam, which increases the time required to
obtain complete information about the examined object.

We used different lasers with wavelengths of 405, 488, 543, and 633 nm to
obtain images with this microscope. Fluorescence images were registered by using
Zeiss AxioCam digital camera. PL excitation was carried out with the use of an
ultraviolet lamp HBO 100 and by applying blue (FSet01 wf), green (Fset10 wf),
and red (Fset20 wf) filters. Images in the visible range and in the ‘‘transmission’’
geometry were obtained using a halogen lamp. The scanning rate depends on the
resolution, so it was equal to 1/5 s per layer for the microscope LCM-510 at a
resolution of 512 9 512. The maximum resolution was 1048 9 1048 [5].

According to the Rayleigh criterion for the resolution limit (an intensity
reduction by 26 % from its maximum value) in the case of a confocal microscope,

rconf ¼ 0:44 k
n�sin h ¼ 0:88 k0

D F, where k0 ¼ k=n. At the same time, for a conventional

optical microscope, rresel ¼ 0:61 k
n�sin h ¼ 1:22 k0

D F. The resolution of a confocal
microscope is only 1.4 times better than that of an optical one [6]. Therefore, the
main advantage of a confocal microscope is not an increase in the resolution, but a
substantial increase in the contrast when the image is formed.

To estimate the photoluminescence (PL) spectral density, we scanned the
sample over its surface in the ‘‘Lambda scan’’ mode, which allowed the PL
spectrum to be registered with the use of a line of tiny photodetectors with a
spectral resolution of 10.7 nm. For the quantitative analysis, we used the Region of
interest (ROI) feature, which enabled us to obtain the plot of the PL intensity
versus the wavelength, with the dependence being averaged over the selected
region.

Fluorescent spectra of the samples were measured by means of Horiba Jobin–
Yvon FluoroMax-4P spectrofluorometer using 150 W xenon sources. All spectra
were automatically corrected to the instrumental response.
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For the measurement of fluorescence decay kinetics, the samples were excited
by 5 ns pulses from tunable Ekspla NT340 optical parametric oscillator at the
repetition rate of 20 Hz. The fluorescence signal from the sample was detected by
Hamamatsu photomultipliers. In the case of nanosecond kinetics, the photomul-
tiplier current was first recorded with a Tektronix digital oscilloscope and then
deconvoluted against the reference laser pulse recorded under similar conditions.
In the case of microsecond kinetics, the single-photon pulses from photomultiplier
were counted by using the FAST ComTec multichannel analyzer P7882.

17.3 Preparation of Samples

The samples of synthetic opal were produced by using the method of natural
globule sedimentation, by evaporating the reaction mixture at a given rate. The
modified Stober method [7] was applied for synthesis of silicon dioxide globules.
The molar ratio of components in the reaction mixture was as follows:
NH4OH:H2O:C2H5OH:Si(OC2H5)4 = 0:76:18:11:0:14. To remove chemically
bound water and the remnants of organic compounds, obtained crystals were
annealed at a temperature of 800 �C.

DNA (Lando, Belarus) [8, 9] was dissolved in aqueous solution (pH 6.5) on
cool bath under room temperature up to 1 mg/ml concentration, divided in 10
aliquots and put in refrigerator. This DNA contains less than 0.2 % proteins. For
DNA staining, bisBenzimide H33342 trihydrochloride (Hoechst 33342) (Sigma)
was applied [10]. Then, we took an aliquot quantity of a DNA solution and
dropped it on opal, the same we did with DNA aliquot mixed with fluorescent
label.

17.4 Results and Discussion

First, the luminescent properties of photonic crystal (PC) were studied with the
confocal microscopy. It is known that opal has a domain structure of 20–250 lm
in size with iridescent property. We obtained images of PC domains in lumines-
cent mode under excitation of 365 nm from mercury lamp (Fig. 17.1). As usually,
the imaging of domains in Fig. 17.1a has not enough contrast similarly as in Ref.
[11]. It could be improved by infiltration of small amount of colloidal gold (10 ll
with concentration 40 mg/l) that give a possibility to detect fine details on the
surface of PC (Fig. 17.1b).

Visualization of the opal surface is caused by luminescent properties of silica.
Usually, luminescent bands of silica situated in wide region starting from 350 to
700 nm [12–14]. Optimal wavelengths for excitation of photonic crystals can be
selected from the luminescence emission excitation matrix (Fig. 17.2). The initial
PC demonstrates PL with two intensive maxima at about 400 and 500 nm, and
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several weak bands in the interval of 600–700 nm. PL of synthetic opal is con-
nected with the presence of defects and impurities. The band with a maximum at a
wavelength near 520 nm is related to the surface states of Si-H (2.37 eV), whereas,
the band with maxima at 652 and 692 nm to the bulk and surface states Si-O (1.9
and 1.79 eV, respectively) [4]. The nature of the band at about 400 nm was
discussed in [13]. According to [13] this band is associated with the presence of
various impurities such as zinc, calcium, sodium, iron, and zirconium oxides,
which get into the specimens in the course of crystal fabrication. The fraction of
these impurities is less than 10-5. The PL intensity for the initial synthetic opal
changed from point to point under the scanning over its surface [11]. For the PC
with a well-ordered structure, the variation of PL intensity over the surface was
observed with an identical coefficient for various frequencies. For the PC with a
less-ordered structure, the luminescence intensity changed differently at different
frequencies. Such a dependence of the synthetic opal luminescence intensity on the
surface site can be connected with the inhomogeneity of the opal surface, the
presence of a domain structure, the variation in the spectral position of the energy
gap, and the nonuniform distribution of impurities. Since the size of domains in
PCs is comparable with the wavelength of light in the visible range, one may
expect a local increase of the electromagnetic field for the impurity-induced PL, so
that a signal even from a very small number of impurities could be registered. The
energy gap of PC reveals itself in a luminescence band; namely, a dip has to be

Fig. 17.1 Imaging of the
synthetic opal surface:
a undoped; b infiltrated with
colloidal gold. Fluorescence
was excited by ultraviolet
lamp and registered through
the green optical filter FSet10
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observed in the luminescence band in the spectral region, where the PC energy gap
is located [13]. For the studied crystals with a globule size of 240 nm, the Bragg
reflection should take place at about 530 nm. In accordance with that, a dip was
registered in the corresponding region of the opal PL spectra [13].

The most efficient excitation wavelengths kexc lies in 310–370 nm range for the
blue luminescent band of silica and in 240–270 nm range for the greenish-red band
(Fig. 17.2). Therefore we selected kexc = 250 nm and kexc = 350 nm excitations
and applied them for measurement of fluorescent kinetics from photonic crystals.
The fluorescent kinetics was measured also for amorphous quartz plates as a
reference data.

The recorded fluorescence decay kinetics were not monoexponential generally.
Therefore, for each emission wavelength we obtained several decay times, which
can be associated with different types of defect centers in the samples
(Table 17.1).

One can see that reference amorphous quartz sample has long decay time
components of several tens or even one hundred microseconds, which are bigger,
than microsecond times obtained from the photonic crystal samples. Photonic
structure causes localization of optical modes. So, photonic arrangement of silica
globules can be the reason for increase of radiation probability or acceleration of
microsecond emission.

Spectra of PL were obtained from 2 points of a luminescene region on the
surface of pure and doped by DNA synthetic opal in the Lambda Scan mode and
got difference spectra between opal and opal with DNA (Fig. 17.3). Photolumi-
nescence was excited with a laser at a wavelength of 405 nm and registered in the
range of 422–754 nm by using beamsplitter 405/488. Difference spectrum dem-
onstrates the increase of fluorescence for the DNA-doped opal in the region

Fig. 17.2 Luminescence emission excitation matrix detected for the photonic crystal at the
excitation region 260–380 nm and emission region 410–630 nm
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470–520 nm. This region coincides with triplet states in DNA excited in the
system DNA opal near the stop zone of opal.

To confirm that the enhanced emission in the range 470–520 nm is caused by
DNA, we additionally labeled it by Hoechst 33342 stain (Fig. 17.4). Figure 17.4b
and d are the enlarged areas taken from Fig. 17.4a and c, correspondingly.
Character of imaging for the unmarked and marked DNA is similar. Therefore, we
can conclude that we registered namely DNA, but not some other extraneous
admixtures. The same visualization of unmarked DNA by infiltration into photonic
crystal is described in our early papers [4, 11]. There we got imaging of big
amount of DNA and DNA clusters on the surface of PC. This amount of DNA was
registered with FTIR spectroscopy [4]. Here we visualized much smaller amount

Table 17.1 Lifetimes of fluorescence for photonic crystals

Sample kexc nm kem nm Nanosecond time components

Photonic crystal 1 250 450 6 ns
250 600 6 ns
350 450 1 ns, 7 ns
350 600 1 ns, 7 ns

Photonic crystal 2 350 450 4 ns, 20 ns
250 550 6 ns

Amorphous quartz 250 450 6 ns
Microsecond time components

Photonic crystal 1 250 450 0.49 ls, 12.1 ls
250 550 0.44 ls, 26.1 ls

Photonic crystal 2 250 450 29.9 ls
Photonic crystal 2 250 550 42.5 ls
Amorphous quartz 250 450 15.1 ls, 104 ls

250 650 14.4 ls, 48.6 ls

Fig. 17.3 Difference
spectrum of fluorescence
obtained from neat and
infiltrated by DNA regions on
the opal surface. Excitation
wavelength is 405 nm, ChS
filter: 422–754 nm
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of DNA (10 microliters of 1 mg/ml) dropped on the PC surface without additional
staining. This amount of DNA on the surface of PC could not be registered with
FTIR spectroscopy. Protein contamination of DNA used in this paper is 0.2 %,
which is much less than 3 % used in our previous experiments [4, 11]. This gives
us an additional proof that detected emission is caused by DNA, but not by protein
part.

Enhancement of DNA fluorescence can be caused by several reasons. First, at
the surface of PC, an incident electromagnetic field could be enhanced and
localized due to multiple scattering by PC [15]. This effect for photons is similar to
the well-known ‘Anderson localization’ for electrons [16]. In this case, an effi-
ciency of light-photonic crystal interaction increases in many times as a result of
intensive light scattering in strongly inhomogeneous medium.

Fig. 17.4 Image of the synthetic opal surface infiltrated by DNA (a, b) and additionally stained
by Hoechst 33342 (c, d). Excitation is 405 nm
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Other reason could be connected with phonon processes in PC and DNA as well
strong interaction between phonons and photons. Incident light excites numerous
defect states in PC leading to luminescence and then irradiated light could cause
reabsorption, emission, and scattering.

After infiltration of DNA in PC surface, the DNA is located inside and on the
PC surface and more strong interaction between light and DNA on the PC occur
and lead to the appearance of DNA luminescence. For comparison, we present the
DNA luminescence under excitation of fourth harmonic of laser Nd:YAG with
266 nm. Due to high concentration of light in small frequency region of negligible
average power density (10 mW), we obtained DNA luminescence under room
temperature (Fig. 17.5) and increased the efficiency of process about 104 time and
obtained two bands (305 and 456 nm). We suppose that the same mechanism
(light localization) works in the case of appearance of DNA luminescence in PC.

Fig. 17.5 Fluorescence spectra of water solution of DNA (from Lando [8, 9]), concentration
1 mg/ml excited by the fourth harmonics of Nd: YAG laser with 266 nm

Fig. 17.6 Energy levels and scheme of defects of synthetic opal (left, our data) and DNA (right) [17]
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Here we present state energy levels and scheme (Fig. 17.6) of PC defects and
DNA luminescent states. They are located close to one another and in the case of
close distance in real systems they could influence the process in both systems via
photon–phonon interaction or other mechanisms.

So, we observe that the PC has luminescence in wide time region starting from
tens of picoseconds to milliseconds or wider. DNA has lifetime of different states
in wide region also. So, in this case, DNA and PC could exchange their energy or
transfer energy from one to another. More detailed investigation of energy transfer
processes will be realized in our next work by comparison of fluorescent kinetics
for undoped and DNA-doped photonic crystals.

17.5 Conclusions

Imaging of unmarked DNA infiltrated into the silica photonic crystal at room
temperature is achieved. Improved imaging of DNA could be connected with its
enhanced fluorescence mediated by photonic crystal in the range 470–520 nm.
Localization of light in photonic crystal can cause decrease of microsecond life-
times in case of undoped opal in comparison with bulk amorphous silica and assist
improved imaging of DNA.
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Chapter 18
Peculiarities of Liquid Crystal—Carbon
Nanotube Dispersions Doped
with a Minute Amount of Nanoparticles
of Synthetic Clay

S. Tomylko, O. Yaroshchuk, O. Kovalchuk and N. Lebovka

Abstract It is shown that adding of a small amount (0.1 wt %) of organomodified
laponite (LapO) nanoplatelets results in drastic changes in dielectric and electro-
optical characteristics of the suspensions of carbon nanotubes (CNTs) in nematic
liquid crystal E7. The addition of LapO leads to the absence of classical perco-
lation of conductivity and dielectric constant, as well as reduction of Frederiks
threshold and significant growth of contrast ratio of the E7-CNTs samples.

18.1 Introduction

Among the many nanoparticles used as fillers of liquid crystals (LC), carbon
nanotubes (CNTs) are of particular interest. These particles, which can be con-
sidered as rolled graphene nanolayers are characterized by enormous value of
length to diameter ratio (aspect ratio), which can be as high as several thousands.
They exhibit extraordinary mechanical strength, highly anisotropic electrical and
thermal properties.

Because of high aspect ratio and strong interaction with LC molecules (ELC-

CNT * 2 eV), CNTs well integrate in LC [1–3]. They bring new properties to LC
hosts and allow one drastically reducing the intrinsic drawbacks of these materials
that appear when using them in displays and other electro-optic devices.
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Furthermore, introduction of CNTs may result in untypical responses of LC layers
such as effect of electro-optical memory in the nematic [3–5] and isotropic [6]
phase. On the other hand, LC is a unique host for CNTs allowing ones to obtain
orientationally ordered ensembles of CNTs with readily controllable ordering axis.

The properties of LC-CNT composites strongly depend on structural organi-
zation of nanotubes. It is well known that CNTs tend to aggregate forming
developed aggregates and even continuous network at higher concentration. Effi-
ciency of this process can be affected by many factors. The most known of them is
surface modification of CNT. In this study, we extend to the LC-CNT suspensions
a more peculiar approach, known for more than a decade for dispersions [7]. This
approach is that the particles of other sort and properties are brought in a studied
composite.

As the additional particles we use the nanoplatelets of clay, which are proven to
have high affinity to CNTs and well exfoliate in LCs. As those, we earlier utilized
organically modified particles of natural clays (Montmorillonite (MMT)) [8].
However, the results appeared quite ambiguous and highly dependent on origin of
clay minerals. In the present research, we apply a synthetic clay Laponite (Lap)
mainly because of two reasons. First, the synthetic particles have identical
chemical content and structure, which are well controlled in the course of syn-
thesis. Second, the size of Lap platelets is much smaller than the size of MMT
platelets (*10 nm versus *10 lm), so they naturally belong to the category of
nanoparticles. We demonstrate that addition of small amount of Lap cardinally
changes dielectric and electro-optic properties of LC-CNT composites opening
new horizons for application of these composites.

18.2 Experimental Section

18.2.1 Materials

We used a nematic LC E7 from Merck, which is the eutectic mixture of three
cyanobiphenyl and one cyanotriphenyl compound. The temperature of its nematic-
to-isotropic transition is 58 �C. At room temperature, the dielectric constants of
this mixture in the directions parallel and perpendicular to the LC director are
e// = 19 and e\ = 5.2, respectively. As CNTs, we utilized the multi-walled carbon
nanotubes from Spetsmash Ltd. (Kyiv, Ukraine), produced from ethylene by the
chemical vapor deposition method [9]. These CNTs had an outer diameter
20–40 nm, and the length 5-10 lm. The specific electric conductivity r of the
powder of the compressed CNTs was about 10 S/cm.

The clay was Laponite from Rockwood Additives Ltd., UK Its formula is Na0.7

[(Si8Mg5.5Li0.4) O20 (OH)4]. It is a powder, in which the disc-like nanoplates of the
clay are packed into stacks. The thickness and diameter of these discs are about
1 nm and 25–30 nm, respectively. The faces of disks have a constant negative
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charge, while the surface charge of their edges is pH-dependent and positive in
acidic medium [10]. As described elsewhere [11], the platelets of original Laponite
were modified by ion-exchange reactions with the surfactant cetyltrimethylam-
monium bromide (CTAB, C16H33-N(CH3)3Br, Fluka, Germany) with 99.5 %
purity. The resultant material will be further called as the organomodified Laponite
(LapO).

18.2.2 Samples

LCs filled by multi-walled CNTs, LapO, or their hybrid mixtures, were obtained
by adding appropriate weights of the CNTs (c = 0.025–0.5 wt %) and LapO
(0.1 wt %) to E7 at T = 60 �C with subsequent 10 min sonication of the mixture
using an ultrasonic disperser at the frequency of 22 kHz. Then suspensions were
kept at room temperature for 24 h, sonicated for 2 min and then loaded by cap-
illary forces into the cells.

The cells for electro-optical and dielectric measurements were made from glass
substrates, containing patterned ITO electrodes and aligning layers of polyimide
AL3046 (JSR, Japan) for planar alignment. The polyimide layers were obtained by
spin coating technique backed at 180 �C for 90 min and rubbed by a fleecy cloth in
order to provide a uniform planar alignment of LC in the field-off state. The cells
were assembled so that the rubbing directions of the opposite aligning layers were
antiparallel or perpendicular, thus the antiparallel or twisted cells were obtained.
The antiparallel cells were further used in dielectric studies, while the twisted cells
were used for electro-optic measurements. The cell gap d was maintained by
20 lm glass spacers.

18.2.3 Methods

The dielectric studies were conducted by oscilloscopic method [12]. The experi-
mentally measured values of the resistance R and capacitance C of the LC cells
were used for calculation of dielectric constants e0 and e00, respectively. The
constants e0 and e00 were determined in a wide frequency range, f = 10-1-106 Hz,
allowing one to plot dielectric spectra of the samples. The value of e00 was further
used for calculation of the sample conductivity r from the formula r = 2pe0

e00f. Furthermore, the Cole–Cole diagrams e00(e0) were plotted to determine the
width of the near-electrode dielectric layers k and the time s of the near-electrode
relaxation [13].

The electro-optical measurements were carried out using setup described in [14].
In these experiments, the transmittance of the twist cells, T, placed between two
parallel polarizers, was measured as a function of the applied AC voltage
U (f = 2 kHz) ramped up from 0 to 30 V. The cells were operated in a waveguide
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regime (the Mauguin’s regime) [15], so that polarization of the testing light
followed the LC director, which experienced rotation in 90�. The electro-optic
contrast CR was calculated on the basis of T(U) curve, according to formula
CR = Ts/T0, where T0 and Ts are the transmittance values in the initial and saturated
states, respectively. Also, the threshold voltage of electric switching (Frederiks’s
threshold) was estimated as the voltage corresponding to the transmittance value
T0 ? 0.1(Ts–T0).

18.3 Results and Discussion

18.3.1 Dielectric Properties

The typical dielectric spectra, i.e., frequency dependences of the real e0 and
imaginary e00 parts of dielectric constant e, are presented in Fig. 18.1 for pure LC,
LC-CNT, and LC-CNT-LapO samples at 20 �C. The measured frequency range is
divided into three areas. The low-frequency area A (10-1 \ f \ 10 Hz for pure
LC) corresponds to first relaxation process, attributed to surface dipole polarization
and space-charge polarization, which essentially changes the near-electrode con-
centration of free ions [13]. The moderate frequency area B (10 \ f \104 Hz for
pure LC) reflects the processes of polarization and conduction in the bulk of the
sample. In this area, there are no relaxation processes, thus the dielectric constant
e0 and conductivity r are independent of the frequency. The high-frequency area C
(104 \ f \ 106 Hz for pure LC) is associated with another relaxation processes—
dipole relaxation in the bulk, associated with rotation around the short molecular
axis [15]. Further we consistently consider the dielectric properties of composites
in the B and A areas of the frequency range.

18.3.1.1 Bulk Dielectric Properties

As it was said above, the permittivity e0 and electrical conductivity r are frequency
independent in B area. The r (c) curves of LC-CNT and LC-CNT-LapO
composites are presented in Fig. 18.2. These data were analyzed using the least-
square fitting to the scaling equation

r ¼ a c � ccð Þt ð18:1Þ

commonly used for characterization of percolation phenomena [16]. In this
equation, cc is the critical concentration of CNTs and t is the conductivity index.
Figure 18.2 shows that Eq. (18.1) fits well to the r (c) curves for LC-CNT series,
but the fitting results are unusual compared to the dispersions of CNTs in other
matrices. First of all, the critical concentration in all cases is close to 0
(cc \ 0.02 wt %). Apparently, this is due to small distance between the electrodes

266 S. Tomylko et al.



(d = 20 lm), which is comparable to the length of the nanotubes (5–10 lm). This
means that the channels of high conductivity, associated with the nanotubes (single
nanotubes and their aggregates), start to form in the direction perpendicular to the
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composite layer at a very low concentration of CNTs. In contrast to this direction,
where the size of aggregates is limited by the cell thickness, in the plane of the
composite layer the aggregates can be practically unlimited. In this sense, the
aggregates formed in our cells are largely two-dimensional.

The conductivity index t of the samples of LC-CNT series was 0.63 ± 0.08 at
20 �C and 0.48 ± 0.03 at 80 �C. Note that r(c) dependences are essentially
sublinear. This indicates that our case is far from the ordinary 3D percolation,
characterized by t & 2 [16]. Indeed, since the length of the nanotubes is com-
parable to the thickness of the cell, the case of 2D–3D crossover, when the theory
predicts the range of 4/3 \ t \ 2 [17, 18], suits better for our samples. Never-
theless, even this assumption fails to describe sublinear character of r(c) curves.
We believe that such behavior is due to increasing of ion concentration (releasing
of the ions from nanoparticles) and solvation of CNTs by LC molecules.

It should be noted that (18.1) describes a r(c) curve for the LC-CNT-LapO
series not as good as for the LC-CNT series (there is no clear jump in
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conductivity). However, we use it to compare the r(c) curves for these two series
quantitatively. The parameter t for the LC-CNT-LapO series appeared to be two
times smaller than for the LC-CNT series: t = 0.32 ± 0.04 (at both 20 and 80 �C).
Considerably reduced values of t in the LapO-assisted suspensions give an addi-
tional evidence of inhibition of CNT aggregation in an LC. Apparently, the LapO
particles, having a great affinity to CNTs, actively surround them. Because of
insulation properties of LapO particles, this effect leads to significant reduction in
the number of electric contacts between the nanotubes.

The e0(c) dependences are shown in Fig. 18.3. It can be seen that e0 mono-
tonically grows with c and increases by about three times with addition of
0.5 wt % of CNTs. The growth of e0 was observed in both nematic and isotropic
phases, meaning that it is mainly due to the contribution of the polarizability of
nanotubes rather than disturbance of LC orientation by the particles and their
aggregates. This result is consistent with the earlier results indicating the increase
in LC permittivity with addition of a minute amount of CNTs [19]. The e0(c) curve
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for the LC-CNT series is quasi-linear up to 0.3 wt %. The deviation at higher
concentrations c from the linear law can be caused by incomplete filling of CNTs
in the cell, since big aggregates are unable to enter the cell. The e0(c) curve for the
LC-CNT-LapO series is linear over the entire range of CNT concentrations studied
in this work. This might reflect improved dispersion of CNTs in the composites
containing LapO. The linearity of the e0(c) curves suggests that they can be fitted to
Maxwell–Wagner mixing equation

e0 ¼ e0LC þ Kc ð18:2Þ

derived in c � 1 approximation [20]. Here, K is a constant combining permittivity
of LC, e0LC, and CNT, e0CNT. Thus, despite the fact that our system is above the
percolation threshold of conductivity, the Maxwell–Wagner theory still describes
effective permittivity. This interesting fact needs further study.
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18.3.1.2 Dielectric Peculiarities in the Near-Electrode Layers

Figure 18.4 presents the effect of addition of CNTs and CNT-LapO particles on
the time of dielectric relaxation s and the width of the near-electrode layers k of
LC cells. In the absence of LapO, the increase in CNT concentration results in a
sharp decay of s at both T = 20 and T = 80 �C (Fig. 18.4a). Concurrently, a
noticeable increase in k is observed (Fig. 18.4b). A similar tendency was previ-
ously described for the LC 5CB doped with CNTs [3]. It was explained by
reconfiguration of near-electrode dielectric layers in the presence of CNTs and
shunting of these layers by the nanotubes acting as elements of the percolation
network. The described effects are weaker in the LapO-assisted LC-CNTs sus-
pensions. For these samples, the s(c) curve decays, while the k(c) curve grows
according to the exponential law. As it was said above, this may indicate signif-
icant interaction of insulating LapO platelets with CNTs. Apparently, it reduces
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efficiency of electrical contacts between the nanotubes and electrodes, as well as
between the different nanotubes. It weakens the shunting capability of CNTs and,
probably, their interaction with ionic impurities forming the near-electrode layers.

18.3.2 Electro-Optic Properties

The doping by LapO nanoparticles significantly improves electro-optical charac-
teristics of LC-CNT suspensions. The transmittance T versus applied voltage
U curves for the twisted cells filled with pure LC E7, E7-CNT (0.1 wt %), and
E7-CNT (0.1 wt %)–LapO (0.1 wt %) suspensions are presented in Fig. 18.5.
This Figure shows that CNTs mostly affect the saturation value of T. This is
mainly due to absorption of testing light by bulky CNT aggregates. However,
introduction of a small amount of LapO platelets minimizes this effect, making the
T(U) characteristic of LC-CNTs sample close to that of pure LC. Due to
improvement of the saturation value of T, the samples containing LapO show
higher electro-optic contrast than their LC-CNT counterparts (Fig. 18.6). Finally,
we detected inessential decrease in Frederiks’s threshold (DUF *0.1 V) in the
LapO-assisted LC-CNT suspensions (Fig. 18.7).

18.4 Conclusions

The effect of nanoparticles of organically modified laponite on dielectric and
electro-optic properties of the dispersions of multi-walled carbon nanotubes in a
nematic LC E7 is investigated. It is found that introduction of a small amount
(0.1 wt %) of LapO platelets in an LC-CNT suspension results in essential
changes in dielectric properties. In particular, the introduced LapO particles

0 0.1 0.2 0.3 0.4 0.5
1.40

1.45

1.50

1.55

1.60

1.65

1.70

1.75

c, wt. %

U
F,V

2

1

Fig. 18.7 Frederiks
threshold voltage versus CNT
concentration curves for the
E7-CNTs 1 and E7-CNTs-
LapO 2 series

272 S. Tomylko et al.



considerably suppress the percolation character of conductivity and extend the
range of linearity of the permittivity versus CNT concentration curve. Further-
more, addition of LapO particles weakens the effect of CNTs on the parameters of
the near-electrode layers: changes in the time of dielectric relaxation and thickness
of the near-electrode layers become more gradual and thus more controllable with
increase in CNT concentration. Finally, the LapO-assisted LC-CNTs dispersions
demonstrate considerably improved electro-optic characteristics, such as better
switching contrast and reduced threshold voltage. Thus, the proposed approach
is rather effective for optimization and diversification of the properties of LC
dispersions of CNTs.
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Chapter 19
Comparison of Poly(rI) and Poly(rA)
Adsorption on Carbon Nanotubes

M. V. Karachevtsev, G. O. Gladchenko and V. A. Karachevtsev

19.1 Introduction

Noncovalent functionalization of SWCNTs opens the possibility for overcoming
their inherent insolubility and improving their processability, paving the way for
different potential applications. This approach does not disrupt the large p-elec-
tronic surface of nanotubes, and, thus, it allows keeping their extraordinary
mechanical, electronic, and optical properties. The polymer conjugation with
SWCNT is an excellent solution on the path to nanotube noncovalent function-
alization, which facilitate their promotion in the advanced technology [1].
Noncovalent binding of the polymer to carbon nanotube surfaces is very effective
for dispersing SWCNTs in organic solvents [2] and water [3], for producing
unusual nanohybrids used in medicine and biosensing.

It was shown that a strong nanohybrid is formed with the polymer and nano-
tubes when the polymer was wrapping around nanotubes [1–5]. The wrapping
mechanism leads not only to a better interaction with the nanotube surface but also
helps to reinforce mechanical properties of the bulk material due to the extraor-
dinary strength of the individual nanotubes [5]. Polymer wrapping around the
nanotube depends on the stiff or flexible backbone of the polymer [6–9], the
chemical composition of the polymer and also on geometric parameters of con-
stituents in the nanocomposite [6]. Polymers with stiff backbones tend to wrap
around the nanotube with a more distinct conformation and form a helical con-
figuration [9]. However, flexible polymer chains with bulky and aromatic side
groups form an interchain stitching rather than a helical conformation [8]. On the
contrary, the stiffness of these backbones decreases the intrachain coiling. It was
also demonstrated that aromatic moieties along the backbone appear to dictate the
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adsorption conformation which is likely due to the preference for optimizing p–p
interactions.

Last time, DNA is exploited very intensively as a wrapping polymer around
nanotubes [3, 10–23]. Due to its helical structure, DNA can wrap tightly around
the nanotube in water spontaneously [3]. The strong DNA binding with SWCNT
occurs when the hydrophobic nitrogen bases interact with the sidewall of SWCNT
through p–p stacking whereas the hydrophilic sugar-phosphate backbone interacts
with water. It is obvious that properties of these two nanostructures supplement
each other, and, as a result, a hybrid with specific structural features is formed.
DNA provides a high dispersion efficiency of nanotubes in water. As well, DNA
also has the advantage over the other polymers as far as choosing the base type or
their sequence gave an opportunity to separate nanotubes with certain chirality
from the bulk material [18]. In addition, the well-developed DNA chemistry can
facilitate the further functionalization of DNA: SWCNT hybrid.

Due to helical wrapping of the polymer around SWCNT sidewalls in combi-
nation with the strong binding through p-stacking, DNA keeps its adsorption on
the nanotube after hybrid deposition onto the substrate. In such a film the nano-
tubes are individual in the polymer surrounding or isolated in bundles with the
polymer among them, that provides emission from semiconducting SWCNTs [21].

p–p interaction between the nanotube sidewall and organic molecules or
polymers possessing the p-aromatic polycyclic moiety plays an important role in
the development of SWCNT applications. The stacking interaction influences the
absorption spectrum of binding molecules the intensity of which decreases because
of changes in electronic interactions between compounds. Such a decrease is
known as the hypochromic effect [24, 25]. Theory considers hypochromism as a
result of weak dipole–dipole interactions between stacking chromophores modi-
fied by the light wave. The well-known example is DNA, UV absorption of which
decreases when the duplex structure is formed by two single strands and increases
under the helix ? coil transition [24, 25]. As DNA absorption spectrum is mainly
conditioned with absorption of nucleic bases (NBs) (see, for example, [24]) in UV
range from 200 to 300 nm, a significant transformation of absorption spectra of
some homopolymers was observed after their adsorption onto the nanotube surface
[22]. p–p stacking interaction between the nanotube and p-conjugated NBs was
manifested not only in DNA absorption spectrum but was observed directly in the
absorption spectrum of polymer-wrapped SWCNTs [23]. It was demonstrated that
at the wavelength longer than 300 nm the absorption spectrum of the polymer-
wrapped SWCNTs is of weaker absorption intensity than the spectrum of the
unbound SWCNTs. The absorption decrease observed was explained by hypo-
chromicity of nanotubes, which was induced by their interaction with NBs [23].

Molecular dynamics (MD) simulations are intensively exploited to clarify the
mechanism of DNA adsorption onto SWCNT, to estimate energetic parameters,
and to determine the structure of DNA: SWCNT. The simulations showed that
ss-DNA of any sequence will spontaneously adsorb to SWCNT sidewall of arbi-
trary chirality. It was found that the formation of ss-DNA helix which arises from
electrostatic and torsional interactions within the sugar-phosphate backbone results

276 M. V. Karachevtsev et al.



in the polymer wrapping around SWCNT. The polymer adsorption is driven by the
attractive p-p stacking interaction between DNA bases and SWCNT sidewall.
Quantum-chemical methods applied for describing these interactions provided a
quantitative characterization of the mechanism of DNA binding to the nanotube
surface [19, 20]. As a result, the stability row of the bases binding to SWCNT has
been established: guanine (G) [ adenine (A) [ cytosine (C) & thymine
(T) [ uracil (U).

Recent MD simulation showed that the flexibility of ss-DNA enables right- and
left-handed helices and the formation of U-shaped loops [14]. If we add to this that
ss-DNA involves a set of polymers with slightly different physical properties (due
to different types of NBs or their sequences), we should expect a wide range of
polymer wrapping conformations around SWCNTs.

Here, we investigate adsorption of two relatively long homopolynucleotides:
polyriboinosinic acid (poly(rI)) and polyriboadenylic acid (poly(rA)) on SWCNT
surface, employing absorption spectroscopy and MD simulation. These two related
polymers possess the same sugar-phosphate backbone but differ only in the
structure of purine bases. It is known that these polymers have the different base
ordering at room temperature and, therefore, different rigidity. So, poly(rA) is of
high polymer ordering [26, 27] while the structure of poly(rI) is characterized with
quite disordering [28, 29]. Thus the main purpose of this study was to compare
binding of these two related polymers, differing in rigidity, with the tube surface.

19.2 Materials and Methods

19.2.1 Materials

Potassium salts of poly(rA) and poly(rI) acids were purchased from Sigma-Aldrich
(USA) and used as received. The polymers were dissolved in aqueous buffer
solution consisted of 5 9 10-3 M Na+ cacodylate (pH6.9) (Serva, Germany) and
5 9 10-3 M NaCl. The buffer was prepared on ultra purified water with the
resistance of 18 MX. The concentration of polynucleotides was determined opti-
cally, using the corresponding molar extinction coefficients: poly(rA),
e259 = 10,100 M-1 cm-1 [26], poly(rI), e248 = 10,100 M-1 cm-1 [29].

Purified SWCNTs (produced by HIPCO method) were purchased from Uni-
dymTM (USA). In order to obtain SWCNT:RNA conjugates, carbon nanotubes
were mixed with aqueous solution of polyribonucleotides and sonicated for 40 min
(1 W, 44 kHz). The polymer concentration was 0.4–0.6 mM and SWCNT:poly-
mer weight concentration ratio ranged from 1:1 to 1:1.2. After sonication the
suspension was centrifuged at 70,000 g for 1 h. The supernatant was decanted and
used as a stock solution in experiments. As follows from our former electropho-
retic estimation, after 40 min ultrasonication the lengths of polymer fragments
were within 100–150 nucleotides [11]. An aqueous suspension of SWCNT with an
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anionic surfactant sodium dodecyl sulfate (SDS) (Sigma–Aldrich, USA) was
prepared by the same method. The concentration of surfactant in the suspension
was 1 %.

19.2.2 Methods

19.2.2.1 Absorption Spectroscopy

All UV-visible absorbance measurements were carried out on Specord M40 (Carl
Zeiss, Jena, Germany) equipped with a thermoelectrically controlled cuvette
holder. Quartz cuvettes with 1 mm path length were used in experiments.
Absorption spectra were recorded in the range of 200–900 nm, at the room tem-
perature. Temperature dependences of changes in the optical density (DA(T)) of
polynucleotides (the melting curves) were measured with the heating rate of
0.25 �C/min at k = 259 nm (poly(rA)) and 248 nm (poly(rI)). In these measure-
ments a two-cuvette arrangement was used: one cell with nanotube suspension
(or polymer solution) was placed in the working channel of the spectrophotometer
and the reference cuvette contained a buffer solution. The reference cell was
thermostatted within (20 ± 0.5) �C.

19.2.2.2 Molecular Dynamics Simulation

Adsorption of homo oligonucleotides r(I)25 and r(A)25 on SWCNT surface was
simulated by the Molecular dynamics method. For this purpose the program
package NAMD [30] was employed with Charmm27 force field parameter set
[31]. Periodic boundary conditions were applied in modeling. Sizes of boxes were
52 Å 9 66 Å 9 141 Å and 51 Å 9 65 Å 9 141 Å for SWCNT:r(I)25 and
SWCNT:r(A)25, respectively. Each system was embedded in water (more than
13,200 H2O molecules). Twenty five Na+ ions were added to each system
for neutralization of the charge on the sugar-phosphate backbone. SWCNT for
both systems was selected as a zigzag (16,0) nanotube. Its length and diameter
were 11.0 and 1.122 nm, respectively. In our simulation SWCNT atoms were
uncharged. Before simulation starting, the oligonucleotides were located near the
nanotube surface. Oligonucleotides were initialized in B-conformation. The sys-
tem was minimized during 1,000 steps (with 1 fs time step) and then was modeled
during 60 ns (the time step was also 1 fs). In our simulations NPT ensemble was
used in which the number of molecules, pressure, and temperature were fixed.
Temperatures and pressures in the periodic boxes were 343 K and 1 atmosphere,
respectively. Interaction energies were calculated by NAMD Energy Plugin
(Version 1.3) which was implemented in VMD program package [32].
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19.3 Results and Discussion

19.3.1 Absorption Spectroscopy of SWCNT:Poly(rI)
and SWCNT:Poly(rA)

Some homopolynucleotides at room temperature, at neutral pH and low ionic
strength have the ordered helical structure which arises because of essential
stacking interactions favoring parallel orientation of adjacent bases [33]. Stacking
interactions are predicted to be a driving force for the formation of ordered helical
conformations of homopolynucleotide single strands [24, 25, 33]. Such ordered
structures have been observed at neutral pH for oligo- and poly(rA) [26, 27].
According to recent theoretical considerations, at room temperature poly(rA)
consists of multiblocks with short helical domains interspaced with ‘‘melted’’
random-coil ones [33].

In the case of poly(rI) the situation is different, this polymer has no stable form
of helices [28, 29] that indicates its flexibility. Earlier experiments on CD spec-
troscopy showed that poly(rI) at neutral pH and low ionic strength is a single-
stranded poor base stacked helix [28].

The ordered structure of the polynucleotide manifests itself in the rise of the
optical absorption intensity in UV-range upon the heating of polynucleotide
aqueous solution from the room temperature to 90 �C as it was observed for
poly(rA) (Fig. 19.1). This absorption intensity rise is related with the so-called
hyperchromic effect. At polymer heating NBs are disordered, and, as a result,
attenuation of light absorption is taken off. This attenuation (i.e., the hypochromic
effect which is opposite to the hyperchromic one) appears due to the weak
interaction between the dipole moment of the electronic transition of one molecule
which absorbed photon and the dipole moment induced in neighboring molecules
[24, 25].

In the double-stranded DNA (ds-DNA) p–p-stacked disordering of the bases
occurred also when temperature of the polymer solution increases. This disordering

Fig. 19.1 Temperature effect
on optical absorption of free
poly(rA) and poly(rI)
(measured at 259 and
248 nm, respectively).
Structures of two nitrogen
bases—adenine (left) and
hypoxanthine (right)—show
a difference in monomer
structures
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is accompanied with an increase in the optical absorption the temperature
dependence of which has the characteristic S-like form (the so-called melting
curve) due to high cooperativity of the helix-coil transition in ds-DNA [24]. For
single-stranded polynucleotides such a S-like form is not observed, however, for
some polymers the smooth increase of optical absorbance can be revealed that
indicates a more gradual unfolding suggesting a predominantly noncooperative
helix-coil transition. For poly(rA) the absorption increase with the temperature
growth takes place in the wide temperature range and reaches 33 % at 90 �C
(Fig. 19.1). It is supposed that at this temperature poly(rA) acquires a practically
disordering conformation. However, in poly(rI) an absorbance increase with
temperature is practically absent (Fig. 19.1) that points out the poor base ordering
already at room temperature. This observation agrees with literature analysis of
rigidity of these polymers: so, poly(rA) is characterized with a rather high degree of
the base ordering at room temperature [26, 27] that points to its high rigidity and, on
the contrary, poly(rI) is of high flexibility of the random coil [28, 29].

The p-p stacking interaction between the nanotube and p-conjugated nitrogen
bases manifested directly in transformation of DNA absorption spectrum [22] and
can be also observed in the absorption spectrum of polymer-wrapped SWCNTs
[23]. The polynucleotide interaction with SWCNT induces the decrease of the
carbon nanotube absorption intensity (the hypochromic effect) in 300–400 nm
region, in comparison with absorption of SWCNT covered with SDS which has no
p-conjugated system [23]. Earlier we observed this effect for SWCNT covered
with poly(rC), poly(rG), ds-DNA, and ss-DNA [23]. It was shown that the mag-
nitude of the so-called hypochromic coefficient may use for the comparison of p-p
stacking interaction of different polymers with the nanotube surface.

In this work we performed similar analysis of absorption spectra of
SWCNT:poly(rI) and SWCNT:poly(rA) hybrids in 200–600 nm region and
compared them with those of SWCNT:SDS as well as with the unbound polymer
(Figs. 19.2 and 19.3, respectively). As SDS absorption in UV region begins at the
wavelength less than 200 nm, the spectrum of SWCNT:SDS aqueous suspension
observed in 200–600 nm range is caused only by nanotubes absorption. On the
contrary, the absorption spectrum of SWCNT:polymer suspension in the range of
200–300 nm is a result of superimposition of nanotube and polymer absorption
spectra. Absorption spectra of the samples studied are similar in the range of
400–600 nm but differ in the intensity which is conditioned with different nano-
tube concentrations in aqueous suspensions. To compare the nanotube spectra
obtained, the spectrum intensity of the polymer-wrapped nanotubes was scaled to
their spectrum intensity in SDS environment (Fig. 19.2a), using the multiplier
(wavelength independent). In this case, a possible small shift of nanotube spectral
peaks, induced by various environments, can be neglected.

As the spectra of the polymer and nanotubes are superimposed in the range of
200–300 nm, the corrective extraction of the polymer spectrum from the common
spectrum is not a simple procedure because of ambiguity in the polymer and
nanotubes concentration determination. So, to take into account the SWCNT
hypochromic effect correctly, we do not consider this spectral range.
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As follows from Fig. 19.2, the scaled optical density of SWCNT:poly(rI)
suspension in 300–400 nm range is somewhat lower than that for SWCNT:SDS
ones. It should be noted that the value of the spectra discrepancy decreases
monotonically with the wavelength increasing. We showed earlier [23], that the
absorption decrease is caused by hypochromism of nanotubes, induced by their
interaction with the polymer. The spectrum of nanotubes interacting with the
polymer is obtained by subtracting the poly(rI) spectrum from that of
SWCNT:poly(rI). The differential spectrum is also shown in Fig 19.2a.

Spectrum of the ‘‘bound’’ poly(rI) (Fig. 19.2b, solid line) was obtained by
subtraction of ‘‘pure’’ SWCNT absorbance (Fig. 19.2a, dashed-line) from
SWCNT:poly(rI) absorbance (Fig. 19.2a, bold line). To reveal the spectrum
transformation of poly(rI) after its adsorption, the spectra of free (Fig. 19.2b, dash-
dotted line) and ‘‘bound’’ polymers were compared. The hypoxanthine absorption
spectrum is conditioned with two main p ? p* electronic transitions observed
(according to data of various authors [29, 34]) at 266–276 nm and 246–250 nm.
On the comparison of the ‘‘bound’’ poly(rI) spectrum with that of the free polymer
(Fig. 19.2b, solid line and dash-dotted line, respectively), weak differences are
seen, namely, the bathochromic shift of the spectrum maximum (248 ? 253 nm)
and the shoulder appearance in 266–276 nm region. A similar spectrum

Fig. 19.2 UV-visible
absorption spectra of
SWCNT:poly(rI) hybrids and
of its components in water
buffer suspension/solution:
a absorption spectra of
SWCNT:poly(rI) aqueous
suspensions (bold line), of
SWCNTs aqueous suspension
with SDS (1 % by weight)
(dashed-line) and differential
spectra (DA) of
SWCNT:poly(rI)-poly(rI)
(thin line); b absorption
spectrum of poly(rI) (dash-
dotted line), and
SWCNT:poly(rI)-
SWCNT:SDS (solid line).
Intensity of SWCNT:poly(rI)
spectrum was normalized to
SWCNT:SDS one in
500–600 nm spectral range
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transformation was observed earlier for poly d(G)30 adsorbed to the nanotube
surface [22] with guanine as NBs which is similar in structure to hypoxanthine (the
lack of the amino group at C2 position, as compared to guanine). As the data on
the direction and spectral position of optical dipole transitions for hypoxanthine
are absent in literature, we take the advantage of the similar structure with guanine
and believe that the transition at *248 nm corresponds to the long axis of
hypoxanthine which aligns along the nanotube axis. The red-shift of this band
indicates that hypoxanthines are stacked with the nanotube in such configuration to
align with the direction of 248 nm transition moment along the nanotube axis.

The hypochromic effect of SWCNT can be described by the hypochromic
coefficient determined as K(k) = (ANTi(k) - ANT(k))/ANT(k) = (APNT(k)-
AP(k)-ANT(k))/ANT(k) (where ANT(k) and ANTi(k) are the spectra of ‘‘unbound’’
nanotubes (in SDS environment) and nanotubes interacting with the polymer,
respectively; APNT(k) is the spectrum of the nanotubes:polymer sample) [23]. As
follows from Fig. 19.4, the coefficient K(k) begins to grow noticeably from
500 nm and reaches -0.08 value up to 340 nm. Such a monotonous growth of
K(k) absolute value upon the wavelength decrease can be explained by the
increasing interaction between electronic levels of nanotubes and hypoxanthine as
the levels approach each other (see for detail Ref. [23]).

Fig. 19.3 UV-visible
absorption spectra of
SWCNT:poly(rA) hybrids
and of its components in
water buffer suspension/
solution: a absorption spectra
of SWCNT:poly(rA) aqueous
suspensions (bold line), of
SWCNTs aqueous suspension
with SDS (1 % by weight)
(dashed-line) and differential
spectra (DA) of
SWCNT:poly(rA)-poly(rA)
(thin line); b absorption
spectrum of poly(rA) (dash-
dotted line), and
SWCNT:poly(rA)-
SWCNT:SDS (solid line).
Intensity of
SWCNT:poly(rA) spectrum
was normalized to
SWCNT:SDS one in
500–600 nm spectral range
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As in the case of poly(rI), poly(rA) interaction with SWCNT should induce
hypochromicity in 300–500 nm region, in comparison with SWCNT:SDS. How-
ever, use of the above method for this sample to analyze the polymer interaction
with the tube has a difficulty. Thus, the scaled spectrum of SWCNT:poly(rA)
practically does not differ from that of SWCNT:SDS in 300–500 nm range. The
situation with similarity of the spectra was clarified after analyzing the spectrum of
poly(rA) solution without nanotubes, which was exposed by ultrasonication for
40 min (for the same time as for the nanotube suspension with poly(rA)). It turned
out that, unlike the spectrum of poly(rI) being influenced with ultrasound, a long-
wave ‘‘tail’’ in the poly(rA) absorption spectrum appeared in 300–450 nm range,
which hinders the observation of the nanotube:polymer interaction in this spectral
range (Fig. 19.3b). Evidently, such a transformation of the polymer spectrum upon
ultrasound exposure is connected with the polymer disruption. It should be noted
that clarification of possible reasons for appearing additional absorption just in this
polymer requires special studies. Subtraction of the spectrum of the polymer being
sonicated gave a decrease of nanotube absorption in 300–450 nm range with
regard to SWCNT:SDS spectrum. As a result, the dependence of the hypochromic
coefficient on the wavelength was also obtained for SWCNT:poly(rA) (Fig. 19.4).

For comparison, spectral dependences of hypochromic coefficients obtained
were built in one figure (Fig. 19.4). Note, that a reliable determination of K(k)
value can be deduced at wavelengths longer than 300 nm where absorption spectra
of nanotubes and the polymer are not superimposed. It is seen from figure that the
dependence -K(k) for SWCNT:poly(rI) in the range of 450–300 nm runs essen-
tially lower than this dependence for SWCNT:poly(rA), and this points to a
stronger energy of poly(rA) interaction with the nanotube surface than that
observed for poly(rI).

Fig. 19.4 Spectral
dependence of hypochromic
coefficient -K(k) of SWCNT
covered with poly(rA) (bold
line) and poly(rI) (dash-
dotted line)
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19.3.2 Comparison of r(I)25 and r(A)25 Adsorption
on Carbon Nanotubes: Molecular Dynamics
Simulation

To compare poly(rI) and poly(rA) adsorption on carbon nanotubes, we have
simulated this process, employing the molecular dynamics. Before simulation the
self-ordered structure of each polymer with 25-nucleotides in length was created
and located close to the tube surface (Fig. 19.5). The initial structure of oligomer
r(I)25 was selected as the ordered helix as the degree of its disordering is unknown.
As a result, oligomer r(I)25 disordering and its adsorption on the nanotube surface
occurred simultaneously. First of all, we have analyzed the initial structures of
r(I)25 and r(A)25 to find the difference in base self-stacking interaction for these
polymers in order to explain the difference between polymers in base ordering that
modulates polymer rigidity. At first, we tried to find additional H-bonds between
neighbor bases in stack. Really, for r(A)25 we found hydrogen bonding between
the amino group and nitrogen of adjacent adenines while for r(I)25 similar H-
bonding between neighbor bases was not revealed. We believe that this additional
hydrogen bonding strengthens the stacking interaction in poly(rA) that stabilizes
the polymer rigidity. Similar conclusion has been made recently for poly(rC)
which was stabilized by hydrogen bonding between the amino and carbonyl
groups of adjacent cytosines [33].

The total simulation time of oligomer adsorption on carbon nanotubes was
60 ns. Every 10 ns we controlled the number of nitrogen bases which were stacked
with the nanotube surface as well as self-stacked NBs. The bases are considered
stacked with the nanotube surface if more than half of ring atoms were in van der
Waals (vdW) contact with this surface. At each step of simulation interaction
energies between the nanotube and oligomer were determined for both systems.
Interaction energies between each oligomer and SWCNT as a function of simu-
lation time are depicted in Fig 19.6.

During first 10 ns simulation oligomers contacted with the nanotube surface,
the initial high ordered structure of oligomers disappears and some NBs begin to
arrange on the tube surface in the stacking conformation. We note that the first
1–4 ns of simulation of r(I)25 adsorption is characterized by a higher rise of the
energy of oligomer interaction with the tube than r(A)25 (Fig. 19.6). This can be
explained by a lower base ordering in the former oligomer, which facilitates a
quicker disordering of the oligomer helix. Note, that helix prevents the oligomer
adsorption onto the tube. As well, poor bases ordering permits to bend the sugar-
phosphate backbone significantly, and, as a result, to 10 ns r(I)25 formed two loops
being characterized with the appearance of H-bonds between two hypoxanthines,
which are located on the opposite sides of this loop. Note, that such a strong loop
strengthening is possible just as a result of the oligomer flexibility. On the con-
trary, the strong base ordering of r(A)25 is accompanied with a lower adsorption
rate, and up to 10 ns the loops being formed by the oligomer did not demonstrate
the strong curvature of the sugar-phosphate backbone, that excludes the
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appearance of H-bonds between the opposite adenines inside the loop. As the next
simulation showed, such loops are destroyed whereas the r(I)25 loop does not
disappear even after 60 ns simulation (Fig. 19.5). After 5 ns the rise of the
interaction energy with the tube of two oligomers became comparable. So, after
first 10 ns 9 adenines of r(A)25 and 9 hypoxanthines of r(I)25 are stacked to the

Fig. 19.5 Snapshot of r(I)25 structure and SWCNT (16,0) in the initial simulation step,
SWCNT:r(I)25 and SWCNT:r(A)25 hybrids after 60 ns simulation. Water molecules and Na+

counterions were removed for better visualization. The phosphate backbone is depicted by grey
solid curves

Fig. 19.6 Dependence of
interaction energy between
SWCNT and r(I)25 (grey(1)),
SWCNT and r(A)25 (black
(2)) on simulation time
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nanotube surface. For this time binding energies for both oligomers demonstrate
the essential increase (Fig. 19.6) and till 10 ns they have approximately the same
value (about 200 kcal/mol).

Next 10 ns simulation showed that there is a noticeable growth of the inter-
action energy of r(A)25 while for r(I)25 the energy increase was essentially weaker.
After 20 ns simulation the binding energy reaches 315 and 220 kcal/mol for r(A)25

and r(I)25, respectively (Fig. 19.6). The difference in the energy values correlates
with the number of bases stacked with the nanotube surface: 16 adenines and 10
hypoxanthines. An essential difference in the binding energy can be explained by
appearance of the stable loop formed by r(I)25 during the first 10 ns, which is
spaced from the tube surface. Note, that after 20 ns modeling both oligonucleo-
tides do not wrap around the nanotube.

After 40 ns simulation 16 adenines and 13 hypoxanthines were stacked with the
nanotube (Table 19.1). Dependence of the binding energy of r(I)25 with the tube
on time shows a tendency with a small increasing of the energy and for
SWCNT:r(A)25 this energy changes slightly too. The loop formed by r(I)25 on the
nanotube is retained.

The number of adenines stacked with the tube increases to 18 after 50 ns
simulation but the number of hypoxanthines stacked with the tube (13 bases) does
not change up to 60 ns (Table 19.1). After 60 ns modeling the energy of r(A)25

and r(I)25 binding to the tube surface reaches 350 and 250 kcal/mol, respectively.
Both oligomers do not wrap around the nanotube even after the maximal simu-
lation time. It should be noted that essentially lower r(I)25 binding energy with the
nanotube is caused with the formation of the stable loop of 10 hypoxanthines,
which is distant from the nanotube surface (Fig. 19.7). As well, detail analysis of
this loop structure revealed that the stability of the loop on the nanotube is
essentially conditioned with two H-bonds between hypoxantines located in dif-
ferent positions of the loop. This self-stacking and H-bond becomes possible as a
result of rather strong curvature of the sugar-phosphate backbone in the loop and

Table 19.1 Number of nitrogen bases of oligonucleotides r(A)25 and r(I)25 which were in stack
with tube surface and unstacked for different simulation time

Time Type of nitrogen base stacking r(I)25 r(A)25

10 ns Stacked with tube 9 hypoxanthines 9 adenines
Unstacked Loop (10 hypoxanthines)

20 ns Stacked with tube 10 hypoxanthines 16 adenines
Unstacked Loop (9 hypoxanthines)

30 ns Stacked with tube 10 hypoxanthines 15 adenines
Unstacked Loop (10 hypoxanthines)

40 ns Stacked with tube 13 hypoxanthines 16 adenines
Unstacked Loop (9 hypoxanthines)

50 ns Stacked with tube 12 hypoxanthines 18 adenines
Unstacked Loop (9 hypoxanthines)

60 ns Stacked with tube 13 hypoxanthines 19 adenines
Unstacked Loop (10 hypoxanthines)
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due to the tube surface which conditions this curvature and, in this way, stabilizes
the loop. It should be noted that small loops formed with r(A)25 disappear with
simulation time, additional hydrogen bonds between adenine and ribose are not
revealed. More ordered structure of r(A)25 promotes stretching of the polymer
along the nanotube surface and its wrapping around the nanotube. Upon r(A)25

adsorption on the nanotube surface, domains (tetramers/trimers/dimers) of the
polymer, consisting of ordered bases, are kept rather long. Most likely, just these
domains promote keeping of the helix structure of the whole oligomer. In com-
parison with r(A)25, disordered r(I)25 is lesser elongated along the nanotube, and
the loop formed assists its position on the tube more compact.

As well, it follows from Fig. 19.5 oligomer r(I)25 undergoes higher distortion
than that in comparison with r(A)25. Thus, the distance between phosphate groups
of the beginning and the end of r(I)25 after adsorption onto the tube is about two
times shorter than the same distance for r(A)25, which extended by about 20 % in
comparison with the initial value. Note, that the oligomer ends demonstrate the
biggest curvature of the phosphate backbone.

The polymer helicity in DNA/RNA depends significantly on the balance
between repulsive Coulomb forces among negatively charged phosphates, which
tend to untwist the helix, and p-stacking interaction of the bases the optimized
structure of which limits the helix untwisting. When p-stacking interaction
weakens, the polymer stability decreased. Most likely, in poly(rI) weak stacking
interaction between hypoxanthines lowers the polymer stability, on the one hand,
and a possibility of forming an additional hydrogen bond between oxygen and the
hydroxyl group of ribose, on the other hand, promotes fixing of the oligomer
conformation with disordered bases. As a result, poly(rI) is significantly disordered
at room temperature.

It should be noted that earlier modeling using molecular dynamics to calculate
the energy of six different nucleotide monophosphates (NMPs) binding to (6,0)
SWCNT in aqueous solution revealed that the binding energy of NMP inosine is
much weaker than that of adenylic NMPs (2.1 vs. 10.3 kcal/mol) [10].

Fig. 19.7 Snapshots of loop
formed by r(I)25 on the tube
surface after 60 ns
simulation. The phosphate
backbone is depicted by gray
solid curve, nucleoside
showed by black rings, some
of them form H-bonding
dimers inside the loop
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Thus, simulation of adsorption of two oligomers (r(I)25 and r(A)25) onto the
nanotube surface showed that, although both the oligomers do not form the
complete turn around the nanotube, nevertheless, it is seen that r(A)25 confor-
mation on the nanotube is of helical character and demonstrates a tendency of
making the complete turn though with a rather big pitch. At the same time r(I)25

conformation on the nanotube is of lesser ordered form for which the presence of
loop is characteristic, which is located over some distance from the tube surface,
and this lowers essentially the energy of this oligomer interaction with the tube.

The result obtained agrees with those of earlier modeling [8] which showed
that, most probably, the flexible polymer does not form the helical structure on the
tube and adsorbed without a stable conformation on SWCNT. At the same time,
stiff polymer is of tendency to the helical conformation around the nanotube,
which provides higher energy of such a polymer binding to the tube [9].

The principal difference between our polymers studied and earlier modeling of
stiff or flexible polymer adsorption on the nanotube lays in their different struc-
tures. So, in previous studies rigidity or flexibility of the polymer was mainly
provided by the polymer backbone. In our case the backbone of two biopolymers
was the same (the sugar-phosphate one), and the polymer inflexibility depends on
the value of the base stacking interaction. As adsorption of the polymer takes place
mainly through bases, just the absorption reduces this difference in flexibility. This
essential difference permits to distinguish adsorption of organic polymers onto the
nanotube from DNA/RNA adsorption.

19.4 Conclusions

Employing spectroscopic and molecular dynamics methods, adsorption study of
two related biopolymers (poly(rA) and poly(rI)) on the nanotube surface showed
that the ordered polymer (poly(rA)) interacts stronger with tube surface than
disordered one (poly(rI)). Polymer adsorption simulation demonstrated that the
interaction energy of more flexible r(I)25 with the tube is essentially lower than this
energy of more ordered r(A)25 (250 vs. 350 kcal/mol). Conformation analysis of
oligomers on the nanotube surface revealed that the more ordered oligomer is of
tendency to the helical structure around the nanotube, and this provides higher
binding energy. At the same time a more disordered r(I)25 forms a stable loop,
which is away from the nanotube and oligomer is of lesser similarity with the
helical structure. On the contrary, more ordered r(A)25 takes the conformations
with a larger number of bases stacked with the tube than the disordered polymer
poly(rI) (19 adenines vs. 13 hypoxanthines of 25 nucleotides). As well, this
conclusion is supported with spectral studies of the hypochromic effect of nano-
tubes interacting with these polymers, which become apparent due to p-p stacking
interaction of nanotubes with NBs. Thus, the value of the hypochromic effect for
nanotubes covered with poly(rA) is higher than that determined for nanotubes with
poly(rI).
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Chapter 20
Non-Covalent Immobilization
of Oligonucleotides on Single-Walled
Carbon Nanotubes

Evgeny K. Apartsin, Marina Yu. Buyanova, Darya S. Novopashina,
Elena I. Ryabchikova and Alya G. Venyaminova

20.1 Introduction

Carbon nanotubes (CNTs) have unique chemical and physical properties and are
compatible with biomacromolecules and cells. Modern synthetic methods make it
possible to obtain modified CNTs containing organic, inorganic, and hetero-
organic fragments [1, 2]. Hybrids of CNTs with nucleic acids, proteins, and other
biological molecules find a wide range of practical applications. CNT hybrids with
nucleic acids are used in the systems of target molecule detection [3] as well as in
nanomedicine as transporters of therapeutic nucleic acids [4–6]. The methods
frequently used for obtaining the hybrids of nucleic acids (NA) with single-walled
and multi-walled carbon nanotubes (SWCNTs and MWCNTs) are to be described
below.
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20.1.1 Covalent Immobilization of NA to CNTs

There are several approaches of covalent attachment of NA onto CNT surface. The
frequently used method employs a conjugation of 50- or 30-amino-terminated
oligonucleotide with carboxy-functionalized CNTs (CNT-COOH) upon carbodi-
imide activation resulting in formation of amide bond. The use of this method for
modification of dispersed [7–11] and aligned CNTs [12–14] was reported. It is also
possible to add the 50-NH2-terminated peptide nucleic acid oligomers to activated
carboxylic groups of CNT-COOH [15]. It should be noted that unmodified oli-
gonucleotide can be attached to CNT-COOH by interactions of amino-groups of
heterocyclic bases with activated carboxylic groups [16], with the functional
activity of oligonucleotide being retained. The inversed approach, i.e., conjugation
of oligonucleotide to amino-modified SWCNTs [17] presumes activation of
50-phosphate group in oligonucleotide followed by coupling with CNTs modified
with ethylenediamine. In another method of covalent grafting of oligonucleotide
onto CNTs [18] ethylenediamine-modified SWCNTs were treated by bifunctional
reagent to form HS-groups on the SWCNT surface. The addition of 50-SH-oli-
gonucleotide was resulted in its covalent grafting to SWCNTs via disulfide bond.

A method of photomodification of CNT surface by azides of different structure
followed by grafting of oligonucleotide from CNTs using standard NA synthesis
procedure or by grafting of pre-synthesized oligonucleotide to modified CNTs was
suggested [19, 20]. As a result, oligonucleotide molecules are attached to
numerous sites of CNTs directly or via linker.

The principal advantage of covalent immobilization of NA to CNTs is strong
binding between nanomaterial and biomolecule. However, such method does not
permit to achieve high loading of oligonucleotide to CNTs.

20.1.2 Non-Covalent Immobilization of NA to CNTs

Oligonucleotides are known to interact with CNTs by means of p-p-stacking
interactions of heterocyclic bases of oligonucleotide with aromatic system of
nanotube [21, 22]. The selective affinity of oligonucleotide of definite sequence to
the CNT of given chirality was also shown [23]. To obtain hybrids, sonication of
mixed solution of oligonucleotide and CNTs are usually used. The hybrids formed
are relatively stable in conditions of ion-exchange and site-exclusion chromatog-
raphy [24–26] and also upon application of low voltage [27–31]. However, such
kind of hybrids appear to decompose during electrophoresis [32–34] and after
translocation into cells [35].

Addition of complementary strand to the solution of CNT-NA hybrid resulted in
decomposition of the latter by withdrawal of NA duplex from CNT surface [36–38].
Nevertheless, the successful delivery of NA duplexes (including siRNA) adsorbed
onto CNTs into cells has been shown [39–41]. When the oligonucleotide added is
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complementary to the terminal region of another oligonucleotide adsorbed on
CNTs, partial removal of the latter from SWCNT occurs, with displaced fragment
taking part in duplex formation. This property was used for the construction of
nano-structured materials [42–44].

The use of electrostatic interactions between oligonucleotide and functionalized
CNTs appeared to be a very efficient method of construction of CNT-NA hybrids.
To date, a wide number of approaches to obtain hybrids of single-strand and
double-strand DNA and RNA with CNTs by means of electrostatic interactions
have been reported [45–47]. CNTs are usually functionalized by amino-terminated
linkers interacting with phosphate groups in oligonucleotide backbone. The most
simple approach presumes the covalent attachment of amines to activated car-
boxylic groups in oxidized CNTs. Used for this purpose are aliphatic amines [8,
48–53], amino-terminated dendrimers [54, 55], diamino-oligo(ethylene glycols)
[53] grafted to CNTs or poly-amines grafted from CNTs [56, 57]. Another
approach consists of the electrostatic interaction of oligonucleotides and their
complexes with MWCNTs or SWCNTs amino-functionalized by 1, 3-dipolar
cycloaddition. Employing this approach, non-covalent hybrids of CpG oligonu-
cleotides [58, 59], siRNA [60, 61] and plasmid DNA [62–64] with SWCNTs and
MWCNTs bearing amino-oligo(ethylene glycol) and amino-terminated dendrons
were obtained.

In an alternative method of electrostatic NA attachment to CNTs, the latters are
non-covalently amino-functionalized by positively charged amino-bearing mole-
cules. The substances most suitable for this purpose are surfactants and surfactant-
like molecules consisting of hydrophobic part interacting with CNT surface and
positively charged hydrophilic part interacting with NA fragments. The design of
hybrids of siRNA, plasmid DNA and calf thymus DNA with CNTs functionalized
with dodecyltrimethylammonium bromide [65], cetylpyridinium chloride [66],
cationic cholesterol compounds [67–69], and positively charged pyrene compounds
[70, 71] was reported. As an example of use of more complex non-polymeric
molecules for the CNTs functionalization with NA, anchoring of lipid-amino acid
denrdimer conjugates on SWCNTs followed by electrostatic attachment of siRNA
shoud be mentioned [72]. Among the wide variety of cationic polymers, the
frequently used for the obtaining of CNT-NA hybrids are polyethylenimine
[66, 73–76], poly(L-lysine) [77], poly(diallyldimethylammonium chloride) [50, 78]
and chitosan [79, 80]. The use of poly(2,6-pyridinedicarboxylic acid) [48, 81] and
cationic glyco-polymers [82] was also reported.

Selective attachment of oligonucleotides directly to the sites of CNT func-
tionalization can be achieved by using highly specific non-covalent streptavidin-
biotin interaction. Typically, biotinylated oligonucleotide is immobilized on
streptavidin-coated CNTs. Functionalization of CNTs with streptavidin can be
done both by simple protein adsorption on CNTs surface [83, 84] and by covalent
attachment of streptavidin to pre-functionalized CNTs [85]. According to another
method, CNTs were biotinylated at first, then streptavidin molecules were attached
specifically at the sites of biotinylation; finally, biotinylated oligonucleotide was
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added to be attached to streptavidin molecules [86]. The approaches of obtaining
NA-CNT hybrids based on streptavidin–biotin interaction are used to immobilize
different oligonucleotides on CNT surface, such as DNAzymes, aptamers, oligo-
nucleotide probes, and long double-stranded DNA fragments.

Non-covalent methods of NA immobilization to CNTs attract the attention of
researchers due to their diversity and simplicity in use. The frequently appearing
disadvantage of non-covalent methods is low stability of hybrids formed.

20.1.3 The Use of Anchor Groups for Attachment of NA
to CNTs

Along with methods of covalent and non-covalent immobilization of NA to CNTs,
the method combining them both should also be discussed. Usually, two alter-
native approaches are used. Oligonucleotide can be conjugated to a small molecule
having high affinity to CNTs and then this conjugate interacts with CNTs to give
CNT-NA hybrid. In an alternative approach, CNTs are functionalized by small
molecules interacting with them with high affinity and bearing reactive groups
followed by the addition of oligonucleotide also resulting in formation of hybrid.
These small molecules that can be non-covalently bonded with CNT surface thus
immobilizing oligonucleotide are referred to as anchor groups. As a rule, anchor
groups are derivatives of hydrophobic molecules bearing reactive groups for the
conjugation with oligonucleotides.

An efficient method combining the NA attachment and hydrophilic function-
alization of CNTs utilizes phospholipid as an anchor group, with amino-terminated
poly (ethylene glycol) being conjugated with lipid moiety. Upon functionalization,
lipid tails cover CNT surface, and poly (ethylene glycol) makes them highly
soluble. Terminal amino groups are treated by bifunctional reagent to form
HS-groups on CNT surface, after that 50-SH-oligonucleotide is conjugated to
functionalized CNTs via disulfide bond. The approach described was used for
obtaining hybrids of SWCNTs with antisense oligonucleotides [87] and siRNA
[88–91]. After functionalization and NA attachment, SWCNT-NA hybrids formed
were highly soluble and demonstrated high biocompatibility.

One of the most convenient methods for obtaining of NA-CNT hybrids is based
on anchoring of oligonucleotides onto CNTs by means of pyrene residues. In
contrary to the non-covalent immobilization of NA onto CNTs using positively
charged pyrene derivatives mentioned above [70, 71], pyrene anchor groups are
conjugated to oligonucleotides by amide or phosphoramide bond. This can be done
either by interaction of 1-pyrenebutanoic acid succinimidyl ester with 50- or 30-
amino-terminated oligonucleotide [92–95] or by introduction of 1-pyrenylmeth-
ylamine onto 50-phosphate-terminated oligonucleotide followed by the interaction
of pyrene conjugate obtained with CNTs [96, 97].
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In general, the use of pyrene anchor groups for the immobilization of oligo-
nucleotides and their complexes on CNTs is a very prospective approach. The
main advantages of such kind of anchor groups are high synthetic flexibility, high
density of functionalization and the possibility to both attach oligonucleotides to
functionalized CNTs and functionalize CNTs with pre-formed oligonucleotide-
anchor group conjugate. Nevertheless, the lack of systemic study of the effect of
different factors on hybrids formation process is an obstacle for application of this
approach. Here, the comparative study of the immobilization of 50-pyrene conju-
gates homo-oligoribonucleotides and homo-oligodeoxyribonucleotides of different
length onto SWCNT surface is done.

20.2 Materials and Methods

20.2.1 Materials

SWCNT-COOH (500–1,500 nm length, Aldrich, US) were used as a platform for
the construction of hybrids. Oligoribo- and oligodeoxyribonucleotides were syn-
thesized by the solid phase phosphoramidite method using an ASM-800 automated
synthesizer (Biosset, Russia). The 50-terminal phosphate groups were introduced
into oligonucleotides at the last stages of the synthesis by means of a condensation
of the polymer-bound protected oligonucleotide with [2-[2-(4,40-dimethoxytrityl-
oxy)ethyl]sulfonyl]ethanol H-phosphonate using pivaloyl chloride as activator.
H-Phosphonate was synthesized as described in [98].

20.2.2 Instrumentation

Optical density of solutions of oligonucleotides and their derivatives was measured
on a Nanodrop 1000 spectrophotometer (Thermo Fisher Scientific, US). Solutions
of SWCNTs and their hybrids with oligonucleotides were prepared by sonication
in a Sonorex Super RK 31 H ultrasonic bath (Bandelin Electronic, Germany). The
fluorescence spectra were recorded on a Cary Eclipse spectrofluorometer (Varian
Inc., US) in quartz cuvettes (optical path of 3 mm) at 25 �C. The temperature was
maintained using a 2219 Multitemp II thermostatic circulator (LKB Bromma,
Sweden). Mass spectra were recorded using a MALDI-TOF Autoflex Speed mass-
spectrometer (Bruker Daltonics, Germany). f-Potential measurements of SWCNTs
and their hybrids with oligonucleotides were conducted using a Nanosizer ZS
particle analyzer (Malvern Instruments, UK). TEM images were obtained using a
Veleta (SIS, Germany) digital camera mounted on a JEM 1400 transmission
electron microscope (JEOL, Japan).
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20.2.3 Synthesis of 50-Pyrene Conjugates of Oligonucleotides

To a solution of 50-phosphorylated oligonucleotide (cetyltrimethylammonium salt;
approximately 0.03 lmol) and 4-N,N0-dimethylaminopyridine (5 mg, 41 lmol) in
anhydrous DMSO (50 ll), triphenylphosphine (6.8 mg, 25 lmol), and 2,20-
dipyridyl disulfide (5.3 mg, 25 lmol) in anhydrous DMSO (25 ll each) were
added. The reaction mixture was stirred for 15 min at 37 �C. The activated oli-
gonucleotide was precipitated with 2 % LiClO4 in acetone, washed quickly with
acetone, and dissolved in water (5 ll), followed by addition of 1-pyrenylmethyl-
amine hydrochloride (0.6 mg, 2.2 lmol) in the mixture of DMSO (25 ll) and
triethylamine (5 ll). The reaction mixture was stirred for 2 h at 37 �C. The
nucleotide material was precipitated with 2 % LiClO4 in acetone and washed with
acetone.

20.2.4 Procedure of the Preparation of SWCNT-COOH-
Containing Solutions

To obtain solutions of hybrids, SWCNT-COOH were added to the buffered
(10 mM Tris-HCl, pH 7.5, 1 mM Na2EDTA, 0.1 M NaCl) solution of 1-pyre-
nylmethylamine or 50-pyrene conjugate of oligonucleotide (1 lM) to the final
concentration of 0.5–128 mg/L, sonicated for 30 min and centrifuged (5 min,
14,000 g).

20.2.5 Isotherms of Adsorption of Pyrene Conjugates
of Oligonucleotides on SWCNTs

The fluorescence spectra of non-covalent hybrids of pyrene conjugates of oligo-
nucleotides with SWCNT-COOH were recorded at kex = 345 nm. The amount of
oligonucleotide adsorbed on SWCNTs tads was calculated by the following
formula:

tads ¼ 1� Ip

I0
p

 !
� C Pyrð ÞR�V ;

where Ip is the intensity of pyrene residues fluorescence at 378 nm in the solution
of hybrid of oligonucleotide with SWCNTs, I0

p is the intensity of pyrene residues
fluorescence at 378 nm in the reference solution of oligonucleotide in the same
concentration (1 lM), C Pyrð ÞR is total concentration of pyrene conjugate of oli-
gonucleotide (1 lM), V is sample volume.
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20.2.6 TEM Examination of the Samples of SWCNTs
and Their Hybrids with Oligonucleotides

A formvar-covered copper grid was placed on a drop of solution of a SWCNT-
containing sample (SWCNT amount was 25 mg/L) for 90 s. The grid was then
placed on a drop of aqueous solution of contrasting agent (0.5 % uranyl acetate)
for 5 s. The excess of a liquid was removed by filter paper. The grids were
examined in a JEM 1400 electron microscope at accelerating voltage of 80 kV.
The images were collected by side-mounted Veleta digital camera (SIS, Germany).

20.3 Results and Discussion

20.3.1 50-Pyrene Conjugates of Oligonucleotides

The 50-pyrene conjugates of model oligoribo- and oligodeoxyribonucleotides were
synthesized by the coupling of 1-pyrenylmethylamine with 50-terminal phosphate
group of oligonucleotide selectively activated by triphenylphosphine and 2,20-
dipyridyl disulfide in the presence of 4-N,N0-dimethylaminopyridine as a nucle-
ophilic catalyst [99– 101]. Pyrene residues were conjugated to oligonucleotides via
phosphoramide bond (Fig. 20.1).

The structure of the conjugates was confirmed by MALDI TOF mass-spec-
trometry (Table 20.1) and UV (kmax = 260 nm, oligonucleotide; kmax = 330,
345 nm, pyrene) and fluorescence spectroscopy (kex = 345 nm, kem = 378,
390 nm, pyrene).

Fig. 20.1 Synthesis of 50-pyrene conjugates of oligonucleotides

20 Non-Covalent Immobilization of Oligonucleotides 297



20.3.2 Hybrids of SWCNTs with Oligonucleotides

The 50-pyrene conjugates of oligoribo- and oligodeoxyribonucleotides were non-
covalently immobilized on SWCNT-COOH (Fig. 20.2). Pyrene residues were
adsorbed on defectless sites of SWCNT surface thus anchoring oligonucleotides.
This process was carried out in relatively mild conditions (short-term sonication),
with oligonucleotide remaining stable and undamaged [97].

A comparative study of the immobilization of 50-pyrene conjugates of different
oligonucleotides onto the surface of SWCNT-COOH was performed to evaluate
the influence of oligonucleotide structure on the hybrid formation and to find
conditions of the maximum loading of oligonucleotides on SWCNT-COOH. The
efficacy of the adsorption of 50-pyrene conjugates of oligonucleotides on the
surface of SWCNT-COOH was evaluated by f-potential measurements and fluo-
rescence titration. To examine the effect of oligonucleotides on hydrodynamic
properties of SWCNTs, f-potential measurements were conducted at SWCNT-
COOH concentration of 12–128 mg/L. The f-potential values graphs were shown
to have minima at the points believed to correspond to the maximal amount of
oligonucleotide adsorbed on individual SWCNTs (Fig. 20.3). It was interesting to
find that in the plots of hybrids of SWCNT-COOH with oligoribonucleotides the
minima were observed at SWCNT concentration about 60 mg/L, while in the plots

Table 20.1 50-Pyrene conjugates of oligonucleotides

Abbreviation Conjugatea Molecular weight

Calculated Foundb

Pyr(rA)15 50-PyrCH2NHpAAAAAAAAAAAAAAA 5169.4 5169.9
Pyr(rA)20 50-PyrCH2NHpAAAAAAAAAAAAAAAAAAAA 6815.4 6819.7

Pyr(rA)25 50-PyrCH2NHpAAAAAAAAAAAAAAAAAAAAAAAAA 8461.4 8467.1
Pyr(dA)15 50-PyrCH2NHpd(AAAAAAAAAAAAAAA) 4929.4 4929.8
Pyr(dA)20 50-PyrCH2NHpd(AAAAAAAAAAAAAAAAAAAA) 6495.4 6500.3

Pyr(dA)25 50-PyrCH2NHpd(AAAAAAAAAAAAAAAAAAAAAAAAA) 8061.5 8063.2

a Pyr = pyrene residue; p = phosphate group.
b MALDI TOF mass-spectrometry.

Fig. 20.2 Scheme of SWCNT-COOH non-covalent functionalization
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of hybrids of SWCNT-COOH with oligodeoxyribonucleotides of the same length
the minima were observed at SWCNT concentration about 100 mg/L. This phe-
nomenon can be explained by different hydratation of oligoribo- and oligode-
oxyribonucleotides resulting in the formation of hybrids of different composition.

The efficacy of oligonucleotides adsorption on the surface of SWCNT-COOH
was assessed by the fluorescence titration of the solutions of the pyrene conjugates
of oligonucleotides by SWCNTs at concentrations from 0.5 to 128 mg/L according
to [96]. The similar approach of the estimation of oligonucleotide adsorption
efficacy employing gel electrophoresis has been reported recently [86], however,
the use of fluorometry is believed to increase the accuracy of assay used. Presented
in the Fig. 20.4a are the typical fluorescence spectra of pyrene residues during the
titration by SWCNTs. Fluorescence intensity has been shown to decrease with the
increasing of SWCNT concentration as a result of pyrene fluorescence quenching
upon adsorption onto SWCNTs [102]. The comparison of isotherms of adsorbtion
of 1-pyrenylmethylamine and conjugate Pyr(rA)15 on SWCNT-COOH is presented
in the Fig. 20.4b. The adsorption of pyrene conjugate of oligonucleotide is defined
mostly by adsorption of pyrene residues but the adsorption process is hindered by
oligonucleotide itself.

The amount of the adsorbed conjugates was calculated from the data on the
fluorescence quenching. The isotherms of adsorption of the pyrene conjugates of
oligoribo- and oligodeoxyribonucleotides of different length on the surface of
SWCNTs are presented in Fig. 20.3c, d. The capacity values of SWCNTs for
oligonucleotides were calculated from adsorption isotherms at the point of
reaching a plateau by [96] as quantity of oligonucleotide (lmol) adsorbed onto
SWCNTs. Pyrene residues adsorption efficacy slightly decreases with the increase
of the oligonucleotide length due, probably, to stacking interactions of the het-
erocyclic bases of oligonucleotides with the SWCNT surface. The adsorption of
oligodeoxyribonucleotides on SWCNT-COOH has been shown to be less effective
than those of oligoribonucleotides. The capacity of SWCNTs was amounted to
20–35 lmol of oligonucleotide per gram for oligodeoxyribonucleotides and
30–50 lmol/g for oligoribonucleotides. SWCNT: oligonucleotide ratios resulting

Fig. 20.3 f-Potential plots of SWCNT-COOH and their hybrids with oligoribonucleotides
(a) and oligodeoxyribonucleotides (b). Conditions: 10 mM Tris–HCl, 1 mM Na2EDTA, 0.1 M
NaCl, pH 7.5; oligonucleotide concentration is 1 lM. Data represent mean ± S.D. (n = 5)
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both in the minima in f-potential plots and in reaching a plateau in adsorption
isotherms plots were considered optimal for the formation of hybrids.

20.3.3 TEM Observations of Modified SWCNTs and Their
Hybrids with Oligonucleotides

The morphology of SWCNT-COOH and their hybrids with oligonucleotides
prepared under the optimal conditions was examined using TEM after staining
with uranyl acetate. The use of contrasting agents permitted the oligonucleotides
on SWCNT surface to be visualized at a relatively low magnification (Fig. 20.5).
Visualization is achieved due to electrostatic interactions of uranyl cations with the
phosphate groups in the oligonucleotide backbone.

Fig. 20.4 Fluorescence spectra (kex = 345 nm) of the hybrid of SWCNT-COOH with Pyr(rA)15

at concentrations of SWCNT-COOH from 0 to 128 mg/L (Inset: dependence of fluorescence
intensity at kmax = 378 nm on concentration of SWCNTs) (a) and adsorption isotherms: 1-
pyrenylmethylamine and conjugate Pyr(rA)15 on SWCNT-COOH (b), pyrene conjugates of
oligoribonucleotides on SWCNT-COOH (c), pyrene conjugates of oligodeoxyribonucleotides on
SWCNT-COOH (d). The data in adsorption isotherm plots represent mean ± S.D., n = 3.
Conditions: 10 mM Tris-HCl, 1 mM Na2EDTA, 0.1 M NaCl, pH 7.5; 25 �C; oligonucleotide
concentration is 1 lM
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Bundles of SWCNTs with a diameter of 10–20 nm and length up to 1 lm were
observed on electron micrographs. The sites of oligonucleotides adsorption were
seen after staining as rounded structures with a diameter of about 2–5 nm on the
surface of the nanotubes. Electron-dense stripes across SWCNT bundles were also
observed. Such a finding is in agreement with the data of Chhikara et al. [68]. The
study of the effect of oligonucleotide nature and length on their distribution on
SWCNTs was attempted, but unfortunately, TEM observation did not reveal any
significant differences in the distribution of electron-dense structures. It should be
noted that in the absence of a contrasting agent no electron-dense structures were
found on the SWCNT surface.

Fig. 20.5 TEM images of
SWCNT-COOH (a), hybrid
of SWCNT-COOH with
Pyr(rA)15 (b), hybrid of
SWCNT-COOH with
Pyr(rA)25 (c), hybrid of
SWCNT-COOH with
Pyr(dA)25 (d). Black arrows
indicate the sites of
oligonucleotide adsorption on
SWCNT surface. The
samples were stained by
uranyl acetate (0.5 %). Scale
bar corresponds to 100 nm
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20.4 Conclusion

In summary, pyrene residues attached to the 50-termini of oligonucleotides were
used as the anchor groups to immobilize the latters onto the SWCNT surface. The
formation of non-covalent hybrids of SWCNT-COOH with 50-pyrene conjugates
of oligoribo- and oligodeoxyribonucleotides was demonstrated. By means of
fluorescence titration and f-potential measurements oligoribonucleotides were
shown to interact with SWCNTs more efficiently than oligodeoxyribonucleotides.
Both SWCNTs and their hybrids with oligonucleotides were characterized by
physico-chemical methods. Since the approach based on the use of pyrene anchor
groups is suitable for the attachment of different types of oligonucleotides onto
SWCNTs, the regularities of interaction of pyrene conjugates of oligoribo- and
oligodeoxyribonucleotides found in this work can be used for the rational design of
multifunctional CNT-based constructions as a platform for future therapeutics and
diagnostics.
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Chapter 21
Sol–Gel Organic–Inorganic Hybrid
Materials Containing Lanthanide
Complexes with Polydentate Acyclic
and Cyclic Ligands: Synthesis
and Spectral-Luminescent Properties

S. S. Smola, O. V. Snurnikova, E. N. Fadeyev and N. V. Rusakova

Abbreviations

APTMS (3-aminopropyl)trimethoxysilane
DMF N,N-Dimethylformamide
DTPA Diethylenetriaminepentaacetic acid
EDTA Ethylenediaminetetraacetic acid
ESI Electrospray ionization
ET Energy transfer
FTIR Fourier transform infrared spectroscopy
IR Infrared
ISC Intersystem crossing
Ln(III) Lanthanide(III)
NMR Nuclear magnetic resonance
OLED Organic light-emitting diode
TBC 25,26,27,28-tetrahydroxy-p-tert-butylcalix[4]arene
TEOS Tetraethyl orthosilicate
TESPIC 3-(triethoxysilyl)propyl isocyanate
THF Tetrahydrofuran
UV Ultraviolet
m Multiplet (NMR-spectra)
s Singlet
t Triplet
I4f 4f-Luminescence intensity
S0 Ground singlet state
S1 First excited singlet state
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T1 First excited triplet state
kex Excitation wavelength
kem Emission wavelength
s Excited state lifetime

Design and study of new luminescent compounds as active components of
nanomaterials is one of the challenges for scientists working on light-emitting
devices, luminescent thin films, OLEDs, optical amplifiers, solar energy conver-
sion, alternative light sources, and other. Among a large number of luminescent
compounds lanthanide-containing ones should be noted as unique luminescent
probes. The emission spectra of lanthanide ions is described as narrow bands
covering the wide range from the UV (Gd(III)) to visible (Pr(III), Sm(III), Eu(III),
Tb(III), Dy(III), Tm(III)) and near-infrared (Pr(III), Nd(III), Ho(III), Er(III),
Yb(III)). The lifetimes of lanthanide emission are rather large, e.g., 0.2–0.5 ms for
Nd(III), 1–11 ms for Eu(III) [1–3]. These unique properties of the lanthanide
emission (4f-emission) are the result of the forbidden transitions between f-orbitals
of the inner 4f-shell, shielded by the filled 5s—and 5p-shells. Because of this
shielding the influence of the local environment of the lanthanide ion is limited.

Since all lanthanide ions have low molar absorption coefficients
(\10 L mol-1 cm-1), the direct excitation in absorption bands of f–f-transitions
leads to weak 4f-emission. One of the efficient method to improve 4f-luminescent
characteristics is sensibilization of lanthanide luminescence in complexes with
strongly absorbing organic ligands [3]. Under excitation at the absorption bands of
organic ligands much more energy can be absorbed by the organic chromophores
than the lanthanide ion itself. Then the excitation energy is transferred from the
organic ligands to the lanthanide ion by intramolecular energy transfer mechanism.
The scheme of the commonly accepted mechanism of energy transfer from the
organic ligands to the lanthanide [4, 5] is presented in Fig. 21.1.

The organic ligands absorbing energy are excited to one of the vibrational levels
of the first excited singlet state (S0 ? S1). The molecule undergoes fast internal
conversion to the lowest vibrational level of the S1-state. The excited singlet state
can be deactived radiatively to the ground state exhibiting molecular fluorescence
(S1 ? S0) or go through nonradiative intersystem crossing from the singlet state S1

to the triplet state T1. The triplet state T1 can be deactivated radiatively to the ground
state S0 by the spinforbidden transition T1 ? S0. This results in molecular phos-
phorescence. A nonradiative transition from the triplet state to an excited state of the
lanthanide ion can occur. After this indirect excitation by energy transfer, the
lanthanide ion may undergo a radiative transition to a lower 4f state by character-
istic narrow band luminescence or may be deactivated by nonradiative or back
transfer processes. Such indirect excitation leads to a large Stoke’s shift and efficient
4f-luminescence and gives many advantages to lanthanide complexes as lumines-
cent probes. On the other hand, studying the 4f-luminescence some information on
the local structure around lanthanide ion can be gained: number of metal-ion sites,
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composition and symmetry of the first coordination sphere, solution state of the
Ln(III) ion, or donor–acceptor distances [6–10].

Design of highly luminescent lanthanide complexes implies the improvement
of two main factors that determine the efficiency of 4f-luminescence: energy
transfer and minimization of non-radiative processes. Concerning the first one
there is an energy match criteria suggested on simplified model that the only
existing pathway of energy transfer is from ligand triplet state. The energy dif-
ference between the singlet S1 and triplet T1 DE(S1–T1) should be at about
5000 cm-1 and between triplet state and emissive level DE(T1-Ln3+)—in the
range of 2500–3500 cm-1 [11, 12]. A close match between the energy of the
triplet state and the energy of the receiving 4f-level of the lanthanide ion is not
desirable because energy back transfer of the lanthanide ion to the triplet state can
occur [13, 14].

The main reason of deactivation processes of excited 4f-states is vibronic
coupling with the ligand and solvent molecules. High energy vibrations, such as
O–H, N–H, C–H, quench the lanthanide luminescence, especially for Nd(III),
Er(III), and Yb(III) emitting in near IR range. There is a number of synthetic
methods for elimination of radiationless losses of energy, such as perhalogenation
(usually, perfluorination [15–17]) or deuteration [18–20] of ligand, confinement of
coordination of solvent molecules to lanthanide ion: synthesis in deuterated media
[21, 22], in presence of surfactants [23–25] or heteroligand chelation [26], inser-
tion of the lanthanide ion in pre-organized environment, e.g., macrocyclic ligands
(pophyrins [27–29], calix[n]arenes [30–33], for instance), metall-organic frame-
works [34, 35]. Generally, the use of these methods sometimes requires difficult
experimental technique and increases the cost of the lanthanide-based material for
its practical use. Recent studies on organic–inorganic hybrids containing lantha-
nide ions have demonstrated their technological potential. In lanthanide-containing

Fig. 21.1 Schematic energy diagram showing main photophysical processes in lanthanide
complexes
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hybrid materials usually the complex is embedded in an organic (e.g., poly(methyl
methacrylate), poly(vinyl alcohol), poly (N-vinylcarbazole) [36–38]), or inorganic
(e.g., SiO2-, Al2O3-, TiO2-based sol-gel materials [39–41]) polymeric host matrix.
The benefit of such organic–inorganic materials is its superior mechanical and
thermal stability and luminescence output than the molecular lanthanide complex.
In this context, the sol–gel method is a powerful tool for embedding lanthanide
complex into an inorganic host and processing of hybrid materials as well as
nanocomposites, nanoparticles with interesting properties.

In this work, in order to obtain hybrid materials containing lanthanide com-
plexes covalently bonded to a silica polymeric network the following strategy was
applied. At first, the organic ligands were modified by reaction with amino- or
isocyano-derivatives of trialkoxysilane. Then the stage of complex formation with
Ln(III) ion was held. And finally a hybrid material was obtained by sol–gel pro-
cess. As organic ligands aminopolycarboxylic (ethylenediaminetetraacetic
(EDTA) and diethylenetriaminepentaacetic (DTPA)) acids and p-tert-butylca-
lix[4]arene (TBC) were used. The advantage of EDTA and DTPA is high stability
of Ln(III) complexes [42], that is important for acid- or base-catalyzed sol–gel
synthesis. The aminopolycarboxylic acids possess enough donor atoms to fill high
coordination number of Ln(III) ions. The influence of the silica host on the
4f-luminescence can be also studied due to the absence of strong light-absorbing
functional groups in EDTA and DTPA. In contrast with aminopolycarboxylates
p-tert-butylcalix[4]arene (TBC) have strong absorption band in the UV-region and
it is one of the suitable ligands for sensitization of Ln(III) luminescence due to
aromatic fragments playing a role of ‘‘photoantenna’’ [43, 44]. Furthermore, p-tert-
butyl radicals at the upper rim of calix[4]arene stabilize the ‘‘cone’’ conformation
of the macrocycle and provide its conformational stability in chemical reactions.
The hydroxyl groups on the lower rim of calix[4]arene quite easily undergo
chemical modifications with substitution of mobile hydrogen atoms that allows to
provide covalent bonding of ligand/complex species to an inorganic carrier.

All synthesized compounds and materials have been characterized by elemental
analysis, ESI-mass spectrometry, IR- and 1H NMR-spectroscopy. Elemental
analysis (C, H, N) was carried out on Perkin–Elmer CHN-240 analyzer. The
content of the lanthanide ions was determined by complexometric titration.
ESI-Mass spectra of compounds were recorded on Waters ESI TOF Premier
spectrometer. 1H NMR spectra were obtained on Bruker Avance AV 400
(400 MHz) spectrometer in D2O solutions at pH & 10 (with the addition of
NaOD) for aminopolycarboxylic acids and in CDCl3 ion the case of calixarene and
its complexes. IR spectra were recorded on Perkin–Elmer Frontier FT-IR spec-
trometer in KBr pellets.

Aminopolycarboxylic acids were modified by reaction of dianhydride of rele-
vant acid with (3-aminopropyl)-trimethoxysilane (APTMS) according to modified
method described in [45]. Aminopolycarboxylic acid dianhydride (5 mmol) was
dissolved in 150 ml of anhydrous DMF with slight heating. Then an equimolar
amount of APTMS was added dropwise. The reaction mixture was stirred at 80 �C
for 48 h. Then 100 ml of THF were added, formed white precipitate was filtered
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and recrystallized from solvent mixture DMF-benzene (1:1). EDTA-APTMS:
Yield 83 %. M.p. [ 250 �C (dec.). Elemental analysis: found for C16H31N3O10Si
%: C, 42.35; H, 6.91; N, 9.11; calculated, %: C, 42.37; H, 6.89; N, 9.27. ESI-
MASS, m/z: 453 ([M]-), 393 ([M–2CH3-OCH3]-), 334 ([M–2CH3–OCH3–
CH2COOH]-). 1H NMR, d (D2O): 0.71 t (2H, –CH2–Si, J = 8.29 Hz), 1.64 m
(2H, –CH2–CH2–Si, J = 7.53 Hz), 3.00 t (2H, –CH2–H2–CH2–Si, J = 7.15 Hz),
3.20–3.35 m (4H, N–CH2–CH2–N), 3.09 s (2H, –CH2–CONH–), 3.52 s (6H,
–CH2–COO-). DTPA-APTMS: Yield 79 %. M.p. [ 250 �C (dec.). Elemental
analysis: found for C20H38N4O12Si, %: C, 43.47; H, 6.79; N 10.31; calculated,
%: C, 43.31; H, 6.91; N 10.10. ESI-MASS, m/z: 554 ([M]-), 493 ([M–2CH3–
OCH3]-), 391 ([M–(CH2)3Si(OMe)3]-). 1H NMR, d (D2O): 0.59 t (2H, –CH2–Si,
J = 7.79 Hz), 1.67 m (2H, –CH2–CH2–Si, J = 7.60 Hz), 2.90 t (2H, –CH2–CH2–
CH2-Si, J = 6.02 Hz), 2.97 t (4H, N–CH2–CH2–N, J = 5.77 Hz), 3.09 t (4H,
N–CH2–CH2–N, J = 5.77 Hz), 3.33 c (8H, –CH2–COO-), 3.49 c (2H, –CH2–
CONH–).

The second step was synthesis of the lanthanide complexes with modified
aminopolycarboxylic acids. Complex with paramagnetic ion Lu(III) was obtained
for NMR spectroscopic studies. EDTA-APTMS (or DTPA-APTMS) (0.10 mmol)
was dissolved in 10 ml of 0.01 M NaOH (pH = 8.0 ± 0.5) under heating. Then
0.10 mmol of lanthanide (III) chloride was added and stirred at 80 �C for 5 h.
Then the solution was filtered, evaporated, and the solid residue was isolated by
adding 20 mL of acetone, centrifuging and washing with ethanol and water several
times. Elemental analysis: Nd-EDTA-APTMS, found for C13H25N3NaNdO12Si,
%: C, 25.69; H, 4.27; N, 6.63; Nd, 23.78; calculated, %: C, 25.57; H, 4.13; N,
6.88; Nd, 23.62. Eu-EDTA-APTMS, found for C13H25N3NaEuO12Si, %: C,
25.39; H, 4.01; N, 6.97; Eu, 24.39; calculated, %: C, 25.25; H, 4.07; N, 6.80; Eu,
24.57. Tb-EDTA-APTMS, found for C13H25N3NaTbO12Si, %: C, 25.11; H, 3.93;
N, 6.91; Tb, 25.57; calculated, %: C, 24.97; H, 4.03; N, 6.72; Tb, 25.41.
Yb-EDTA-APTMS, found for C13H25N3NaYbO12Si, %: C, 24.29; H, 3.99; N,
6.77; Yb, 27.18; calculated, %: C, 24.42; H, 3.94; N, 6.57; Yb, 27.06. Lu-EDTA-
APTMS, found for C13H25N3NaLuO12Si, %: C, 24.51; H, 3.81; N, 6.38; Lu,
27.35; calculated, %: C, 24.34; H, 3.93; N, 6.55; Lu, 27.28. ESI-MASS, m/z: 618
([M–Na]-), 518 ([M–(CH2)3SiOONa]-). 1H NMR, d (D2O): 0.79 t (2H, –CH2-Si,
J = 7.78 Hz), 1.81 m (2H, –CH2–CH2–Si, J = 7.71 Hz), 3.04 t (2H, –CH2–CH2–
CH2–Si, J = 7.61 Hz), 2.75 s (4H, N–CH2–CH2–N), 3.00-3.50 m (8H, –CH2–
COO-, –CH2–CONH–). Nd-DTPA-APTMS, found for C17H27NdN4NaO12Si, %:
C, 30.34; H, 4.19; N, 8.13; Nd, 21.22; calculated, %: C, 30.26; H, 4.03; N, 8.30;
Nd, 21.38. Eu-DTPA-APTMS found for C17H27EuN4NaO12Si, %: C, 29.83; H,
3.81; N, 8.39; Eu, 22.41; calculated, %: C, 29.92; H, 3.99; N, 8.21; Eu, 22.27. Tb-
DTPA-APTMS, found for C17H27TbN4NaO12Si, %: C, 29.86; H, 3.77; N, 8.29;
Tb, 22.89; calculated, %: C, 29.62; H, 3.95; N, 8.13; Tb, 23.05. Yb-DTPA-
APTMS, found for C17H27YbN4NaO12Si, %: C, 29.22; H, 3.75; N, 7.79; Yb,
24.81; calculated, %: C, 29.02; H, 3.87; N, 7.96; Yb, 24.60. Lu-DTPA-APTMS,
found for C17H27LuN4NaO12Si, %: C, 28.79; H, 3.99; N, 7.81; Lu, 24.99;
calculated, %: C, 28.94; H, 3.86; N, 7.94; Lu, 24.80. ESI-MASS, m/z: 684
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([M–Na]-), 665 ([M–H2O–Na]-), 582 ([M–(CH2)3SiOONa]-). 1H NMR, d
(D2O): 0.71 t (2H, –CH2–Si, J = 8.02 Hz), 1.77 m (2H, –CH2–CH2-Si), 3.01 t
(2H, –CH2–CH2–CH2–Si), 2.55 t (2H, N–CH2-, J = 6.28 Hz), 2.72 t (2H,
N–CH2-, J = 5.78 Hz), 2.94 t (2H, N-CH2-, J = 6.78 Hz), 2.97 t (2H, N–CH2-,
J = 5.77 Hz), 3.29–3.70 m (10H, –CH2–COO-, –CH2–CONH–).

The lanthanide-containing nanocomposites were synthesized using adapted
Stöber method [46]. TEOS (5 mmol, 1.12 ml) was added to a mixture of absolute
ethanol (7.2 ml) and distilled water (0.08 ml) and stirred for 30 min, followed by
the addition of 0.1 mmol of the Ln(III) complex (Ln-EDTA-APTMS or Ln-
DTPA-APTMS) in 5 ml of water (pH = 7.0–7.5). Then 2 ml of NH4OH (25 %)
was added. Stirring was continued at the same temperature during 30 min. The
resulting samples were isolated by adding 20 ml of acetone, centrifuging and
washing with ethanol and water several times to remove the unreacted materials
that were dried at reduced pressure at 95–100 �C for 2 weeks. The molar ratio of
the components in the synthesis was TEOS : Ln(III) complex = 50:1.

The modification of aminopolycarboxylic acids and formation lanthanide (III)
complexes were confirmed by ESI-mass spectrometry, 1H NMR and FT-IR-
spectroscopy. In the ESI-mass spectrum of EDTA-APTMS peaks with m/z 453
[M], 393 [M–2CH3O–CH3] and 317 [M–CH2Si(OCH3)3] are present. The spec-
trum of DTPA-APTMS displays peaks with m/z 493 ([M–2CH3–OCH3]-), 447
([M–Si(OCH3)3]) and 391 ([M–(CH2)3Si–(OCH3)3]-). In the spectra of Eu(III)
and Lu(III) complexes the most intense peaks correspond to molecular ion without
coordinated water molecules.

The presence of trimethoxysilyl-groups in EDTA- APTMS and DTPA-APTMS
due to its unsymmetrical structure causes magnetical non-equivalence of some
protons and complication of 1H NMR spectra as compared to free EDTA and
DTPA [47]. In the spectrum of DTPA-APTMS, for instance, the signals of
N(CH2)2 N-protons appear as two triplets at 2.97 and 3.90 ppm, signals of
NCH2COO-fragments are two singlets at 3.33 and 3.49 ppm. There are three
signals corresponding to three methylene groups of propyl fragment at 0.59, 1.67,
and 2.90 ppm.

The formation complex of EDTA- APTMS and DTPA-APTMS with Lu(III)
ions leads to similar changes in 1H NMR spectra due to limitation of the con-
formational rotation around single C–C and C–N bonds under the coordination of
the metal. Such changes in the spectra are typical for aminopolycarboxylates. For
example, in the spectrum of Lu-DTPA-APTMS there is a small low field shift
(0.10–0.12 ppm) of propyl protons signals, four triplets at 2.55–2.97 ppm were
observed instead of two triplets of ethylenediamine protons in DTPA-APTMS,
multiplet at 3.25–3.50 ppm was registered instead of two singlets from N–CH2–
COO-fragments.

The comparison of the FTIR spectra of the modified ligands, complexes, and
hybrid materials was made. The FTIR spectra of DTPA-APTMS, its Eu(III)
complex and hybrid material are shown as an example in Fig. 21.2. In the spec-
trum of DTPA-APTMS a broad band at 1052–1144 cm-1 and the band at
911 cm-1 correspond to the asymmetric and symmetric vibrations of the Si–O–C
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bonds, respectively. Peak at 480 cm-1 corresponds to the deformation vibrations
O–Si–O, and the peak at 694 cm-1 probably caused by the stretching vibrations
Si–C. Peaks at 1634 cm-1 and 1385–1398 cm-1 were attributed to mas (COO-)
and ms (COO-), respectively. A shoulder at 1733 cm-1 corresponds to nonionized
carboxyl group. Band of deformation vibrations of amino-group of APTMS at
1577 cm-1 [48] is absent in the spectrum of DTPA-APTMS, confirming the
formation of amide bond. The direct observation of amide bond vibrations is
complicated, probably, due to its overlay with the vibrations of carboxylic groups.
The band at 2548 cm-1corresponds to stretching vibrations of R3N+–H fragments.
Peaks at 2936, 2972, 3026 cm-1 were attributed to stretching vibrations of –C–H
groups located near nitrogen atom.

In the FTIR spectrum of the complex Eu-DTPA-APTMS (Fig. 21.2b) a shift of
mas (COO-) (Dm = 40 cm-1) is observed, which confirms the coordination with
Eu(III). The vibrations of R3N+–H fragment disappears in spectrum of complex.
Stretching vibration of-CH2– groups are at 2855, 2927 and 2981 cm-1 and
bending vibration are at 1328 and 1446 cm-1. ms(COO-) are manifested in the
form of signals at 1385 and 1410 cm-1. The bands at 1094 and 1119 cm-1 are

Fig. 21.2 FTIR spectra of DTPA-APTMS (a) Eu-DTPA-APTMS (b) and Eu-DTPA-APTMS-
SiO2 (c) in KBr pellets
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assigned to the stretching vibrations of Si–OH, which arise as a result of hydro-
lysis. The IR spectra also confirm the absence of polycondenzation of hydrolyzed
fragments: peak corresponding to bending vibrations Si–O–Si at 799 cm-1 is
absent. The bands at 679, 715 cm-1 correspond to oscillation of C–Si bond.

The FTIR spectra of sol–gel materials represent a superposition of spectra of
SiO2 [49] and Ln-DTPA-APTMS (or Ln-EDTA-APTMS). The peaks at 468 and
799 cm-1 were attributed to O–Si–O and Si–O-Si bending vibrations, respec-
tively; bands of symmetric and asymmetric stretching vibrations of Si–O–Si are
located at 970 and 1088 cm-1. Some hydroxyl groups remaining in structure of
materials give the band at 1639 cm-1 (bending vibrations of Si–OH groups) and a
broad band at 3459 cm-1 (stretching vibrations of O–H groups). It is worth noting
that position of the main absorption bands of the complex does not change, con-
firming the preservation of its structure in synthesized hybrid.

The calix[4]arene-derived hybrid materials were also synthesized in several
steps. The lower rim of the TBC ligand was modified by reaction with 3-(trieth-
oxysilyl)propyl isocyanate (TESPIC), wherein active isocyanine group reacts with
hydroxyl group of calix[4]arene on the mechanism of nucleophilic addition,
according to similar method described in [50, 51]. p-Tert-butylcalix[4]arene
(0.324 g, 0.5 mmol) was dissolved in 20 ml of pyridine, and 3-(ethoxysilyl)propyl
isocyanate (0.124 g, 0.5 mmol) in 5 ml of pyridine was added dropwise with
stirring. The reaction mixture was kept under stirring at 60–65 �C for 8–10 h.
After the end of reaction, the solvent was removed. The obtained product was
recrystallized from toluene. Elemental analysis, calculated for C54H77NSiO8: C,
72.4, H, 8.6; found C, 72.6, H, 8.4. 1H NMR (CDCl3) d, ppm: 0.63 (t, 2H, CH2Si),
1.10 (t, 9H, CH3CH2), 1.22 (s, 9H, C(CH3)3), 1.27 (s, 27H, C(CH3)3), 1.62–1.68
(m, 6H, CH3CH2), 3.15–3.21 (m, 2H, CH2CH2CH2), 3.51 (d, 4H, ArCH2Ar),
3.75–3.81 (m, 2H, CH2CH2CH2) 4.12 (d, 2H, ArCH2Ar), 4.25 (d, 2H, ArCH2Ar),
4.55 (s, 1H, NH), 7.06 (s, 6H, ArH), 7.23 (s, 2H, ArH), 10.35 (s, 1H, OH).

Ln-TBC-containing hybrid materials were prepared without isolation of Ln(III)
complex. To a solution of TBC-TESPIC (0.0216 g, 0.024 mmol) in 5 ml of DMF
an equimolar amount of lanthanide chloride was added. The reaction mixture was
stirred for 3 h, tetraethoxysilane (TEOS) was added (0.250 g, 1.2 mmol) and
stirring was continued for another 4 h. Then 0.02 ml of concentrated hydrochloric
acid and 30 ml of distilled water was added to the resulting solution under careful
stirring. The final hybrids were isolated by adding 20 mL of acetone, centrifuging,
and washing with ethanol and water several times to remove the unreacted
materials. The molar ratio of the components in the synthesis was TEOS:Ln(III)
complex = 50:1.

The presence of TBC ligand covalently bonded to a silica polymeric host was
identified by means of FTIR spectroscopy. In the spectrum of TBC-TESPIC
stretching vibration bands of the hydroxyl groups is shifted to higher frequencies
compared to TBC (m(OH) = 3163 cm-1) and overlaps with the absorption band of
the NH-vibrations forming a broad band with a peak at 3338–3345 cm-1.
Increasing the intensity of absorption bands with maxima at 2964 and 2913 cm-1

is more than twofold due to the superposition of vibration bands of substituent
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CH2-groups and signals of methylene bridge of calixarene macrocycle. The
vibrations of N=C=O groups originating from TESPIC were not obserfed at
2270–2280 cm-1, indicating the modification of TBC. In contrast to the initial
calix[4]arene, there are also bands of stretching vibrations of the carbonyl group
(m(c=o) = 1658 cm-1) and ethoxysilylic fragment (m(Si–O) = 1112 cm-1,
m(Si–C) = 1210 cm-1).

As in the case of aminopolycarboxylates the FTIR spectra of calix[4]arene-
containing hybrids consist of bands of Ln(III)–TBC complex [52, 53] superimposed
on absorption bands of SiO2. The spectra reveal a red shift of the band of phenolic
groups bending vibrations (Ddc-O-H = 18–20 cm-1) and the shift in the low-fre-
quency of bands of stretching vibrations of carbonyl fragments (m(c=o) = 1635 cv-1),
these changes indicate the coordination of the se groups with lanthanide ion.
Reduction of the frequency of Si–O-bonds oscillations (m(Si–O) = 1040 cm-1)
caused due to the hydrolysis of the fragments and the formation of SiO2-skeleton
matrix.

Thus sol–gel organic–inorganic hybrid materials Ln-EDTA-APTMS/SiO2,
Ln-DTPA-APTMS/SiO2, and Ln-tBC-TESPIC/SiO2 (Ln(III) = Nd, Eu, Tb, Yb,
Er, Lu) were synthesized (Fig. 21.3). The scanning electron microphotographs
demonstrate the microstructure of hybrids. The morphology of the Ln(III) ami-
nopolycarboxylate-containing hybrids Ln-DTPA-APTMS/SiO2 is rough and the
intensive tendency of growing into inorganic polymer is observed with reservation
of the coordinated positions in corresponding bulk materials. In the case of
calix[4]arene-based hybrid the configuration of the organosilane is mixed up and it
is difficult to form an organized structure under the weak interactions such as p–p-
staking and because of the coordination between organic groups in TBC-TESPIC
and lanthanide ions.

The microstructure of sol–gel materials significantly depends on conditions of
the synthesis and the formation and the growth rates of the sol particles during the
stage of sol formation [53]. Thus, at pH \ 7 the rate of particles formation is
greater than the rate of growth that leads to a large number of little particles (less
than 10 nm) which form a three-dimensional structure. At pH = 7–10 the growth
rate of particles dominates and their size can reach about 1000 nm, but further
increase in size may lead to their deposition from solutions. On the photo the
formation of spherical nanoparticles could not be observed that suggests their
aggregation with forming of a three-dimensional matrix on the early stages of
growth (up to 5 nm).

The emission spectra of silica-modified ligands were studied to estimate the
position of singlet and triplet levels from the fluorescence and phosphorescence
spectra and the possibility of the excitation energy transfer to Ln(III) ion. The
emission spectra of Lu-EDTA-APTMS/SiO2 (Fig. 21.4a) and Lu-DTPA-APTMS/
SiO2 at 298 K show fluorescence in the range of 400–600 nm with maximum at 421
and 413 nm, respectively. At 77 K the maxima of this band shift to 446 nm and
483 nm for EDTA-and DTPA-derived samples, respectively. In the case of Lu-TBC-
TESPIC/SiO2 the sample exhibits fluorescence at 406 nm and phosphorescence at
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419 nm in the form of broad bands in the range 380–520 nm (Fig. 21.4b). The
maxima of these spectra are shift hypsochromically at 3 and 5 nm, respectively,
compared with lutetium complexes with TBC and the same for samples in the solid
state and in solution. Therefore, the energy of the singlet states of Lu-EDTA-
APTMS/SiO2, Lu–DTPA-APTMS/SiO2, and Lu-TBC-TESPIC/SiO2 amounts to

Fig. 21.3 Schematic structure of synthesized organic–inorganic hybrids (a) Ln-EDTA-APTMS/
SiO2 (b) Ln-DTPA-APTMS/SiO2 (c) Ln-TBC-TESPIC/SiO2 (d) and SEM-images of DTPA
(e) and TBC-based samples (f)
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23,750 cm-1, 24,210 cm-1, and 24,630 cm-1, respectively, and the energy of the
triplet states—22,420 cm-1, 21,900 cm-1, and 23,870 cm-1, respectively.

The values of the triplet levels are suitable to realize the intramolecular exci-
tation energy transfer to Ln(III) ions and to observe 4f-luminescence. The position
of the energy levels of aminopolycarboxylate-derived organic–inorganic materials
is more suitable for energy transfer to Eu(III) than Tb(III) ions. The energy gap
between triplet state and the emissive 5D0-level of Eu(III) (17280 cm-1) is in the
range of 4600–5100 cm-1, while for 5D4-level of Tb(III) (20500 cm-1)—
1400–1920 cm-1 and the energy back transfer processes are expected in Tb-
EDTA-APTMS/SiO2 and Tb-DTPA-APTMS/SiO2. The difference between triplet
level of TBC-based material and Eu(III) and Tb(III) ions is at about 6600 and
3370 cm-1, respectively, indicating more efficient energy transfer to Tb(III) ion in
contrast to aminopolycarboxylates. The large energy gap for Eu-TBC-TESPIC/
SiO2 assumes the greater contribution of radiationless losses of the excitation
energy on O–H-, C–H-vibrations in quenching of 4f-luminescence.

The excitation spectra of Eu-EDTA-APTMS/SiO2 and Eu-DTPA-APTMS/SiO2

(Fig. 21.5a) consist of symmetric and broad band ranging from 300 to 400 nm. As
can be seen, the matrix—the organic ligand within silica polymeric host is able to
transfer much more energy to europium ion than it absorbs at 394 nm (f–f-tran-
sition 7F0 ? 5L6). The corresponding emission spectrum contains 5D0 ? 7FJ

(J = 0, 1, 2, 3, 4) transition lines of Eu(III) with the red emission 5D0 ? 7F2 as the
most intensive one. The observed transitions are mainly of an electric dipole
nature, except the 5D0 ? 7F1 line which has a predominant magnetic dipole
contribution. It is worth noting that the fluorescence of matrix in the 390–450 nm
region is quenched more than 75 % as compared to Lu(III) complexes. The
emission spectrum of Eu-TBC-TESPIC (Fig. 21.5b) represents the band of matrix
fluorescence and very poor 4f-luminescent signal of Eu(III), probably because of
the efficient energy back transfer processes.

The 4f-luminescence intensity of obtained xerogels was compared with the
corresponding molecular complexes (Eu-EDTA, Eu-DTPA) (Table 21.1).

Fig. 21.4 Fluorescence (solid line) and phosphorescence (dashed line) spectra of Lu-
EDTAAPTMS/SiO2 (a) and Lu-TBC-TESPIC/SiO2 (b)
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The luminescence intensity of Eu-EDTA-APTMS/SiO2 is about 63 % from Eu-
EDTA intensity, and intensity of Eu-DTPA-APTMS/SiO2 is 72 % from Eu-DTPA.
When assessing these values the concentration of the ion-emitter in the sample
should also be taken into account. The content of Eu(III) in Eu-DTPA-APTMS/
SiO2, for instance, is 6.7 times lower in comparison with the Eu-DTPA. The 4f-
luminescence intensity of Eu-DTPA-APTMS/SiO2 is 1.5 times higher than of Eu-
EDTA-APTMS/SiO2. A slight increase of Eu(III) excited state lifetime is observed
in hybrids: from 329 ls in Eu-EDTA to 343 ls in Eu-EDTA-APTMS/SiO2 and
from 625 ls in Eu-DTPA to 672 ls in Eu-DTPA-APTMS/SiO2.

The energy transfer from the hybrid matrix to Tb(III) is not as efficient as ion in
Eu(III)-containing materials. The luminescence spectra of Tb-EDTA-APTMS/
SiO2 and Tb-DTPA-APTMS/SiO2 (Fig. 21.6a) registered upon excitation wave-
length at 350 nm show wide intensive band of fluorescence at 420 nm and series of
peaks, corresponding to Tb(III) transitions 5D4 ? 7FJ (J = 3, 4, 5, 6). The
intensity of the matrix fluorescence is two times larger than the 4f-luminescence.
Thus, excitation at 350 nm leads both to luminescence of Tb(III) and fluorescence
of hybrid matrix, which excitation energy is not completely transferred to
the lanthanide ion. The reason is probably in the value of the energy levels of the

Fig. 21.5 Excitation a and emission b spectra of Eu-DTPA-APTMS/SiO2 (solid line) and Eu-
EDTA-APTMS/SiO2 (dashed line)

Table 21.1 Spectral-luminescent properties of hybrid materials

Sample I4f, % s, ls

Eu-EDTA 82.3 329
Eu-DTPA 100.0 625
Eu-EDTA-APTMS/SiO2 52.5 343
Eu-DTPA-APTMS/SiO2 72.3 672
Tb-EDTA 84.1 1162
Tb-DTPA 100.0 1930
Tb-EDTA-APTMS/SiO2 10.9 1213
Tb-DTPA-APTMS/SiO2 12.0 1973

Mass content of Ln(III) in Ln-EDTA was about 34.3–35.6 %, Ln-DTPA—28.0–29.0 %, Ln-
EDTAAPTMS/SiO2—4.3–4.5 % and in Ln-DTPA-APTMS/SiO2—4.1–4.3 %
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matrix and Tb(III) ion, that causes energy back transfer. In contrast to aminopl-
olycarboxylates, the emission spectrum of Tb-TBC-TESPIC/SiO2 shows very
intensive 4f-luminescence (Fig. 21.6b),

In silica materials doped with lanthanide complexes with TBC 4f-luminescence
of Nd(III), Er(III), and Yb(III) is realized in the IR-region. For erbium-containing
compound 4f-luminescence is observed with the maximum at 1530–1532 nm
(6540 cm-1) corresponding to the transition 4I13/2 ? 4I15/2 (Fig. 21.7a). It was
found that in the silicate particles the intensity of Er(III) luminescence is 3.2–3.6
times higher than in the solution of the initial complex Er-TBC.

Upon excitation in the macrocycle absorption band (312–320 nm) particles
containing complex Nd-TBC exhibit characteristic 4f-luminescence: bands with
maxima at 889–895 nm (11,173–11,250 cm-1 transition 4F3/2 ? 4I9/2),
1065–1069 nm (9350–9400 cm-1) and 1073–1076 nm (9250–9300 cm-1)
corresponding to the splitting transition 4F3/2 ? 4I11/2.

Fig. 21.6 Emission spectra
of Tb-DTPA-APTMS/SiO2

(dashed line) and Tb-TBC-
TESPIC/SiO2 (solid line)

Fig. 21.7 Emission spectra of a Er-TBC-TESPIC/SiO2 and b YB-TBC-TESPIC/SiO2
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The spectrum of 4f-luminescence of Yb-TBC-TESPIC/SiO2 represents a band,
corresponding to the band split to three peaks with maxima at 976, 1006 and
1022 nm (Fig. 21.7b). Such splitting is a consequence of reducing the symmetry of
the coordination polyhedron of the ytterbium complex in silica matrix.

In a series of synthesized compounds EDTA - and DTPA-APTMS are more
suitable precursors for obtaining Eu(III) complexes and hybrids with effective 4f-
luminescence in visible and TBC-TESPIC—for Tb(III) and Lanthanides emitting
in near IR-range. Despite the inefficient energy transfer in Tb(III) aminopoly-
carboxylate-containing hybrids they could be useful objects for research as wide-
range dual-wave emitters due to simultaneous fluorescence and 4f-luminescence. It
may be concluded that sol–gel organic–inorganic hybrids with covalently bonded
Ln-EDTA, Ln-DTPA and Ln-TBC complexes are promising materials for further
research in practical application. This work was supported by the National
Academy of Sciences (DCNTP ‘‘Nanotechnology and nanomaterials’’, project
6.22.7.43).
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Chapter 22
Study of Nanocomposites of Amino Acids
and Organic Polyethers by Means of Mass
Spectrometry and Molecular Dynamics
Simulation

V. G. Zobnina, M. V. Kosevich, V. V. Chagovets and O. A. Boryak

22.1 Introduction

Nanocomposites made of biomolecules and organic components are promising for
biomedical and pharmaceutical applications [1], drug delivery in particular [2].
Organic nanoparticles composed of proteins and polyether polymers are currently
under development [2]. Knowledge on parameters of intermolecular interactions of
proteins with polyethers is necessary for elaboration of advanced materials and
technological procedures. The complexity and heterogeneity of such systems,
however, hampers obtaining information on their structure. In this connection, so-
called monomeric approximation in which interactions of the building blocks of
macromolecules are modeled may be helpful.

In the present communication, we address self-organization of organic nano-
particles composed of amino acids and oligomers of organic polyethers, which
mimic structural motives of pegylated proteins. Systems composed of represen-
tatives of amino acids which differ in their polarity, charge state, hydrophilicity/
hydrophobicity, and polyethylene glycol PEG-400 or oxyethylated glycerol OEG-
5 are studied.

An efficient tool in studies of noncovalent complexes of organic and biological
molecules is mass spectrometry [3], electrospray ionization (ESI) mass spec-
trometry in particular [4]. Computer experiment based on molecular dynamics
simulation permits to model structures of the complexes observed in mass spec-
trometric experiments.

V. G. Zobnina (&) � M. V. Kosevich � V. V. Chagovets � O. A. Boryak
B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy
of Sciences of Ukraine, 47, Lenin Avenue, Kharkov 61103, Ukraine
e-mail: zobnina@ilt.kharkov.ua

M. V. Kosevich
e-mail: mvkosevich@ilt.kharkov.ua

O. A. Boryak
e-mail: boryak@ilt.kharkov.ua

O. Fesenko et al. (eds.), Nanomaterials Imaging Techniques, Surface Studies,
and Applications, Springer Proceedings in Physics 146,
DOI: 10.1007/978-1-4614-7675-7_22, � Springer Science+Business Media New York 2013

327



An assumption concerning the structure of amino acids-polyether complexes
can be made on the basis of the results of previous studies of polyethers inter-
actions with monoatomic ions [5–8]. It is known that polyether chains assemble
around monoatomic cations forming crown ether-like structures [5, 6]. Recently, it
was shown that the polyether chains can form stable gas-phase complexes with
monoatomic chlorine anion [7, 8] as well. It can be proposed, that the polyether
chains will self-assemble in similar manner around the charged groups of amino
acids.

22.2 Experimental

22.2.1 Electrospray Mass Spectrometry

Electrospray (ESI) mass spectra measurements were performed using Perkin-
Elmer SCIEX API 2000 Triple Quadrupole LC/MS/MS mass spectrometer (PE
Sciex, Toronto, Canada). Standard experimental settings were applied, as descri-
bed in our previous papers [7–9].

For sample preparation, equal volumes (5–10 lL) of 10-2 M stock solutions of
amino acids and polyethers PEG-400 or OEG-5 were mixed and then diluted by
methanol to 10-4 M concentration.

Sources of reagents were as follows: amino acids were purchased from
‘‘Reachem’’ (Saint Petersburg, Russian Federation); methanol was supplied by
‘‘Reanal’’ (Budapest, Hungary); PEG-400 was produced by ‘‘Loba-Chemie’’
(Vienna, Austria). Oxyethylated glycerol OEG-5 was synthesized at the Institute
for Problems of Cryobiology and Cryomedicine of the National Academy of
Sciences of Ukraine (Kharkov, Ukraine).

22.2.2 Molecular Dynamics Simulations

Molecular dynamics simulations of associates of polyether oligomers with amino
acids were performed with CHARMM 32 force field [10, 11] using NAMD pro-
gram [12]. Integration step was 1 fs. The 103 integration steps for optimization of
the initial structure took 1 ps. The simulation was continued for 0.2 ns at 300 K.
Visualization of the structures obtained was performed by ChemCraft program
[13]. The computer experiments were performed using the facilities of the com-
puter grid-cluster of the B. Verkin Institute for Low Temperature Physics and
Engineering of the NAS of Ukraine.
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22.3 Experimental Results

Here we present the results of ESI mass spectrometric study of systems composed
of polyether oligomers OEG-5 or PEG-400 and amino acids which differ in
polarity, hydrophilicity/hydrophobicity, and charge state. Formation of supramo-
lecular amino acid-polyethers complexes is observed for all systems. The abun-
dance, distribution, and charge state of the complexes, however, vary with the type
of the amino acid component. Modeling of amino acids-oligomer complexes by
molecular dynamics simulation has confirmed our assumption concerning
assembling of the polyethers’ chains around the charged groups of amino acids.

22.4 Polyethers

Polyether polymers are polydispersed compounds characterized by molecular
mass distribution and index of polydispersity [5]. Such a distribution is reflected in
their mass spectra as a bell-shaped set of peaks [14, 15]. The oligomers are
recorded either in the protonated form or as complexes with alkali metal ions Na+

or K+ present in trace quantities in all polymer samples. Mass spectra of PEGs of
different molecular weights are well-known from the literature [6, 14]. The ESI
mass spectral pattern of oligomers of OEG-5 [15] is presented in Fig. 22.1. It
contains three bell-shaped sets of peaks OEGn�H+, OEGn�Na+, OEGn�K+ (where n
is a degree of polymerization of the oligomers).

Similar sets of peaks characteristic of polyethers are present in the mass spectra
of amino acid-polyether systems.

Fig. 22.1 Positive ion ESI mass spectrum of oligomers of OEG-5. Symbols: .–OEGn�H+, s–
OEGn�Na+, • –OEGn�K+. Numbers above the peaks correspond to degree of polymerization n.
(Adapted from work [15] with permission of ‘‘Mass-Spektrometriya’’ journal)
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22.5 Proline-Polyether System

Proline (Pro) is a hydrophobic heterocyclic imino acid which differs from all other
protein-forming amino acids by its nitrogen atom being in the form of secondary
amine.

In Fig. 22.2 both positive and negative ion ESI mass spectra of (proline –
OEG-5) system are presented. The spectra contain peaks characteristic of the
individual components of the system and products of their noncovalent
interactions.

The main experimental result consists in the recording of the sets of peaks of
both protonated and deprotonated clusters of proline with OEG-5, OEGn�Pro�H+

and [OEGn�(Pro–H)]-, in the corresponding ion modes. Qualitatively similar sets
of peaks were recorded for (proline–PEG-400) system. Observation of such pair
clusters means that proline forms stable complexes with polyether oligomers.

Two distinctive features of the ESI mass spectra of the (proline–OEG-5) system
are worth of discussion. First, the relative abundances of the peaks of both
deprotonated proline [Pro–H]- and its clusters with OEG-5 in the negative ion
mass spectra (Fig. 22.2b) are higher than those of the peaks of the protonated
proline Pro�H+ and OEGn�Pro�H+ clusters in the positive ion mass spectra
(Fig. 22.2a). Literature data show that pH value for OEG-5 is 6.5, while the
isoelectric point for proline is at pH value 6.3, which means that the deprotonated
form of proline must dominate in the OEG-5 solute. This is in agreement with the
above-indicated higher abundance of the negatively charged species. Second,
proline-OEG-5 clusters in the cationized form are absent in spite of the presence of

Fig. 22.2 ESI mass spectra
of (proline–OEG-5) system:
a positive ions; b negative
ions. Symbols: .–OEGn�H+,
s–OEGn�Na+, •–OEGn�K+,
j—OEGn�Pro�H+,
r—[OEGn–H]-,
*—[OEGn�(Pro–H)]-.
Numbers above the peaks
correspond to degree of
polymerization n. (Adapted
with permission of
‘‘Biofizichnii Visnik’’ [16])
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the cationized form of the both individual components—Pro�Na+ and OEGn�Na+,
OEGn�K+—in the positive ion mass spectra. This effect may find the following
explanation. Anionic COO– group of deprotonated proline can bind to the stable
quasi-cyclic complex of an oligomer with alkali metal cation. The resulting triple
cluster is neutral and thus it is not recorded in the mass spectra. Similar associates
are known for amino acids and crown ethers with trapped alkali metal ion. As to a
possibility of the polyethers binding to the cationized proline, there is obviously a
competition for its binding with alkali metal ions, which is resolved in favor of the
latter [16].

Molecular dynamics simulation was performed for clusters of proline in zwit-
terionic, protonated, and deprotonated form with oligomers of different chain
length. A self-organization or assembling of the initially extended polyether chain
around the amino acid was observed in the course of simulation. In Fig. 22.3
snapshots of equilibrated structures of complexes of the zwitterionic proline (a)
and deprotonated proline (b) with OEG oligomers are presented.

It can be seen that in OEG9�Pro complex positively charged = NH2
+ moiety of

the zwitterionic proline (Fig. 22.3a) is surrounded by the polyether chain in quasi-
cyclic conformation resembling a crown-ether structure; the nucleophilic ether
oxygen atoms of the chain are turned to this positively charged group. At the same
time, hydrogen atoms of the rest of the OEG9 chain are turned to the negatively
charged COO- group of proline. Ionic hydrogen bond is formed between COO-

group and terminal OH group of the oligomer. In the case of the complex with
deprotonated proline ([OEG10�(Pro–H)]-, Fig. 22.3b) an ‘‘inversed’’ conformation
(in relation to the crown-ether-like conformation) is adopted by the polyether
chain structured around the anionic proline, that is oxygen atoms of the quasi-
cyclic structure are turned outwards, while hydrogen atoms are directed to the
anion. Thus, the quasi-cyclic structure of the polyether chain formed around the
organic cationic group (Fig. 22.3a) is similar to that formed around the mono-
atomic cations Na+ and K+, while the chain structure around the organic anion

Fig. 22.3 Snapshots of equilibrated structures of complexes of proline and oligomers of OEG,
obtained by molecular dynamics simulation: a complex of the zwitterionic proline with OEG9

oligomer; b complex of deprotonated proline with OEG10 oligomer. Sticks representation [13] is
applied. (Here and further color scheme for atoms is as follows: hydrogen—white, carbon—dark
grey, nitrogen—blue, oxygen—red)
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(Fig. 22.3b) is similar to that formed around the monoatomic chlorine anion [7, 8].
It may be concluded that the polyether chain tends to wind around the charged
groups of proline amino acid.

To check our assumption concerning formation of neutral complexes of
deprotonated amino acid anion with alkali metal cation tightly bound with a
polyether, three-component system composed of (Pro–H)- and OEG10�K+ com-
plex was subjected to molecular dynamics procedure. In the course of simulation a
stable triple cluster was formed (Fig. 22.4), as it was anticipated. COO- group of
proline became bound to potassium cation, while the latter remained trapped
within the polymeric quasi-helical surrounding.

22.6 Valine-Polyether System

Valine (Val) belongs to essential nonpolar amino acids; it contains a hydrophobic
alkyl side radical.

In Fig. 22.5 positive ion ESI mass spectrum of (valine–OEG-5) system is
presented. The mass spectrum contains a set of OEGn�Val�H+ protonated associ-
ates which evidence the formation of complexes of the amino acid with oligomers
of various chain length. A set of deprotonated associates [OEGn�(Val-H)]- of
comparable abundance is present in the negative ion mass spectrum. There are no
triple clusters of valine and oligomers with alkali metal ions.

Molecular dynamics simulation of clusters of oligomers with valine in various
charge states is performed. In Fig. 22.6, a snapshot of the complex of OEG8 with
valine in neutral zwitterionic form is shown. It can be seen that the polyether chain
is located near the charged COO- and NH3

+ groups of the zwitterionic amino acid.
Terminal OH-groups of the polyether form hydrogen bonds with these groups.

Fig. 22.4 A structure of a
neutral cluster of
deprotonated proline with
potassium cation trapped by
the OEG10 oligomer
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The hydrophobic alkyl side chain of valine is excluded from the interactions.
Clusters of oligomers with neutral unionized valine appeared to be unstable.

In the clusters with protonated or deprotonated valine winding of an oligomer
around NH3

+ or COO- groups, respectively, is observed. It agrees with a possi-
bility of observation of valine-polyether clusters both in the positive and negative
ESI ion modes; efficiency of cluster formation is not affected by the neutral
hydrophobic side chain of valine.

22.7 Histidine-Polyether System

Histidine (His) is an essential hydrophilic amino acid which contains heterocyclic
imidazole functional group in the side chain. The latter is responsible for weak
basic properties of histidine; it is protonated at pH below 6 providing the cationic
state of the amino acid.

Fig. 22.5 Positive ion ESI
mass spectrum of (valine–
OEG-5) system. Symbols:
.–OEGn�H+, s–OEGn�Na+,
•–OEGn�K+, j–
OEGn�Val�H+

Fig. 22.6 Snapshot of
equilibrated structure of a
complex of zwitterionic
valine with polyether
oligomer OEG8, obtained by
molecular dynamics
simulation
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Hydrochloride His�HCl form of histidine was used in the present study. The salt
state of the amino acid was responsible for the distinctions of the ESI mass spectral
patterns of the (histidine-polyether) system from the spectra of the systems con-
taining other amino acids [9].

In Fig. 22.7 both positive and negative ion mass spectra of (histidine–OEG-5)
system are shown; the mass spectral patterns of (histidine–PEG-400) system are
similar. A set of very abundant peaks of protonated pair complexes OEGn�His�H+

are recorded in the positive ion mode (Fig. 22.7a). In contrast to other amino acids,
histidine can form triple complexes OEGn�OEGm�His�H+ with two oligomers at a
time. There are no cationized clusters of histidine with oligomers. There are no
clusters of deprotonated histidine with oligomers in the negative ion mode
(Fig. 22.7b). A set of clusters of oligomers with the chlorine anion of the salt,
OEGn�Cl- or PEGn�Cl-, are recorded instead. Observation of stable gas-phase
clusters of polyethers with chlorine anion was a novel experimental fact, which
was discussed in the above-mentioned publications [7, 8].

Remarkably, high yield of OEGn�His�H+ and PEGn�His�H+ protonated com-
plexes is in agreement with our assumption about winding of the polyether chains
around charged atoms or groups of atoms. Collisionally induced dissociation of
OEGn�His�H+ complexes has confirmed the location of the proton on histidine
molecule in the gas-phase complexes. Protonated form of histidine, formed on
dissociation of its hydrochloride salt in solution, attracts polyethers and provides
domination of its positively charged associates in the ESI mass spectra.

Fig. 22.7 ESI mass spectra
of (histidine–OEG-5) system:
a positive ions; b negative
ions. Symbols: .–OEGn�H+,
s–OEGn�Na+, •–OEGn�K+,

j–OEGn�His�H+, h–
OEGn�OEGm�His�H+,
r–OEGn�Cl-. Numbers above
the peaks correspond to
degree of polymerization n.
(Reproduced from work [9]
by permission of John Wiley
& Sons)
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Molecular dynamic simulation of OEGn and PEGn complexes with histidine in
neutral, zwitterionic, and protonated forms has demonstrated the wrapping of
charged groups present in certain forms of histidine by the polyether oligomers [9].
Presence of three spatially separated charged centers in the zwitterionic protonated
histidine facilitates its interaction with two oligomers in a triple complex
(Fig. 22.8). In the pair protonated complexes single oligomers either assemble in a
quasi-cyclic structure around the positively charged imidazole ring, or form
H-bonds and wrap around the NH3

+ and COO–groups, similarly to the case
presented in Fig. 22.8.

22.8 Systems of Polyethers with Aspartic Acid
and Glutamic Acid

Aspartic acid (Asp) and glutamic acid (Glu) are representatives of hydrophilic
anionic amino acids. They are negatively charged at physiological conditions.

ESI mass spectra of the (glutamic acid–OEG-5) system are presented in
Fig. 22.9. Mass spectra of the (aspartic acid–OEG-5) system and the systems with
PEG-400 were similar to those shown in Fig. 22.9. Comparison of the mass
spectra obtained in positive (Fig. 22.9a) and negative (Fig. 22.9b) ion modes
reveals that, as it could be expected, the abundances are much more higher for the
polyether clusters with deprotonated form of the amino acids, [OEGn�(Glu-H)]-,
in the negative ion mode as compared to the low-abundant clusters with the
protonated amino acid, OEGn�Glu�H+, in the positive ion mode. The binding of the
polyethers with the deprotonated amino acid which is dominant in solution con-
firms formation of the complexes in the initial solution. Thus formed complexes
are transferred to the gas phase under the electrospray procedure and reflect
adequately the composition of the solution under study.

Fig. 22.8 Snapshot of the
equilibrated structure of
OEG5�OEG3�His�H+

complex. (Reproduced from
work [9] by permission of
John Wiley & Sons)
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Molecular dynamics simulation for polyethers’ oligomers complexes with
glutamic acid in the deprotonated zwitterionic form (Fig. 22.10) have confirmed
the rules established earlier for other amino acids.

Relatively short chains, as in the [OEG6�(Glu-H)]- complex (Fig. 22.10a),
wrap the negatively charged groups of the amino acid; hydrogen atoms of the
chain are turned to the acidic COO- groups. Further stabilization of the structure is
achieved due to formation of ionic hydrogen bonds between three OH-groups of
the oligomer and two COO- groups of the amino acid. Longer chain in
[OEG7�(Glu-H)]- complex (Fig. 22.10b) start to assemble into a helical structure

Fig. 22.9 ESI mass spectra
of (glutamic acid–OEG-5)
system: a positive ions,
b negative ions. Symbols: .–
OEGn�H+, s–OEGn�Na+, •–
OEGn�K+, j–OEGn�Glu�H+,
r–OEGn�Cl-, D–[OEGn-
H]-, *–[OEGn�(Glu-H)]-

Fig. 22.10 Snapshots of equilibrated structures of the complexes of polyether oligomers with
zwitterionic deprotonated glutamic acid: a [OEG6�(Glu-H)]-; b [OEG7�(Glu-H)]-
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around the amino acid. When the chain length is sufficient, the NH3
+ group of the

zwitterionic glutamic acid is also wrapped by the polyether.
It may be speculated that the structural motives revealed for short polyethers

complexes with individual amino acids may occur in the complexes of polyethers
with proteins in the case of exposure of charged side chains of amino acids at the
protein surface.

22.9 Conclusions

In the framework of a problem of characterization of nanomaterials based on
organic polyethers and biomolecules, formation of complexes of amino acids
building blocks of proteins and polyethers is addressed. Combined approach
uniting experimental ESI mass spectrometric technique and computer modeling by
means of molecular dynamics allowed us to reveal stable complexes of amino
acids with polyether oligomers.

It is shown that the abundance and charge state of the complexes recorded in the ESI
mass spectra depend on the type of amino acid. The most abundant complexes are
observed for polar ionic amino acids. For cationic histidine positively charged pro-
tonated clusters PEGn�His�H+ or OEGn�His�H+ only are recorded. For anionic glutamic
and aspartic acids the clusters with deprotonated amino acid [OEGn�(Glu-H)]-,
[OEGn�(Asp-H)]- dominate. For nonpolar proline and valine clusters of oligomers
with the amino acids both in protonated form OEGn�Pro�H+, OEGn�Val�H+ and
deprotonated form [OEGn�(Pro-H)]-, [Valn�(Pro-H)]- are present.

Molecular dynamics simulation of the amino acid-polyether clusters demon-
strates that a polyether chain tends to self-organize around the charged groups of
amino acids. Positively charged HN3

+ group of zwitterionic form of all amino
acids and protonated imidazole ring of histidine are wrapped by oligomers in
quasi-cyclic conformation similar to that adopted by crown ethers in their com-
plexes with alkali metal cations. Negatively charged COO- group of zwitterionic
and anionic amino acids are wrapped by the oligomers in the ‘‘inversed’’ con-
formation. Long enough chain can organize in a quasi-helical structure around the
charged groups. Hydrophobic side radicals are excluded from interactions.

It is demonstrated that both ESI mass spectrometry and molecular dynamics
simulation are efficient methods in characterization of organic nanomaterials.

The results obtained are necessary for better understanding of the assembling
and structure of nanomaterials based on pegylated proteins. The structural motives
revealed for amino acid-polyether complexes may occur in the relevant domains of
the protein-polyether nanoparticles.
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Chapter 23
Application of Baculovirus Technology
for Studies of G Protein-Coupled
Receptor Signaling

Olga Mazina, Lauri Tõntson, Santa Veiksina, Sergei Kopanchuk
and Ago Rinken

23.1 Introduction

G protein-coupled receptors (GPCR), also referred to as 7 transmembrane span-
ning receptors (7TM), constitute the largest superfamily of receptors in vertebrates
and invertebrates. These receptors respond to a wide range of signaling compounds
such as bioamines, lipids, peptides, hormones, odorants, and even photons. They
mediate the majority of cell-to-cell communication in the human body and are
targets for nearly one-third of the prescription drugs on the market [1].

The classic paradigm of the GPCR signal transduction is a linear model
(Fig. 23.1): upon agonist binding, conformational changes in the receptor protein
activate a heterotrimeric G protein, which can activate or inhibit a variety of
downstream effector molecules [2]. GPCRs act as guanine-nucleotide exchange
factors for the heterotrimeric G proteins. Activated receptor induces a confor-
mational change in the associated G protein a-subunit leading to release of bound
guanosine diphosphate (GDP) followed by binding of guanosine triphosphate
(GTP) [3]. GTP binding to the a-subunit induces conformational changes, which
cause dissociation of the a-subunit and the bc-complex from each other and from
the GPCR. The GTP bound a-subunit as well as the bc-dimer is now able to
interact with various effector-proteins along the signaling pathway. One such is
adenylate cyclase (AC), a membrane spanning enzyme that catalyzes cyclic
adenosine monophosphate (cAMP) formation from adenosine triphosphate (ATP).
cAMP is a second messenger molecule activating several cellular proteins thereby
amplifying the receptor-mediated signal. The slow inherent GTPase activity of the
a-subunit hydrolyzes the bound GTP to GDP, leading to inactivation of the
a-subunit. The resultant a-GDP complex reassociates with the bc-heterodimer and
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the G protein returns to resting state. Efficient coupling of the heterotrimeric G
protein to receptor requires all three subunits to be present and initiates confor-
mational changes in the receptor with increase of affinity for agonists [4].

More and more evidences point to the fact that the cellular GPCR mediated
signaling has to be described by a more complex model accounting for the reac-
tions taking place in addition to the linear signal transduction. Receptor homo—
[5–7] and heterodimerization [5], receptor phosphorylation, desensitization, and
internalization have been revealed [8]. The necessity of various bivalent metal ions
for receptor binding and modulating agonistic response has been demonstrated
[7, 9, 10]. Traditionally, the development of novel biologically active ligands in
GPCR drug discovery has been focused on targeting the orthosteric binding site of
the receptor, which is defined as the site where the endogenous ligand binds during
signal transduction. Compounds that bind to an allosteric binding site of the
receptors could modulate the binding properties of the orthosteric ligand. This
phenomenon poses great potential in drug development and the search for specific
selectivity of drug action [11].

Given the importance of GPCR in modern therapeutics, the understanding of
the specificity of receptor activation and signal propagation is vital for designing
new selective compounds targeting the receptor of choice with high potency.

Fig. 23.1 The classic paradigm of the GPCR signal transduction. An illustrative scheme of the
basic GPCR signaling components together with the fluorescent tools used to monitor signal
propagation at three different stages of the signaling cascade. Abbreviations: L ligand (e.g.,
neurotransmitter, drug); sun-shape fluorescent label; a, b, c subunits of the heterotrimeric G
protein; GTP, and GDP guanosine tri and diphosphate respectively; GTPcS guanosine-50-O-
[gamma-thio]triphosphate, a nonhydrolyzable GTP analog; AC adenylate cyclase; ATP adenosine
triphosphate, cAMP—30-50-cyclic adenosine monophosphate; FRET Förster resonance energy
transfer, Donor and Acceptor—two fluorescent proteins forming a FRET pair; CNBD cyclic
nucleotide binding domain of the cAMP biosensor
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23.2 Three Strategies to Study the GPCR Signaling
at Different Locations

The general aim of our work is to approach the GPCR system from different
directions. Using data from ligand binding to receptors, G protein activation
studies and measurements of the second messenger levels, we try to combine these
three different readouts into new meaningful information about the signal trans-
duction mechanism. In order to access the different levels of GPCR mediated
signal transduction we need to use different strategies.

There are very different approaches to study GPCR systems, starting from
animal tissue preparations up to purified native or recombinant proteins, from
muscle contraction studies to radioligand binding studies in vitro. Our research
strategies rely on the two basic properties, experiments are being performed using
baculovirus constructs and the detected signals are based on molecular
fluorescence.

Baculovirus expression vector system (BEVS) is well known as a feasible and
safe technology that has been successfully used for the expression of many target
proteins and can also be used to develop cell-based assays in infected insect cells
[12]. The basis of BEVS lies in large enveloped DNA viruses Autographa cali-
fornica multicapsid nucleopolyhedrovirus (AcMNPV) derived from insects.
Infection of insect cells (e.g., Spodoptera frugiperda, Sf9) with a virus encoding
the desired transgene under a powerful baculovirus promoter, leads to the pro-
duction of the recombinant protein in high quantities.

During replication in insect cells baculoviruses are budded from the host cell.
Viruses take on a part of the cell membrane while exiting the cell. Using BEVS the
Sf9 cells can be programmed to express a recombinant GPCR and by collecting the
budded viruses from such cells baculoviral particles (40–50 nm in diameter and
200–400 nm in length) carrying the receptor of interest can be obtained.

Although the replication of AcMNPV is highly insect specific in nature, it can
penetrate and transduce a wide range of cells of other origin [13]. After replacing
the baculovirus promoter with a strong mammalian promoter (e.g., cytomegalo-
virus, CMV) the modified baculovirus particles are now able to deliver transgenes
to a wide variety of mammalian cells, where they can be transcribed and the
desired proteins can be expressed. This technology is known as BacMam [14].

23.3 Fluorescent Ligand Binding

For the development of fluorescence-based ligand binding studies we have chosen
the labeled peptide NDP-a-MSH, agonist of the melanocortin receptors. We have
compared two red-shifted fluorophores with high fluorescence quantum yields,
cyanine derivative Cy3B, and rhodamine derivative TAMRA, to be coupled with
NDP-a-MSH. Although we have used two different labels, after the comparative
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analysis of ligands with the given labels we found that Cy3B has superior physical
characteristics (brighter, more photostable, low hydrophobicity, etc.) and thus
outperforms TAMRA-coupled ligand in our experimental setup [15]. The assay
works well using the cell-membrane preparations to characterize fluorophore-
bound ligands as well as its competition with non-labelled ligand (Fig. 23.2).

For additional improvements in assay quality and for decreasing the complexity
of measured signals, we proposed to use sample preparations where receptors are
produced using the Baculovirus Surface Display technology. Using the receptors
on the surface of the viral nanoparticle greatly increases the quality of signal in the
ligand-binding assay (signal/noise ratio, stability in time, etc.) and provides
additional flexibility of experimental format that is necessary for implementation
of HTS.

Fig. 23.2 Time courses of changes in fluorescence anisotropy signal of Cy3B labeled NDP-a-
MSH (1 nM) binding to MC4 receptors in the presence of different concentrations of a-MSH.
Fluorescence anisotropy of the fluorophore was measured at 590(20) nm over 5 h period and
indicated as green dots. Fitting these data to the logistic function corresponding to the
phenomenological model allowed the extraction of the apparent IC50 values at different time
points (presented in the inset)
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23.4 G-Protein Activation

Baculoviral expression systems are advantageous for the expression and purifi-
cation of mammalian heterotrimeric G-proteins due to low levels of endogenous
insect G-proteins, which interact poorly with their mammalian counterparts [16].
We have employed this technology for the tandem affinity purification of mam-
malian G-proteins using StrepII tagged c2 subunits [17]. We have also used BEVS
for the expression of tetracysteine tagged a subunits of i, s, and q subtype and c2
subunits. Simultaneous infection of insect cells with multiple baculoviruses was
required in the case of bc subunits, as they dimerize immediately after they have
been synthesized and would otherwise result in poor yields or non-functional
protein preparations.

Purification of heterotrimeric G-proteins from insect cells using StrepII-tagged
c subunits is rapid and simple, with 90–95 % homogeneity attainable in a single
chromatographic step. We have used such purified protein preparations to verify
the functionality of our tetracycsteine tagged G-proteins by displacing fluoro-
phore-labeled nucleotides from G-protein a subunits. An example of nucleotide
binding to CCPGCC tagged and wild type G-protein heterotrimers is provided in
Fig. 23.3. Additional confirmation of functionality is provided by the tandem
affinity chromatographic procedure itself: if tetracysteine or StrepII tagging would
significantly interfere with heterotrimer formation, we would not be able to purify
heterotrimeric functional proteins. Instead only bc-subunits, or even only c sub-
units, would be caught by affinity purification techniques.

Fluorescent nucleotides such as Bodipy-FL-GTPcS are found not to be optimal
for the use in cellular environments due to high level of nonspecific binding and
membrane-impermeability [18]. Baculoviral particles can yield higher specific
signal amplitudes than many mammalian cell lines due to their relatively higher
ratios of heterologously expressed proteins over endogenous proteins and mem-
brane lipids. However, even here fluorescent nucleotides were not suitable for direct
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characterization of different G-proteins and other methods, such as those based on
Förster resonance energy transfer (FRET), have to be used. Thus, real time in vivo
observation of G-protein activation remains a challenge, unless specific genetically
engineered G-protein constructs are employed [19]. We have verified the expres-
sion and functionality of our tetracysteine tagged G-proteins in purified protein
preparations and labeled them orthogonally with fluorophores such as F2FlAsH and
ReAsH in baculoviral particles alongside GPCRs. Preliminary results suggest that
these fluorescent arsenical hairpin binders suffer from similar nonspecific binding
problems as fluorescent nucleotides, which limits signal amplitude and complicates
specific labeling. On the other hand, the high sensitivity of the fluorescence of such
fluorophores to their molecular environment can be used to measure protein con-
formational changes in vitro [20] without the need for a partner fluorophore, as is
required for resonance energy transfer-based measurements. We have noticed
similar sensitivity in some of our tetracysteine-tagged G-protein subunits labeled
with FlAsH-analogues (unpublished observations).

23.5 Monitoring the Changes in Cellular cAMP Level

For monitoring the GPCR mediated signal propagation, it is possible to look at the
change in the cellular level of a second messenger molecule. For many GPCR-s
such second messenger is cyclic adenosine monophosphate. The concentration of
cAMP can be modulated either by activation or inhibition of the enzymes aden-
ylate cyclases by G protein a subunits. To measure the changes in cAMP level
inside the cells in real time different FRET-based biosensors have been used, e.g.,
Epac2-camps [21] and TEpacVV [22].

The use of the BacMam system for cAMP biosensor expression enabled us to
establish an easy and reproducible assay for monitoring elevation of cAMP in live
cells [10]. Importantly, this technology is compatible with a broad range of cell lines
and can be used to study different GPCR-s in several cellular environments. Both of
the biosensors at our disposal are expressed in the cell cytosol and respond to
changes in cAMP concentrations in the physiological range (0.1–100 lM) [21, 22].
The expression of recombinant biosensor proteins is well tolerated by cells and the
amount of the expressed protein can be adjusted by viral dose depending on the cell
line and the experimental design.

Using the cAMP sensor BacMam expression system, both Gs and Gi protein
coupled receptor mediated signal transduction can be measured (Fig. 23.4). As an
example it allows us to distinguish between agonist and antagonist effects on
different subtypes of dopamine receptors (D1R family is coupled to Gs and D2R
family is coupled to Gi proteins). Such assays enable us to screen for new receptor
subtype selective compounds [23]. The biological effect of bivalent cations on
receptor activation can also be assayed using the above mentioned sensor system.
The ligand potencies on melanocortin receptor 1 (MC1R) activations were posi-
tively modulated by Ca2+ and Mg2+ ions [10].
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Often the biological effect of receptor antagonists is hard to measure because
these compounds by definition do not pass along the mediated signal coming from
the extracellular part via the receptor. With our system we can measure both
GPCR agonist and antagonist effects on a second messenger level. The agonist
displacement experiments performed on MC1 receptors in B16F10 cells have
shown potencies in agreement with the data from ligand binding experiments
(unpublished observations).

The cAMP sensor BacMam system has been optimized for the use on a 96-w
cell assay plate in a fluorescence plate reader with simultaneous dual emission for
FRET measurements. The data analysis relies on the change in the fluorescence
intensity ratio of the FRET donor and acceptor fluorophores upon cAMP binding
to the sensor protein. Using Fluorescence-lifetime imaging microscopy (FLIM) it
is possible to improve the signal to noise ratio in FRET measurements even further
using the TEpacVV biosensor [22]. This third generation cAMP sensor uses a very
bright and single-exponentially decaying cyan florescent protein variant mTur-
quoise [24] as FRET donor and is developed to perform optimal in both FLIM and
fluorescence intensity change detection schemes.

23.6 Discussion

The application of three different fluorescence-based strategies to monitor GPCR
signaling revealed three distinct signal readouts. Combining those signals provides
an opportunity to get a better picture of the GPCR system and characterize it in

-12 -11 -10 -9 -8 -7 -6

0

25

50

75

100

D1R
D3R

log [Dopamine]

n
o

rm
.Δ

Y
F

P
/C

F
P

 [
%

]
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response as change in FRET signal was measured 10 min after agonist treatment. For D3 receptor
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more detail. Although the cellular signaling system is very complex often con-
nected with different pathways we propose a possible approach to characterize at
least part of it.

Fluorescence-based assays make it possible to study the systems of interest
from different aspects with precision and high sampling rate. This has led to the
adoption of a ‘‘systems’’ approach in studies of entire GPCR signaling pathways.
This, however, leads to an explosive increase of raw data. Usage of ordinary
differential equation based on mechanistic models that describe ligand-receptor
interaction processes could allow getting deeper insight into the studied processes.
The recognition of the increasing complexity of the studied systems has proven the
necessity to use global numerical approaches in data analysis based on mechanistic
models [25]. Due to the inherent multiplexing properties of fluorescence, different
types of signals could differ with changes in the underlined processed (quantum
yield, fluorescence lifetime, and rotational diffusion of fluorophores). To account
for this, we propose the application of second-generation global analysis [26].

The technical developments at present have blessed us with an emerging amount
of novel spectroscopic and microscopic techniques. As an example the use of total
internal reflection fluorescence (TIRF) microscopy can filter out much of the noise
coming from cell cytosol and make monitoring ligand binding to receptors at single
molecule level possible. Also, future applications for fluorescence correlation
spectroscopy (FCS) are to be developed using the well-characterized baculovirus
nanoparticles. Monitoring the fluctuation of the fluorescence intensity upon the
interaction between the fluorescently labeled ligand and the receptor on the bacu-
lovirus surface can be the average ligand binding experiment of tomorrow.

23.7 Summary

In the long term, understanding the signal transduction mechanisms (particularly
ligand receptor interactions) will improve strategies for the search and develop-
ment of new therapeutics with more selective action that will be safer for patients.
Much research is going on the pharmacological field of receptor signaling. There
are over 800 different GPCRs in human organism; many of their endogenous
activators are still unknown. Here, we have proposed an approach with means of
fluorescence detectors and the versatile aid of the baculovirus expression system,
to systematically monitor three separate stages of cellular signaling: ligand binding
to the receptor, G protein activation, and second messenger cAMP production as a
result of the binding event.
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Chapter 24
Interplay of Quadratic and Cubic
Nonlinear Optical Responses in KDP
Single Crystals with Incorporated TiO2

Nanoparticles

V. Ya. Gayvoronsky, M. A. Kopylovsky, M. S. Brodyn, A. S. Popov,
V. O. Yatsyna and I. M. Pritula

24.1 Introduction

The single crystals (SCs) of potassium dihydrogen phosphate (KDP, KH2PO4)
family is widely used in modern optoelectronics and nonlinear optics. In particular,
optical crystals with lower impurity and higher laser damage threshold are required
in industrial laser systems. In fact, these types of crystals have low magnitude of
d36 nonlinear coefficient which determines second harmonic generation (SHG)
efficiency in comparison to borate crystals family.

An effective method to improve properties of KDP crystals is organic/inorganic
admixtures incorporation into pure matrix when the growth process is performed.
Research targeted at the design of composite materials based on dielectric matrices
with incorporated organic impurities [1, 2] and nanoparticles (NPs) [3–5] are being
actively carried out nowadays. Composite media of ‘‘dielectric matrix/nanoparticles’’
type are promising for the development of nonlinear optical (NLO) elements for
applications in laser radiation conversion and control. However, nonisomorphic
inclusions of dopants can cause essential local deformation of the crystal lattice.
Recently, potassium dihydrogen phosphate matrix has been used as a host of dielectric
SiO2 [5] and semiconductor CdTe NPs [6] in order to design novel lasing media.

Promising results were obtained for KDP SCs with incorporated TiO2 NPs of
anatase modification (KDP:TiO2) [4]. The series of as grown KDP:TiO2 SCs
with different concentrations of TiO2 NPs in growth solution in range
10-5 7 10-3 wt.% is presented on the Fig. 24.1a–c. The study of grown KDP:TiO2

crystals revealed their high optical quality and homogeneity, high laser damage

V. Ya. Gayvoronsky (&) � M. A. Kopylovsky � M. S. Brodyn � A. S. Popov � V. O. Yatsyna
Institute of Physics NAS of Ukraine, Pr. Nauki, 46, Kiev 03680, Ukraine
e-mail: vlad@iop.kiev.ua

I. M. Pritula
Institute for Single Crystals NAS of Ukraine, Pr. Lenin, 60, Kharkov 61001, Ukraine

O. Fesenko et al. (eds.), Nanomaterials Imaging Techniques, Surface Studies,
and Applications, Springer Proceedings in Physics 146,
DOI: 10.1007/978-1-4614-7675-7_24, � Springer Science+Business Media New York 2013

349



threshold and low scattering losses in optical range, as well as new interesting
properties. Electron paramagnetic resonance (EPR) spectra study of KDP:TiO2

demonstrated that the concentration of noncontrolled impurities in KDP:TiO2 is
several times lower than in nominally pure KDP samples [7]. Besides, the con-
centration values of NPs in {010} prismatic (Pr) growth sector is twice as large as in
the {101} pyramidal (P) sector, the schematic representation of which is presented in
Fig. 24.1d. The effect of enhancement and sign inversion of nonlinear refractive
index in KDP:TiO2 relatively to pure KDP crystals was observed under self-action
of picosecond range laser pulses [3]. Besides, under resonant continuous wave (CW)
laser excitation we have shown the possibility of characterization of KDP matrix
intrinsic defects and surface defect states of anatase NPs due to significant nonlinear
refractive index variation Dn � 10�5 [8].

Fig. 24.1 Series of as grown KDP:TiO2 single crystals with different concentrations of TiO2 NPs
in mother liquor solution: 10-5 (a), 10-4 (b) and 10-3 wt.% (c); d schematic representation of
the KDP crystal pyramidal (P) and prismatic (Pr) growth sectors and types of the samples cut: 1st
is perpendicular to the crystal Z-axis (Z-cut); 2nd—to the II type phase-matching (PM) direction
for the SHG at 1064 nm
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24.2 Experimental Technique and Samples
Characterization

Crystals growth. Pure KDP and KDP:TiO2 crystals were grown by the temper-
ature reduction method onto point seed (10 9 10 9 10 mm3). As a raw material,
we used potassium dihydrogen phosphate salt with impurities (Fe, Cr, Al, Sb, Bi,
Cu, Hg, Ag, Pb) not exceeding 0.5–1 ppm. The mother liquors (pH = 4.0–4.1)
were prepared in accordance with the solubility curve at a saturation temperature
of 50 �C, passed through fluoroplastic filters with a pore diameter of 0.05 mm, and
then overheated during 24 h at T = 80 �C. TiO2 NPs (15 nm) were synthesized by
the sol-gel method: TiCl4 were precipitated using ammonia, the resulting sus-
pension was washed and subjected to super high-frequency heating that led to the
formation of pyrotitanic acid H2Ti2O5 transformed into TiO2 after annealing at
600 �C. The peculiarities of KDP:TiO2 SCs growth are explained in detail in [9].
Samples notation and optical properties of KDP and KDP:TiO2 SCs are presented
in Table 24.1.

It was shown that the NPs with adsorbed H2PO4
- and (H2PO4)2

2- anions were
incorporated predominantly in the positively charged face (101) of the P sector of
KDP [9]. High resolution X-ray three-crystal diffractometry investigation of the
as-grown KDP SCs with TiO2 NPs revealed the presence of the turns of the growth
layer ‘‘stacks’’ up to 3 arcsec for the growth sectors {010} and {101}. The
observed thickness of these ‘‘stacks’’ is of the order of 20–30 lm. For KDP:TiO2

crystals a relative change of the crystal lattice parameter Dd=dð Þ was found to be
caused by incorporation of TiO2 NPs into the boundaries of the growth layers. This
gave rise to the formation of a semicoherent binding on the interface between the
captured TiO2 and the matrix. No essential influence of the NPs on the laser
damage threshold of KDP with 10-5 wt.% of TiO2 was established.

The linear optical and NLO studies were performed for two kinds of the SC
samples for each growth sector presented at Fig. 24.1d. The first one corresponds

Table 24.1 Optical properties of Z-cut plates of KDP and KDP:TiO2 crystals

Growth
sector

Sample
notation

TiO2 conc.,
wt.%

NPs conc. in SCs,
cm-3

Scattering
losses, %

Re(v(3)), 10-4 esu

633 nm 532 nm 1064 nm 532 nm

{101} P – – 1.0 1.0 -0.7 10
P5 10-5 3.2�1010 1.7 1.7 -1.3 -1.7
P4 10-4 3.3�1011 1.8 2.5 -1.6 -0.8

{010} Pr – – 1.1 1.1 -1.7 -1.5
Pr5 10-5 1.6�1010 2.6 1.7 -1.5 5.3
Pr4 10-4 1.6�1011 2.6 1.3 -1.3 6.2
Pr3 10-3 1.6�1012 2.6 2.8 -0.5 3.7

Growth sector, samples notation, TiO2 concentration in growth solution, NPs concentration in
grown single crystals (SCs), scattering losses at 532 nm and 633 nm wavelengths [17], and real
part of cubic nonlinear susceptibilities Re(v(3)) under 532 and 1064 nm CW laser self-action [8]
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to the Z-cut plates cut perpendicular to the SC axis, the second one—cut per-
pendicular to the II type phase-matching (PM) direction for the SHG at 1064 nm.
Both kinds of samples were prepared with two typical dimensions: so-called
‘‘thin’’ 10 9 10 9 0.8 mm3 and ‘‘thick’’ 10 9 10 9 10 mm3 plates. It is worth to
note that the layers of the incorporated TiO2 NPs in Z-cut samples are tilted to
Z-axis in case of P sector and are parallel to the axis in Pr ones. All the surfaces of
the studied samples were finished with optical polishing, without antireflective
coatings.

Scattering measurements. The experimental setup for the measurements of
spatial distribution cross-section of the scattered intensity is based on the goni-
ometer G-5. The technique is described in detail in [10]. The laser source (DPSS
laser with k = 532 nm, P = 50 mW or He–Ne laser with k = 633 nm,
P = 10 mW) and the sample is mounted on the fixed arm of goniometer. The
registration device is fixed on its movable arm at the distance l = 200 mm from the
sample and consists of CCD array (AMKO LTI MuLTI-ray with 1024 px and pixel
size 25 9 200 lm2, 12-bit digital resolution) with lens attached to it. The lens with
diameter 9.6 mm controls the solid angle for the scattered radiation collection.

The estimation of scattering losses pscat is based on the integration of the
scattered light power DPðhÞ in the solid angle DX of the lens over the part of the
forward hemisphere [10]:

pscat ¼
2p
P0

Z p=2

hmin

DP hð Þ
DX

sin hdh ð24:1Þ

where P0 is total power transmitted, hmin � 1:8� exceeds the lens angular aperture
*1.4� due to the finite size of the transmitted beam at the registration plane. The
technique allowed to measure the spatial distribution of scattered intensity for
KDP:TiO2 SCs with six orders of magnitude dynamic range.

Spatial profile analysis technique. We used the CW DPSS lasers with 532 nm
and 1064 nm wavelengths as well as the mode-locked pulsed YAG:Nd laser (42 ps
FWHM, repetition rate 5 Hz, k = 1064 nm) with the Gaussian spatial profile as
laser sources. Neutral attenuator A (see Fig. 24.2a) with transmission from 1 to
50 % allowed to vary the laser beam intensity and control the reversibility of the
NLO response. The crystals S were positioned after the focal point of the focusing
lens LI or LII with focal distance 8/11 cm for the CW/pulsed excitation regimes.
The photodiodes (PD) 1, 2, 3 provide a power/energy acquisition: of input laser
beam (PD1), of the beam transmitted through the sample (PD2) and passed the
finite aperture ([ = 2 mm) of on-axis diaphragm (PD3) in the far field. The lens L
with wide aperture collects scattered radiation onto the PD2.

The total transmittance of the studied crystals is determined by the signals ratio
of the photodiodes PD2 to PD1 corrected to the apparatus function. In the frame-
work of the cubic NLO response, the photoinduced variation of the total trans-
mittance T(I0) versus the incident intensity I0 of the plane light wave can be derived
analytically T I0ð Þ ¼ T0= 1þ q I0ð Þð Þ. Typically, the effect is attributed to the two-
photon absorption (TPA) process. In the expression above T0 is the linear (spectral)

352 V. Ya. Gayvoronsky et al.



transmission coefficient, q I0ð Þ ¼ bI0Leff � Im vð3Þ
� �

I0; Leff ¼ 1� e�aLð Þ=a-self-
action effective length, a—linear absorption coefficient, L—the thickness of the
media, b—TPA coefficient, v 3ð Þ—cubic NLO susceptibility. Spatial averaging
across the Gaussian beam profile transforms T(I0) into TCW I0ð Þ ¼ T0 �
ln 1þ q I0ð Þð Þ=q I0ð Þ for TEM00 CW laser beam excitation [11].

For the pulsed laser excitation regime it is impossible to obtain the exact
expression for the spatial and temporal averaging across the beam and pulse
Gaussian profiles. We applied the approximate formulae

Tp I0ð Þ ¼ TCW I0ð Þ
1þ 0:228q I0ð Þ
1þ 0:136q I0ð Þ

� �
; ð24:2Þ

Fig. 24.2 Scheme of experimental setup for: a laser beam self-action technique, b the SHG
efficiency measurements without phase-matching (PM) conditions (inset I) and with PM
conditions (inset II), c spatial laser beam profile transformation analysis. A attenuator, BS beam
splitter, LI,II lens with focal distance 8 cm (I) or 11 cm (II), S sample, DM dichroic mirror, BF1,
BF2 bandpass filters, D finite diaphragm, PD1, PD2, PD3 photodiodes, PMT photomultiplier,
MDR-12 monochromator, ex; eT

x; e2x energies of incident, transmitted and SH pulses, respectively
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where a fraction in brackets provides the proper contribution of the temporal
averaging [12].

The signals ratio of PD3 and PD1 allows us to interpret the on-axis transmit-
tance in the far field. It is sensitive to convergence/divergence of the laser beam
which is caused by self-focusing/defocusing phenomena in the media [12, 13].
According to the model for the cubic nonlinearity with negligible nonlinear
absorption described in [13], the peak photoinduced phase shift at the exit surface
of the sample is proportional to the photoinduced refractive index Du I0ð Þ ¼
kLeff Dn I0ð Þ�Re vð3Þ

� �
I0 (k—the wave vector). For the pulsed excitation regime

taking into account the Gaussian decomposition approach [13] and the spatial and
temporal averaging of the transmitted pulse, the on-axis transmittance in the far
field can be presented as an expansion into Du:

Ta I0ð Þ ¼ S 1þ C1Du I0ð Þ þ C2 DuðI0ð Þð Þ2þ � � �
� �

; ð24:3Þ

where coefficients Cn are determined by the geometry of the experiment:

C1 ¼
1

S
ffiffiffi
2
p exp

�4r2
0 3þ b2ð Þ

x2 9þ b2ð Þ

� �
sin

8br2
0

x2 9þ b2ð Þ

� �
;

C2 ¼
1

3S
ffiffiffi
3
p exp

�6r2
0 5þ b2ð Þ

x2 25þ b2ð Þ

� �
cos

24br2
0

x2 25þ b2ð Þ

� �
� exp

�6r2
0 1þ b2ð Þ

x2 9þ b2ð Þ

� �	 

;

ð24:4Þ

where S—is the aperture linear transmittance, x—the beam radius and b—the
ratio of the geometric focusing to the diffraction broadening (see Ref. [12]). In the
case of the CW laser excitation, the coefficients CCW

n are in following relation with
one for the pulsed: CCW

n ¼ Cn �
ffiffiffi
n
p

[12, 14]. In order to compensate the impact of
the photoinduced transmittance variation on refractive NLO response, we nor-
malize the on-axis transmittance in the far field on total transmittance of the
sample. The verification of such approach is described in [13] for extraction of
purely refractive Z-scan from closed aperture one by division it on open aperture
Z-scan. Thus, the fitting of the experimental total and on-axis transmittances by
Eqs. 24.2, 24.3 for chosen laser intensity range allows us to obtain the magnitudes
of Da and Du as well as Dn; Im vð3Þ

� �
and Re vð3Þ

� �
values.

SHG measurement technique. We have used phase-matched (PM) method
[15, 16] for the SHG efficiency measurements and estimations of quadric NLO
coefficient d36 of mentioned crystals. We have also performed the study of the
impact of the NPs on laser frequency conversion efficiency for the Z-cut samples.
In the last case the SHG process takes place without PM conditions.

The experimental setup is shown on the Fig. 24.2b. The inset I corresponds to
the measurements without PM conditions, inset II—to the PM conditions [15]. The
picosecond laser pulses with Gaussian spatial and temporal profiles (pulse width
42 ps FWHM at 1064 nm, repetition rate 5 Hz) were used as fundamental
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excitation. The neutral attenuator A allowed to vary the incident pulses energy up
to 300 lJ. Under PM conditions, the sample was positioned at 2 cm after the beam
waist of focusing lens LII (f = 11 cm). The diagonal of the crystal faces was
adjusted along the incident beam polarization in order to obtain equal energy
splitting between o- and e-waves. The acquisition of the input/transmitted ex

�
eT
x

� �
pulse energies was provided by photodiodes PD1/PD2 as well as SH e2xð Þ one
with PD3. The dichroic mirror (DM) and proper bandpass filters (BF1/BF2) were
used to separate fundamental and SH output pulses. All registration channels were
absolutely calibrated with a power/energy meter VEP-1L. To minimize the impact
of diffraction effects on the parametric and self-action phenomena, we used robust
transverse spatial averaging of the NLO response, with typical laser beam aperture
adjusted to be about 1 mm.

The energy conversion efficiency g into the SH in the given pump field
approximation was derived from the power conversion efficiency [15] by taking
into account the temporal averaging across the incident Gaussian pulse profile and
reflection losses at the crystal/air interfaces [16]:

g � e2x

ex
¼ 8

ffiffiffiffiffiffi
2p
p

L2 deffj j2exp �L ax þ a2x=2ð Þð Þ
cse0 k2xa 1þ n0

x

� �
1þ ne

x

� �
1þ ne

2x

� �� 2 ex; ð24:5Þ

where no;e
x;2x are the refractive indices of the ordinary and extraordinary beams at

corresponding wavelengths, deff ¼ d36 sin 2hð Þ is the effective quadric NLO coef-
ficient, h ¼ 59� is the angle between the optical axis and the type II PM direction
in the KDP [16], L is the crystals thickness, ax;2x are the absorption coefficients, e0

is the dielectric constant, c—the speed of light and s and a are the incident pulse
width (HW1/eM) and beam radius at the sample. The experimental data g exð Þ
linear approximation slope contains the magnitude of the quadric NLO coefficient
d36j j without taking into account the manifestation of other NLO effects [15]. The

photoinduced variations of the total transmittance eT
x

�
ex were measured simulta-

neously at the fundamental wavelength in order to separate properly the contri-
bution of the parametric conversion and nonradiative losses in extinction of the
pump beam.

The study of SHG process in Z-cut samples without PM conditions was held
with the experimental setup presented in Fig. 24.2b, inset I. The focusing lens LI

(f = 8 cm) was used. The sample was positioned at beam waist of the laser beam.
The monochromator MDR-12 with photomultiplier were used for the SH energy
acquisition. The data treatment was similar to those described above for the case of
phase match conditions [15].

In order to study the impact of cubic refractive nonlinear response on SHG
process of KDP:TiO2 crystals we performed the analysis of spatial laser beam
profile transformation after the sample. With this purpose we used CCD-based
beam profiler Ophir Spiricon SP-620U (1600 9 1200 px, 4.4 lm pixel spacing).
The spatial profile of freely propagating and transformed beam was registered in
6 cm after the output face of the sample (Fig. 24.2c). We adjusted the polarization
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of incident beam along the sample faces (polarization of o- or e-waves) in order to
suppress oe-e parametric interaction. The high-frequency noise of the spatial
profile was removed by Fourier low-pass filter. The averaging over concentric
shells with 5 px width, centered on beam energy center, was held in order to obtain
averaged radial intensity distribution across the beam.

24.3 Optical Properties and NLO Response Under CW
Laser Beam Self-Action

High optical quality of KDP:TiO2 SCs was shown experimentally by visible
spectra, anomalous biaxiality and elastic scattering losses measurement [3, 17].
Optical absorption spectra of nominally pure KDP and KDP:TiO2 crystals with
10-4 wt.% of TiO2 NPs are presented at Fig. 24.3a. The measurements were
performed for ‘‘thick’’ Z-cuts of SCs by Perkin-Elmer Lamda 1200 spectrometer at
room temperature. All studied samples demonstrate high transparence in UV—
near IR ranges. Nominally pure crystals cut from P sector are more transparent in
comparison to Pr ones due to lower absorption of impurities from the mother
liquor. Besides, the incorporation of 10-4 wt.% of TiO2 NPs into Pr sector leads to
small changes in transparency relatively to nominally pure KDP crystal. The
phenomenon can be explained by the compensation effect of embedded anatase
NPs. The concentration 10-4 wt.% is not high for efficient absorption of UV light
by anatase NPs, but it is enough for adsorption of impurity atoms on their
developed surface during the growth stage [17]. The effect of impurities com-
pensation was also observed during EPR study of KDP:TiO2 SCs [4].

Fig. 24.3 a Optical absorption spectra of nominally pure KDP crystals (L = 10 mm) cut from
pyramidal P (1) and prismatic Pr (3) sectors and corresponding KDP:TiO2 crystals with
10-4 wt.% of TiO2: P4 (2) and Pr4 (4); b–optical scattering indicatrices of Z-cut samples from
prismatic growth sector of KDP:TiO2 crystals at irradiation of 532 nm laser beam: solid line
indicatrix of freely propagating laser beam, circle nominally pure KDP crystal (Pr), filled triangle
Pr5, filled square Pr4, filled circle Pr3 samples
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The transmittance of KDP:TiO2 SCs in the optical range is also determined by
the losses due to elastic scattering phenomena. Angular distribution of scattered
light and scattering losses were measured under irradiation of 532 and 633 nm
laser sources [17]. The wavelength 532 nm (quantum energy *2.3 eV) is con-
sidered to be resonant due to interaction with intrinsic defect states of KDP matrix
[18], and surface defect states of anatase NPs [12]. Scattering indicatrices of
‘‘thin’’ samples cut from Pr sector of KDP and KDP:TiO2 crystals at 532 nm are
presented on the Fig. 24.3b. Table 24.1 contains the comparison of scattering
losses for resonant (532 nm) and nonresonant (633 nm) irradiation of KDP and
KDP:TiO2 Z-cuts from P and Pr growth sectors.

Scattering losses in nominally pure KDP crystals are almost independent on the
wavelength of the laser beam and growth sector of the crystal (*1.0 %). Under
nonresonant conditions (633 nm) the incorporation of anatase NPs leads to the rise
of scattering losses in composite system (1.7 and 2.6 % for P and Pr growth sectors
correspondingly), without dependence on the NPs concentration. However, under
resonant conditions (532 nm) we have observed the monotonic rise of scattering
losses in P sector with the increase of anatase NPs concentration (1.7 % for P5 and
2.5 % for P4 samples). Another peculiarity is that for Pr sector the scattering losses
are reduced nonmonotonically in KDP:TiO2 (Pr4) sample with concentration 10-4

wt.% of TiO2.
The last effect is explained by wave-guiding phenomena in TiO2 layers, which

are situated along the propagation of the laser beam. The effect is caused by
increasing of nonlinear refractive index around anatase layers under relatively high
intensities of resonant laser beam. In case of P growth sector, where the layers are
tilted to the propagation of laser beam, positive refractive index changes cause the
rise of scattered intensity. This fact is also confirmed by the study of refractive
index photoinduced variations under CW laser beam self-action [8].

We have studied the photoinduced variations of optical absorption and
refractive index of KDP and KDP:TiO2 SCs under self-action of CW laser beam
with 532 and 1064 nm wavelengths (resonant and nonresonant conditions). Z-cut
samples from both P and Pr parts demonstrate small changes in transmittance with
the rise of intensity, with slight dependence of Im vð3Þ

� �
values on the concen-

tration of TiO2 NPs.
Much efficient response was obtained in NLO variations of refractive index

(See Fig. 24.4a). The resonant excitation of both intrinsic defect states of KDP
matrix [18] and surface defect states of TiO2 nanocrystals [12] by quanta of light
with energy *2.3 eV causes low threshold refractive NLO response. The incor-
poration of anatase NPs leads to the nonlinear refractive index sign inversion:
slight self-defocusing effect ðDn\0Þ in nominally pure KDP crystal (Pr) turns to
the efficient self-focusing ðDn [ 0Þ in KDP:TiO2 SCs (curves 1 (Pr) and 2 (Pr4) at
initial intensity range at Fig. 24.4a). With the rise of intensity the effect saturates
and turns into refractive NLO response that is similar to KDP matrix. The mag-
nitudes of the real part of the cubic NLO susceptibilities Re vð3Þ

� �
at I \ 5 W/cm2

for KDP and KDP:TiO2 crystals are presented in Table 24.1. For the P growth
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sector the effect is opposite—self-focusing in KDP(P) turns into self-defocusing in
KDP:TiO2 (P5, P4). The significant variation of NLO response Dn� 10�5

� �
of the

composite system due to TiO2 NPs incorporation indicates resonant interaction of
the subsystem of NPs with intrinsic defects of crystalline matrix.

The CW excitation at 1064 nm of the anatase NPs does not produce significant
modification of the SC matrix NLO response. Nevertheless, the NPs induced
variations of the NLO refractive index are also positive for Pr growth sector and
negative for the P one (see Table 24.1).

Thus, the sign and the magnitude of the photoinduced refractive index varia-
tions in KDP:TiO2 SCs under self-action of CW laser beam depend on the con-
centration of incorporated NPs, crystal growth sector, and irradiation wavelength.
The effect can be utilized for characterization of KDP matrix intrinsic defects and
incorporated subsystems of NPs [8].

24.4 Second Harmonic Generation

The results of the SHG efficiency study in KDP and KDP:TiO2 SCs without PM
conditions (a) and in PM conditions (b) are presented in Fig. 24.5. The realization
of the PM approach allowed to obtain higher SH efficiency and to register absolute
values of SH pulse energy and quadratic NLO coefficient d36. The utilized ‘‘thin’’
(0.8 mm) samples have no significant effect of the high-order NLO responses on
SHG efficiency and are appropriate for the use of given pump field approximation.
In ‘‘thick’’ samples (10 mm) we have obtained higher SHG efficiency, but the
response is complex due to the impact of the initial step of the pump field depletion
and the laser beam self-action effects.

Fig. 24.4 a Normalized on-axis transmittance in the far field versus CW laser intensity of
KDP:TiO2 single crystals at 532 nm (1, 2) and 1064 nm (3, 4): 1, 3—nominally pure KDP crystal
(Pr), 2, 4—Pr4 samples; b normalized on-axis transmittance in the far field versus peak laser
intensity under self-action of picosecond pulses at 1064 nm: 1—nominally pure KDP (P), 2—
KDP:TiO2 (P4) Z-cut samples
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The process of SHG without PM conditions of KDP and KDP:TiO2 SCs was
studied under ps pulse excitation for Z-cut samples. The obtained experimental
dependencies of SH signal versus excitation pulse energy are presented in
Fig. 24.5a. We estimated the effective order of NLO response of SH conversion
p:e2x� ep

x as a slope of linear dependence ranges of the experimental data e2x exð Þ
in double logarithmic scale. The average slope magnitudes for KDP and
KDP:TiO2 are close to 2.0 (see Table 24.2), which indicates the quadratic nature
of the process. SHG efficiency decreases about two times for KDP:TiO2(Pr)
crystals in comparison with nominally pure KDP(Pr) one in thin samples beyond
the PM condition. The obtained reduction of SHG efficiency in KDP(Pr) crystals
with incorporated NPs can be explained by resonant absorption of SH wavelength
energy and TPA of the fundamental one by TiO2 NPs. Similar experiments for
KDP:TiO2 crystals from P sector revealed slight increasing of SHG process effi-
ciency in comparison with nominally pure KDP ones. The values of relative
quadratic NLO coefficient d36

eff of KDP:TiO2 crystals normalized on corresponding
d36 coefficient for nominally pure KDP crystals are presented in Table 24.2.

Fig. 24.5 Second harmonic pulse energy versus the pump pulse one at 1064 nm for ‘‘thin’’ Z-cut
samples (L = 0.8 mm) without PM conditions (a), and for ‘‘thick’’ samples (L = 10 mm) with
PM conditions (b): nominally pure KDP P (triangle), Pr (square) and KDP:TiO2 P4 (filled
triangle), Pr4 (filled square) crystals

Table 24.2 The effective order of NLO response of SH conversion p:e2x� ep
x; quadratic NLO

coefficient d36 at 1064 nm in Z-cut samples (beyond PM condition) and in samples within II type
PM condition normalized at the corresponding magnitude of the KDP matrix (P/Pr)

Crystal Sample Z-cut Type II PM

p d36, arb.un. p d36, arb.un.

KDP P 2.00 ± 0.07 1.00 2.00 ± 0.06 1.00
Pr 1.98 ± 0.02 1.00 2.00 ± 0.03 1.00

KDP:TiO2 P4 2.10 ± 0.04 1.10 ± 0.05 1.90 ± 0.02 0.73 ± 0.04
Pr4 1.96 ± 0.02 0.50 ± 0.05 2.10 ± 0.04 0.88 ± 0.04
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We studied the process of SHG under type II PM conditions in ‘‘thin’’
KDP:TiO2 crystals from P and Pr sectors at energy range up to 200 lJ. The SHG
efficiency values for ‘‘thin’’ (0.8 mm) KDP and KDP:TiO2 crystals were calculated
from the experimental dependences e2x exð Þ: The incorporation of anatase NPs into
KDP crystalline matrix with concentration 10-4 wt.% leads to reduction of the
SHG process efficiency for ‘‘thin’’ KDP:TiO2 slices from both P and Pr series.

The SHG efficiency for Pr4 crystal is higher than for the sample P4 with the
same NPs concentration from P growth sector. The values of the quadratic NLO
coefficient d36 for KDP and KDP:TiO2 crystals were estimated. The obtained
magnitudes of d36 for nominally pure crystals (0.40 pm/V) are in good agreement
with reference data [16, 19]. Table 24.2 contains the values of relative quadratic
NLO coefficient d36

eff of ‘‘thin’’ KDP:TiO2 samples normalized on corresponding
d36 coefficient for nominally pure KDP crystals. Incorporation of TiO2 NPs into
the crystalline KDP matrix with concentration 10-5 wt.% leads to significant
reduction of the magnitude of effective quadratic NLO coefficient. For the samples
with anatase concentration 10-4 wt.% the magnitude of d36

eff decreases by 25 and
15 % for P4 and Pr4, respectively, in comparison with nominally pure crystals.
The values of NLO response order p estimated due to e2x� ep

x for the SHG process
in ‘‘thin’’ KDP and KDP:TiO2 samples are presented in Table 24.2. In case p [ 2,
it means the deviation from quadric NLO process and impact of higher order NLO
responses.

It is well-known that quadratic NLO processes in KDP crystal are mainly
attributed to oscillations (vibrations) of [PO4]3- tetrahedral units [20]. They
contribute about 99 % to SHG coefficients, while the volume fraction of anatase
NPs in KDP:TiO2 SCs is low in comparison with them. Therefore, we suggest that
the reason of observed SHG efficiency decreasing in ‘‘thin’’ KDP:TiO2 crystals is
energy absorption by anatase NPs at the excitation wavelength (resonant two-
photon excitation of deep defect levels) and the wavelength of SH (resonant
excitation).

The SHG efficiency in the ‘‘thick’’ crystals KDP, KDP:TiO2 slices with
thickness 10 mm was investigated. The crystals cut from P and Pr growth sectors
within PM condition (II type, oe-e) were studied. Dependences of SH pulse energy
on the pump energy for nominally pure crystals P, Pr, and crystals with incor-
porated anatase NPs P4, Pr4 are presented in Fig. 24.5b. The calculated SHG
efficiencies g versus pump pulse energy for mentioned crystals are presented in
Fig. 24.6a. KDP:TiO2 crystals from both growth sectors demonstrate SHG effi-
ciency enhancement in comparison with pure KDP matrix.

The rise of SHG efficiency in optically thick KDP:TiO2 crystals (Fig. 24.6a) is
caused by the developed internal self-focusing of pump irradiation. For the opti-
cally ‘‘thick’’ crystals, the spatial profiles of laser beam that passed through the
sample were measured. It was shown that sample Pr4 demonstrates significant
internal self-focusing of the laser beam (Fig. 24.7a) at intensity *40 MW/cm2.
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Transmitted laser beam widths (FWHM) registered behind the samples output face
are presented in Table 24.3. The data were normalized on FWHM of the freely
propagated laser beam at the same registration plane. The efficient narrowing of
the beam profile up to 0.6 in KDP:TiO2 SC exceeds the slight focusing *0.9 of the
transmitted beam after the KDP crystal. These results correlate with the mea-
surements of the photoinduced variations of the refractive index performed by the
spatial profile distortion analysis in the far field due to the self-action effect (See
Fig. 24.4b) [3].

Fig. 24.6 a SHG efficiency versus the pump pulse energy; b reciprocal photoinduced pump
transmittance variation normalized on spectral transmittance versus the pump pulse energy for the
10 mm plates of the KDP P (triangle), Pr (square) and KDP:TiO2 P4 (filled triangle), Pr4 (filled
square) crystals

Fig. 24.7 Spatial profiles of transmitted laser beam behind the output faces of 10 mm KDP Pr
(square) and KDP:TiO2 Pr4 (filled square) samples, solid line corresponds to freely propagating
laser beam at different peak intensities: I = 40 MW/cm2 (a); I = 4.4 GW/cm2 (b)
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More than two orders of magnitude raise of the incident pump intensity
(Fig. 24.7b) causes similar focusing of the transmitted beams *0.7 for both Pr and
Pr4 samples. We suppose that the mentioned self-focusing effect is determined by
the matrix response contribution and it is studied for the nominally pure KDP [21]
in the similar excitation range.

The temporal analog of the mentioned self-focusing effect is used for the
optimization of the SHG of super powerful femtosecond laser pulses. The proper
spectrum correction due to the NLO cubic polarizability provides shortening of the
pulses and enhancement of the conversion process [22]. We suppose that the
KDP:TiO2 application can be useful for the proper self-modulation of ultrashort
laser pulses even at moderate peak pump laser intensities.

24.5 Discussion

The photoinduced reduction of the transmitted beam energy with the rise of
intensity of pump excitation is determined by two types of two-photon processes:
non-dissipative process of SH generation and dissipative one of TPA in crystalline
matrix with/without TiO2 NPs. For the qualitative analysis of pump energy
transformation via these two channels, we have used the well-known approach
based on treating with the SH efficiency (Fig. 24.6a) and reciprocal pump trans-
mittance (Fig. 24.6b) variations. It is possible to perform qualitative analysis of the
pump field depletion in plane wave approximation within expression
T�1 I0ð Þ� 1þ beffLeffI0. The slopes of the experimental data at Fig. 24.6b contain
magnitude of the effective TPA coefficient beff . The approach is correct due to the
wide aperture laser beams in SCs. A magnitude of the beff ¼ bSH þ b is deter-
mined by two different contributions from non-dissipative SH frequency conver-
sion and the intrinsic TPA effect b.

Reciprocal transmittance plots (Fig. 24.6b) show total losses registered simul-
taneously with SHG measurements. The corresponding values of effective TPA
coefficient beff in the initial pump energy range (\20 lJ) are higher for KDP:TiO2

than for KDP SCs (42.3 and 21.0 cm/TW for KDP:TiO2 and KDP, respectively).
However, simultaneous registration of total transmittance variations of laser beam
at fundamental wavelength allowed us to extract nonradiative losses (Fig. 24.8)
and corresponding values of TPA coefficients b. At the initial energy range the

Table 24.3 The comparison of relative width (FWHM) of laser beam registered behind the
‘‘thick’’ KDP (Pr) and KDP:TiO2 (Pr4) output faces, normalized on the corresponding one of
freely propagated laser beam at the same registration plane

Intensity Laser KDP KDP:TiO2

40 MW/cm2 1 0.9 0.6
4.4 GW/cm2 1 0.7 0.7
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estimated values for Pr growth sector are (4.9 ± 0.1)/(4.7 ± 0.1) cm/TW for
KDP/KDP:TiO2, while the further rise of pump pulse energy leads to significant
difference in the b magnitudes: (5.8 ± 0.1)/(4.4 ± 0.1) cm/TW. This fact indi-
cates the reduction of the TPA effect in KDP matrix with incorporated TiO2 NPs.

The comparison of TPA coefficients b for P and Pr growth sectors in the initial
pump energy range reveals almost an order of magnitude higher value of b in
nominally pure P crystal than in Pr one bP� 8bPrð Þ; and four times higher value
for P4 samples than for Pr4 one bP4� 4bPr4ð Þ. However, the incorporation of TiO2

NPs into P sector leads to two times reduction of TPA coefficient relatively to pure
P matrix: bP4� 0:5bP. Thus, the nonradiative losses reduction effect with the
incorporation of anatase NPs is demonstrated in both P and Pr growth sectors, but
it takes place in different energy ranges.

Relative gain of the SHG efficiency (a) and nonradiative losses (b) versus pump
pulse energy for KDP:TiO2 crystals from both P and Pr sectors, normalized on
corresponding dependencies for nominally pure crystals are presented in Fig. 24.9.
The significant enhancement (up to 70 %) of the second harmonic generation
efficiency was shown in KDP:TiO2 against the nominally pure KDP crystal under
the mode-locked YAG:Nd laser pulses due to the observed internal self-focusing
effect at moderate pump peak intensity (Fig. 24.9a). The effect is caused by the
giant cubic NLO response [12] of the anatase NPs embedded into the matrix and
its impact on the proton subsystem of the KDP crystal. Accumulation and long
lifetimes of the photogenerated electrons at the NPs interface produces an efficient
nanosized capacitor effect that causes SC hydrogen bonds network redistribution
in the NPs vicinity.

For the first time, it was shown that the different growth sectors of the KDP and
KDP:TiO2 SCs have different SHG efficiencies and nonradiative photoinduced
losses rates (Fig. 24.9b). Utilization of the KDP:TiO2 SCs for the SHG gains at
least 40 % enhancement in the peak intensity range \2.5 GW/cm2 for the SC cut
from P growth sector and in the 1 - 5 GW/cm2 range for the Pr one. Optimization
of the SHG efficiency for the definite pump field operation level requires the
selection of proper growth sector (P or Pr) of the NLO crystal.

To our mind the further step should be done in direction to obtain smart bulk
heterogeneous structures based on KDP SC matrix within different metal oxides

Fig. 24.8 The nonradiative
losses rate versus the pump
pulse energy in the 10 mm
KDP P (triangle), Pr (square)
and KDP:TiO2 P4 (filled
triangle), Pr4 (filled square)
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NPs with controlled NLO response [23]. It can be realized by varying the crys-
tallization conditions in order to achieve desymmetrization of the growth sectors
and to control the crystal imperfections degree as well as distribution of the NPs in
the matrix.

24.6 Conclusions

The possibility of cubic and quadratic NLO response control was presented for the
composite functional material based on single crystalline KDP matrix with
incorporated anatase NPs. It was shown that KDP:TiO2 is a promising nano-
composite NLO functional material for the efficient laser frequency conversion.

We have obtained the significant enhancement (up to 70 %) of the second
harmonic generation efficiency in KDP:TiO2 against the nominally pure KDP
crystal under the mode-locked YAG:Nd laser pulses due to the observed internal
self-focusing effect at moderate pump peak intensity. The effect is caused by the
giant cubic NLO response of the anatase nanocrystals embedded into the matrix
and its impact on the proton subsystem of the KDP crystal. Accumulation and long
lifetimes of the photogenerated electrons at the NPs interface produces an efficient
nanosized capacitor effect that causes SC hydrogen bonds network redistribution
in the NPs vicinity.

It was shown that the different growth sectors of the KDP and KDP:TiO2 SCs
have different SHG efficiencies and nonradiative photoinduced losses rates.
Utilization of the KDP:TiO2 SCs for the SHG gains at least 40 % enhancement in
the peak intensity range\2.5 GW/cm2 for the SC cut from P growth sector and in
the 1 - 5 GW/cm2 range for the Pr one. Optimization of the SHG efficiency for
the definite pump field operation level requires the selection of proper growth
sector (P or Pr) of the NLO crystal.

Fig. 24.9 a Normalized SHG efficiency versus the pump pulse energy; b relative nonradiative
losses versus the pump pulse energy; in the 10 mm KDP:TiO2 P4 (solid line) and Pr4 (dashed
line); normalized on corresponding values for pure KDP crystal
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It was shown that the NLO refractive index variation is a very sensitive tool to
perform the diagnostics of the KDP and KDP:TiO2 SCs within CW (at 532 nm)
and pulsed picosecond range (at 1064 nm) laser radiation due to the resonant
excitation of the transient intrinsic defect states of the SC matrix and surface states
at the anatase NPs interface. It can be also applied for the photoinduced PM
conditions adjustment for the SHG and light parametric interaction processes.
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